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P R E FA C E  T O  T H E  F I R S T  E D I T I O N

Clinical immunology is a discipline with a distinguished history, 
rooted in the prevention and treatment of infectious diseases in 
the late nineteenth and early twentieth centuries. The conquest 
of historical scourges such as smallpox and (substantially) polio 
and relegation of several other diseases to the category of medi-
cal curiosities is often regarded as the most important achieve-
ment of medical science of the past fifty years. Nevertheless, the 
challenges facing immunologists in the efforts to control infec-
tious diseases remain formidable; HIV infection, malaria, and 
tuberculosis are but three examples of diseases of global import 
that elude control despite major commitments of monetary and 
intellectual resources.

Although firmly grounded in the study and application 
of defenses to microbial infection, since the 1960s, clinical  
immunology has emerged as a far broader discipline. Dysfunc-
tion of the immune system has been increasingly recognized as 
a pathogenic mechanism that can lead to an array of specific 
diseases and failure of virtually every organ system. Paradoxi-
cally, although the importance of the immune system in dis-
ease pathogenesis is generally appreciated, the place of clinical  
immunology as a practice discipline has been less clear. As most 
of the noninfectious diseases in the human immune system 
eventually lead to the failure of other organs, it has been organ-
specific subspecialists who have usually dealt with their conse-
quences. Recently, however, the outlook has begun to change as 
new diagnostic tools increasingly allow the theoretical possibility  
of intervention much earlier in disease processes, often before 
irreversible target organ destruction occurs. More importantly, 
this theoretical possibility is increasingly realized as clinical 
immunologists find themselves in the vanguard of translating 
molecular medicine from laboratory bench to patient bedside.

In many settings, clinical immunologists today function as 
primary care physicians in the management of patients with 
immune-deficiency, allergic, and autoimmune diseases. Indeed 
many influential voices in the clinical disciplines of allergy and 
rheumatology support the increasing coalescence of these tradi-
tional subspecialties around their intellectual core of immunol-
ogy. In addition to his or her role as a primary care physician, 
the clinical immunologist is increasingly being looked to as a 
consultant, as scientific and clinical advances enhance his or her 
expertise. The immunologist with a “generalist” perspective can 
be particularly helpful in the application of unifying principles 
of diagnosis and treatment across the broad spectrum of immu-
nologic diseases.

Clinical Immunology: Principles and Practice has emerged 
from this concept of the clinical immunologist as both primary 
care physician and expert consultant in the management of 
patients with immunologic diseases. It opens in full apprecia-
tion of the critical role of fundamental immunology in this 
rapidly evolving clinical discipline. Authors of basic science 
chapters were asked, however, to cast their subjects in a con-
text of clinical relevance. We believe the result is a well-balanced 
exposition of basic immunology for the clinician.

The initial two sections on basic principles of immunology 
are followed by two sections that focus in detail on the role of 
the immune system in defenses against infectious organisms. 
The approach is two-pronged. It begins first with a systematic 
survey of immune responses to pathogenic agents followed by 

a detailed treatment of immunologic deficiency syndromes. 
Pathogenic mechanisms of both congenital and acquired  
immune deficiency diseases are discussed, as are the infec-
tious complications that characterize these diseases. Befitting 
its importance, the subject of HIV infection and AIDS receives 
particular attention, with separate chapters on the problem of 
infection in the immunocompromised host, HIV infection in 
children, anti-retroviral therapy, and current progress in the  
development of HIV vaccines.

The classic allergic diseases are the most common immuno-
logic diseases in the population, ranging from atopic disease to 
drug allergy to organ-specific allergic disease (e.g., of the lungs, 
eye, and skin). They constitute a foundation for the practice 
of clinical immunology, particularly for those physicians with 
a practice orientation defined by formal subspecialty training  
in allergy and immunology. A major section is consequently 
devoted to these diseases, with an emphasis on pathophysiology 
as the basis for rational management.

The next two sections deal separately with systemic and 
organ-specific immunologic diseases. The diseases considered 
in the first of these sections are generally regarded as the core 
practice of the clinical immunologist with a subdisciplinary 
emphasis in rheumatology. The second section considers dis-
eases of specific organ failure as consequences of immuno-
logically mediated processes that may involve virtually any 
organ system. These diseases include, as typical examples, 
demyelinating diseases, insulin-dependent diabetes mellitus, 
glomerulonephritides, and inflammatory bowel diseases. It is 
in the management of such diseases that the discipline of clini-
cal immunology will have an increasing role as efforts focus on 
intervention early in the pathogenic process and involve diag-
nostic and therapeutic tools of ever-increasing sophistication.

One of the major clinical areas in which the expertise of a 
clinical immunologist is most frequently sought is that of allo-
geneic organ transplantation. A full section is devoted to the 
issue of transplantation of solid organs, with an introductory 
chapter on general principles of transplantation and manage-
ment of transplantation rejection followed by separate chapters 
dealing with the special problems of transplantation of specific 
organs or organ systems.

Appreciation of both the molecular and clinical features 
of lymphoid malignancies is important to the clinical immu-
nologist regardless of subspecialty background, notwithstand-
ing the fact that primary responsibility for the management of 
such patients will generally fall to the hematologist/oncologist. 
A separate section is consequently devoted to the lymphocytic 
leukemias and lymphomas that constitute the majority of malig-
nancies seen in the context of a clinical immunology practice. 
The separate issues of immune responses to tumors and immu-
nological strategies to treatment of malignant diseases are  
subjects of additional chapters.

Another important feature is the attention to therapy of 
immunologic diseases. This theme is constant throughout the 
chapters on allergic and immunologic diseases, and because of 
the importance the editors attach to clinical immunology as a 
therapeutic discipline, an extensive section is also devoted specifi-
cally to this subject. Subsections are devoted to issues of immu-
nologic reconstitution, with three chapters on the treatment of 
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immunodeficiencies, malignancies, and metabolic diseases 
by bone marrow transplantation. Also included is a series of 
chapters on pharmaceutical agents currently available to clini-
cal immunologists, both as anti-allergic and anti-inflammatory 
drugs, as well as newer agents with greater specificity for  
T cell-mediated immune responses. The section concludes with 
a series of chapters that address established and potential appli-
cations of therapeutic agents and approaches that are largely 
based on the new techniques of molecular medicine. In addition 
to pharmaceutical agents, the section deals in detail with such 
subjects as apheresis, cytokines, monoclonal antibodies and 
immunotoxins, gene therapy, and new experimental approaches 
to the treatment of autoimmunity. The book concludes with a 
section devoted to approaches and specific techniques involved 
in the diagnosis of immunologic diseases. The use of the diag-
nostic laboratory in the evaluation of complex problems of 
immunopathogenesis has been a hallmark of the clinical immu-
nologist since the inception of the discipline, and many clini-
cal immunologists serve as directors of diagnostic immunology 
laboratories. Critical assessment of the utilization of techniques 
ranging from lymphocyte cloning to flow cytometric phenotyp-
ing to molecular diagnostics is certain to continue as an impor-
tant function of the clinical immunologist, particularly in his or 
her role as an expert consultant.

In summary, we have intended to provide the reader with a 
comprehensive and authoritative treatise on the broad subject 
of clinical immunology, with particular emphasis on the diag-
nosis and treatment of immunological diseases. It is anticipated 
that the book will be used most frequently by the physician 
specialist practicing clinical immunology, both in his or her 
role as a primary physician and as a subsequent consultant. It 
is hoped, however, that the book will also be of considerable 
utility to the non-immunologist. Many of the diseases discussed 
authoritatively in the book are diseases commonly encountered 
by the generalist physician. Indeed, as noted, because clinical 
immunology involves diseases of virtually all organ systems, 
competence in the diagnosis and management of immunologi-
cal diseases is important to virtually all clinicians. The editors 
would be particularly pleased to see the book among the refer-
ences readily available to the practicing internist, pediatrician, 
and family physician.

Robert R. Rich
Thomas A. Fleisher

Benjamin D. Schwartz
William T. Shearer

Warren Strober
1996
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P R E FA C E  T O  T H E  S I X T H  E D I T I O N

At the time this preface was prepared, our world was being 
arguably faced with its worst infectious pandemic since the 
global influenza A infection of the early 20th century. That pan-
demic infected ~500 million people, or ~1/3 of the total world 
population, and caused at least 50 million deaths. The current 
21st century COVID-19 pandemic was estimated in September 
2021 to have infected >230 million individuals out of 7.7 billion 
(~3%), causing ~4.71 million deaths; and these numbers are 
also staggering and are necessarily incomplete. But as we learn 
more about the prevention, diagnosis, and care of persons with 
COVID-19 infections (both symptomatic and asymptomatic), 
we have reason to believe that despite the enormous case load, 
we will not approach the death rate of the 1918–20 pandemic.

This improved survival reflects in part the knowledge that 
has been gained over the past century from research in immu-
nology, which has been contributed by investigators and clini-
cians throughout the world. This knowledge has advanced our 
ability to prevent and manage pandemics in general, giving 
us hope to face future emerging infectious disease challenges  
as well.

Although clinical immunology and this book are strongly 
grounded in the study of and application to microbial infections, 
both the book and the discipline are far broader. Dysfunction of 
the immune system is recognized as a pathogenic mechanism 
that can lead to diseases and failure of virtually every organ 
system. Fortunately, advances in the prevention and treatment 
of immunologic diseases also offer enhanced intervention, of-
ten before irreversible target organ damage or destruction has  
occurred. Thus, clinical immunologists are frequently in the 
vanguard of translating molecular medicine from the labora-
tory bench to the patient bedside.

In the United States, clinical immunologists often function 
as primary care providers for patients with a wide variety of 
disorders of immune function, including immune deficiency,  
allergic disease, and autoimmunity. As a result, although clinical 
immunology has not been constituted in this country as a for-
mal subspecialty, many influential voices in the “official” disci-
plines of allergy and rheumatology regard themselves foremost 
as clinical immunologists. We trust that this textbook will prove 
useful to both clinical generalists and clinical immunology  
subspecialists.

The book opens with three sections dedicated to the funda-
mental sciences that underlie clinical immunology. However, 
authors of the basic science chapters were asked to cast their 
chapters in a context of clinical relevance. We believe this has 
been accomplished. The basic science chapters are followed by 
sections on Immune Deficiency and Immune Regulatory Dis-
orders; Allergic Diseases; Systemic Immune Diseases; Organ-
Specific Inflammatory Disorders; Immunology and Immuno-
therapy of Neoplasia; Medical Management of Immunologic 
Diseases; Transplantation of Tissues and Organs; and the Tech-
nologies of Diagnostic Immunology.

We have preserved features in the book that were well re-
ceived in previous editions. Chapters are generously illustrated, 
and all chapters contain a Key Concepts summary Box (com-
monly in bulleted form) as well as an On the Horizon box, in 
which authors look to research opportunities for important 
advances over the next five to ten years. Furthermore, due to 
the extraordinarily cross-disciplinary nature of clinical immu-
nology, it is our hope that investigators working in one area 
might find new ideas and opportunities in the On the Horizon 
boxes outside their primary area of focus. Other boxes similarly 
summarize content with Clinical Relevance, Clinical Pearls, and 
Therapeutic Principles.

Now in its 6th edition since it was first published in 1996, this 
book represents the achievements and provides access to the ex-
pertise of ~200 individual contributors. As editors, we are deep-
ly grateful for the thousands of hours of work put into this effort 
by our colleagues in Clinical Immunology around the globe. We 
also note the exceptional support that the preparation of this 
edition has received from publishing experts at Elsevier, in par-
ticular Robin Carter, Louise Cook, Jennifer Ehlers, and Andrew 
Riley. Thank you so much, Robin, Louise, Jennifer, and Andrew. 
The task would have been impossible without your expertise.

Robert R. Rich
Thomas A. Fleisher

Harry W. Schroeder Jr.
Cornelia M. Weyand

David B. Corry
Jennifer M. Puck
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The Human Immune Response
Robert R. Rich and Randy Q. Cron
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Clinical immunology is a medical subspecialty largely focused 
on a specific physiologic process, inflammation, which is es-
sential to good health, particularly in defense against patho-
genic organisms, recovery from injury, and containment of 
neoplasms. However, inflammation, which is mediated by the 
cells and soluble products of the immune system, is also a pow-
erful contributor to the pathogenesis of diseases that affect vir-
tually every organ system. A consequent challenge for clinical 
immunologists, both clinicians and basic scientists, is to reduce 
a dizzying array of disease descriptions to a systematic under-
standing of pathogenic mechanisms in order to facilitate trans-
lation of fundamental concepts and new discoveries into more 
effective disease prevention or treatment.

This introductory chapter is directed to nonimmunologist 
clinicians and researchers. It is structured as an introduction to 
the interacting elements of the human immune system and their 
disordered functions in diseases. The subtleties, including im-
munologic or molecular genetic jargon unavoidably used, are 
described in detail in the chapters that follow.

THE HOST-MICROBE INTERACTION
The vertebrate immune system is a product of eons of evolu-
tionary relationships between rapidly evolving microbial organ-
isms and their much less rapidly reproducing, and hence less 
adaptable, hosts.1 In general, the relationship is mutually ben-
eficial, each providing nutrients and other materials essential to 
the well-being of their partner—the host and its microbiome 
(Chapter 22). Occasionally, however, a normally beneficial re-
lationship becomes pathologic. Pathogenic microbes can over-
whelm the microbiome, invade host tissues, and result in host 
morbidity or even death. Because the vertebrate host cannot 
win a battle with microbial invaders by rapid mutation and se-
lection, the immune system uses a strategy of complexity and 
redundancy, which involves both the individual organism and 
its collective population.

Reflecting plasticity of the response, specific defenses differ, 
depending on the nature of the infectious agent and its point 
of entry and distribution within the body. Regardless of the 
defense mechanism, an intended outcome is destruction or 
neutralization of the invading organism. However, a secondary 
consequence can be collateral damage to host cells. These un-
fortunate cells can be targeted for damage because they are sites 
of microbial residence and replication, or they can be damaged 
as “innocent bystanders.” Depending on the site and severity of 
the host's defensive response, it may be accompanied by local 
and/or systemic symptoms and signs of inflammation, which 
may lead to long-lasting tissue dysfunction as a result of tissue 
remodeling and partial repair.

Adaptive and Innate Immunity
Immune responses are traditionally classified as adaptive (also 
termed acquired or specific) and innate (or nonspecific) (Table 1.1). 
The adaptive immune system, present uniquely in species of 
the phylum Chordata, is specialized for development of an in-
flammatory response based on recognition of specific “foreign” 
macromolecules that are predominantly, but not exclusively, 
proteins, peptides, and carbohydrates. The vast majority of 
chordate species are jawed vertebrates, and this book addresses 
adaptive immunity of that subphylum. Its primary effectors are 
antibodies, B lymphocytes, T lymphocytes, innate lymphoid 
cells (ILCs), and antigen-presenting cells (APCs). T and B lym-
phocytes express surface antigen receptors that are clonally spe-
cific as a consequence of receptor-gene rearrangements. Expan-
sion of clones of lymphocytes specific for any particular antigen 
is induced by antigen encounter and consequent activation and 
proliferation, thereby constituting the basis of immunologic 
memory.

Innate immune responses are phylogenetically far more an-
cient, being widely represented in multicellular phyla.2 Rather 
than being based on exquisitely specific recognition of a diverse 
array of macromolecules (i.e., antigens), they are focused on 
recognition of common molecular signatures of microbial or-
ganisms that are not present in vertebrates (Chapter 3).3 Among 
these structures, which are termed pathogen-associated molecu-
lar patterns (PAMPs) or danger-associated molecular patterns
(DAMPs), are bacterial cell wall constituents, such as mannose-
rich oligosaccharides, lipopolysaccharides, peptidoglycans, and 
several nucleic acid variants, including double-stranded RNA 
and unmethylated CpG DNA. For both innate and adaptive im-
mune responses, defense effector mechanisms can require either 
direct cell-to-cell contact or the activity of cytokines (Chapter 
14) and chemokines (Chapter 15), which are hormone-like sol-
uble molecules that act in the cellular microenvironment (cell-
mediated immunity). Most immune responses include partici-
pation of both modes of response.2–4

The elements of innate immunity are diverse. They include 
physical barriers to pathogen invasion (e.g., skin, mucous mem-
branes, cilia, and mucus), as well as an array of cellular and solu-
ble factors that can be activated by secreted or cell surface prod-
ucts of the pathogen, including PAMPs. Recognition of PAMPs 
by cells in innate immunity, which also commonly function 
as APCs to the lymphocytes of adaptive immunity, is via cell 
membrane or cytoplasmic receptors known as pattern recogni-
tion receptors (PRRs). PRRs can be either membrane bound or 
cytoplasmic. Membrane-bound PRRs include Toll-like recep-
tors (TLRs) and C-type lectin receptors (CLRs). Humans ex-
press 10 distinct TLRs, which recognize (among others) specific 
bacterial glycolipids, lipopolysaccharide; viral single-stranded 
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Granulocytes
Polymorphonuclear leukocytes (granulocytes) are classified by 
light microscopy into four types. By far the most abundant in 
the peripheral circulation are neutrophils, which are principal 
effector cells linking the innate and adaptive responses by virtue 
of their expression of surface receptors for antibody and com-
plement (Chapter 40). They are phagocytic cells that ingest, kill, 
and degrade microbes and other targets of an immune attack 
within specialized cytoplasmic vacuoles that contain potent an-
timicrobial enzymes and oxidative pathways. The phagocytic 
activity of neutrophils is promoted by their surface display of 
receptors for antibody molecules (specifically the Fc portion of 
immunoglobulin G [IgG] molecules) (Chapter 8) and activated 
complement proteins (particularly the C3b component) (Chap-
ter 40). Neutrophils are the predominant cell type in acute in-
flammatory infiltrates and are the primary effector cells in im-
mune responses to pyogenic bacteria (Chapter 27).

Eosinophils (Chapter 45) and basophils (Chapter 44) are the 
other circulating forms of granulocytes. A close relative of the 
basophil, but derived from distinct bone marrow precursors, is 
the tissue mast cell, which does not circulate in blood. Eosino-
phils, basophils, and mast cells are important in defenses against 
multicellular pathogens, particularly helminths (Chapter 30). 
Their defensive functions are not based on phagocytic capabili-
ties but on their ability to discharge potent biologic mediators 
from their storage granules into the cellular microenvironment. 
This process, termed degranulation, can be triggered by antigen-
specific IgE molecules that bind to basophils and mast cells via 
high-affinity receptors for the Fc portion of IgE (FcεR) on their 
surfaces. In addition to providing a mechanism for anthelmintic 
host defenses and certain antibacterial responses, this is also the 
principal mechanism involved in acute (IgE-mediated) allergic 
reactions (Chapters 43–50).

Lymphocytes
Three broad categories of lymphocytes are identified on the ba-
sis of display of particular surface molecules: B cells, T cells, and 
ILCs. Each of these categories can be further subdivided accord-
ing to specific function and display of distinguishing cell surface 
molecules (Chapter 2). All lymphocytes differentiate from com-
mon lymphoid stem cells in bone marrow. B cells create their 
Ig receptors in bone marrow and differentiate into antibody-
producing cells in the periphery (Chapter 7). T-cell precursors 
move from bone marrow to the thymus (or, in some cases, to 
extrathymic tissue compartments), where they complete their 
differentiation and selection (Chapter 9).

T cells and B cells are the heart of immune recognition, a 
property reflecting their clonally specific cell surface receptors 
for antigen (Chapter 4). The TCR is a heterodimeric integral 
membrane molecule expressed exclusively by T lymphocytes. 
B-cell receptors (BCRs) for antigen are membrane immuno-
globulin (mIg) molecules of the same antigenic specificity that 
the B cell and its terminally differentiated progeny, plasma cells, 
will secrete as soluble antibodies. Memory B cells and nondivid-
ing, long-lived plasma cells may account substantially for per-
sistence of antibody responses (including production of autoan-
tibodies) over many years.6

Receptors for “antigen” on the third class of lymphocytes, 
ILCs, are not clonally expressed. ILCs are subdivided into three 
major groups according to the cytokines that they produce. For 
example, group 1 ILCs, including NK cells, produce interferon-γ
(IFN-γ) and tumor necrosis factor (TNF).7 ILCs express receptors 

RNA; and bacterial and viral unmethylated CpG DNA. CLRs 
are particularly important in antifungal innate immunity but 
also have important roles in defenses against bacteria, viruses, 
and parasites. They comprise a large family that commonly rec-
ognizes microbe-specific carbohydrate ligands or structurally 
similar lectin-like domains. Cytoplasmic PRRs include RIG-1–
like receptors (RLRs) and nucleotide oligomerization domain 
(NOD)-like receptors (NLRs). RLRs are involved in recogni-
tion of viruses through interaction with intracytoplasmic viral 
double-stranded RNA (dsRNA), and NLRs recognize bacterial 
peptidoglycan motifs.4

Cells of the innate immune system are commonly triggered 
through activation of the nuclear factor-κB (NF-κB) transcrip-
tion factor via the MyD88 signaling pathway, thereby inducing 
an inflammatory response using mechanisms that are broadly 
shared with those of the adaptive immune system. These include 
activation of various types of ILCs (e.g., natural killer [NK] cells 
[Chapter 12]), which are characterized by absence of clonally 
expressed receptors for specific antigen (see later), activation of 
granulocytes and other phagocytes (Chapter 39), the secretion 
of inflammatory cytokines and chemokines, and interactions of 
the many participants in the complement cascade (Chapter 40). 
In addition, activation of cells of innate immunity that also act 
as APCs for the adaptive immune system results in upregulation 
of membrane molecules such as CD80 and CD86 (among oth-
ers) that provide the second signal, which along with the T-cell 
receptor (TCR) for antigen (Chapter 4), can activate antigen-
specific T cells (Chapter 10).5

Finally, because recognition of pathogens by the innate im-
mune system relies on germline encoded, non-rearranged re-
ceptors held in common by the specific cell type, innate im-
munity is more rapidly responsive. It can initiate in minutes to 
hours and generally precedes development of a primary adap-
tive immune response by at least several days.

CELLS OF THE IMMUNE SYSTEM
The major cellular constituents of both innate and adaptive immu-
nity originate in bone marrow, where they differentiate from mul-
tipotent hematopoietic stem cells (HSCs) along several pathways 
to become granulocytes, lymphocytes, and APCs (Chapter 2).

TABLE 1.1 Features of Innate and 
Adaptive Immune Systems

Distinguishing Features
Innate Immunity Adaptive Immunity

Germline-encoded receptors 
targeting pathogen 
molecular patterns

Clonally variable receptors generated 
somatically by rearrangement of 
gene elements

Does not require immunization Consequence of B- and/or T-cell 
activation

Limited memory Immunologic memory well 
developed

Includes physical barriers to 
pathogen

Antibody and cytotoxic T cells

Common Features
Cytokines and chemokines
Complement cascade
Phagocytic cells
Natural killer (NK) cells
“Natural” antibodies
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for PAMPs and, as such, serve as major effectors of innate immu-
nity. They also recognize target cells that might otherwise elude 
the immune system (Chapters 2 and 12). Thus recognition of NK 
cell targets is based substantially on what their targets lack rather 
than on what they express.

NK cells express receptors of several types for major histo-
compatibility complex (MHC) class I molecules via killer im-
munoglobulin-like receptors (KIRs).8 KIRs are expressed on the 
plasma membrane of NK cells (and some T cells), which interact 
with class I molecules to alter NK-cell cytotoxic function. Most 
KIRs express in their intracellular domain a tyrosine-based in-
hibitory motif (ITIM) that suppresses NK activity, thereby pre-
venting NK cell activity directed against normal self-cells. In 
contrast, some KIRs express a tyrosine-based activation motif 
(ITAM), which amplifies their activity. NK cells will kill target 
cells unless they receive an inhibitory signal transmitted by an 
ITIM receptor. Virus-infected cells and tumor cells that attempt 
to escape T-cell recognition by downregulating their expression 
of class I molecules become susceptible to NK cell–mediated 
killing because the NK cells receive an activation signal and/
or fail to receive an inhibitory signal through the ITAM- and 
ITIM-containing MHC class I receptors. The balance between 
ITIM and ITAM is regulated by the microenvironmental mi-
lieu, increasing expression of ITAM in the presence of virus-
infected or cancer cells and of ITIM as necessary to maintain 
self-tolerance and prevent autoimmunity. A high frequency of 
ITAM-expressing cells has been reported in some patients with 
autoimmune diseases.9

Although NK cell–mediated innate immunity has been long 
considered to lack immunologic memory, studies suggest that 
NK cells can exhibit memory of previous encounters with mi-
crobes or other antigens, the molecular basis of which remains 
to be fully elucidated.10 NK cells can also participate in antigen-
specific immune responses by virtue of their surface display of 
the activating ITAM receptor CD16, which binds the constant 
(Fc) region of IgG molecules. This enables them to function as 
effectors of a cytolytic process termed antibody-dependent cellu-
lar cytotoxicity (ADCC), a mechanism exploited clinically with 
monoclonal antibody (mAb) therapeutic agents.11

In general, pathways leading to differentiation of T cells, B 
cells, and ILCs are mutually exclusive, representing a permanent 
lineage commitment. No lymphocytes express both mIg and 
TCRs. However, a subset of T cells, termed NKT cells, exhibit 
both NK-like cytotoxicity and αβ TCR with limited receptor 
diversity.

Antigen-Presenting Cells

for presentation of antigen to lymphocytes, particularly T cells 
(Chapter 6). Included among such cells are dendritic cells (DCs), 
monocytes (present in the peripheral circulation), macrophages 
(solid tissue derivatives of monocytes), cutaneous Langerhans 
cells (Chapter 23), and constituents of the reticular endothelial 
system within solid organs. B lymphocytes that specifically cap-
ture antigen via their clonally expressed mIg can also function 
efficiently in antigen presentation to T cells.

Cardinal features of APCs include their expression of both 
class I and class II MHC (Chapter 5) molecules as well as requi-
site accessory molecules for T-cell activation (e.g., B7-1, B7-2/
CD80, CD86). Upon activation, APC elaborate cytokines that 
induce specific responses in cells to which they are presenting 
antigen. In addition to processing and presenting antigen, APCs 
can regulate activation of the immune system via innate cell sur-
face receptors, which contribute to determination of whether 
the antigen is pathogen associated.

APCs differ substantially among themselves with respect to 
mechanisms of antigen uptake and effector functions. Imma-
ture DCs show high phagocytic and pathogen-killing activity 
but low ability to present antigen and activate T cells. DCs that 
have ingested a pathogen or foreign antigen can be induced to 
mature by inflammatory stimuli,12,13 especially via cells of the 
innate immune system and by direct activation through recep-
tors for PAMPs or DAMPs. Monocytes and macrophages are 
actively phagocytic, particularly for antibody and/or comple-
ment-coated (opsonized) antigens that bind to their surface re-
ceptors for IgG and C3b. These cells are also important effectors 
of immune responses, especially in sites of chronic inflamma-
tion. Upon further activation by T-cell cytokines, they can kill 
ingested microorganisms by oxidative pathways similar to those 
used by polymorphonuclear leukocytes.

The interaction between B cells acting as APCs and T lympho-
cytes is notable because the cells are involved in a mutually ampli-
fying circuitry of antigen presentation and response. The process 
is initiated by antigen capture through B-cell mIg and ingestion 
by receptor-mediated endocytosis. This is followed by proteolytic 
antigen degradation and then display to T cells as oligopeptides 
bound to MHC molecules. Like other APCs, B cells display CD80 
and thus provide a requisite second signal to the antigen-respon-
sive T cell via CD28, its accessory molecule for activation (Fig. 1.1; 
Chapters 4 and 10). As a result of T-cell activation, T-cell cyto-
kines that regulate B-cell differentiation and antibody production 
are produced. T cells are stimulated to display the surface ligand 
CD40L (CD154), which can serve as the second signal for B-cell 
activation through its inducible surface receptor.

BASIS OF ADAPTIVE IMMUNITY
The essence of adaptive immunity is molecular distinction be-
tween self constituents and potential pathogens. For simplic-
ity, this is typically summarized as self/nonself discrimination. 
However, more precisely the issue is one of discrimination be-
tween molecular species that are perceived as signaling poten-
tial “danger” versus those that are not. This discrimination is 
a major responsibility of both T cells, B cells, and cells of the 
innate immune system. This process is more complicated for 
T cells because it reflects the selection of thymocytes that have 
generated specific antigen receptors that can bind to self-anti-
gens below a certain threshold of activation and then, upon later 
encounter, can bind nonself antigenic peptides bound to self-
MHC molecules and be activated to engage in effector function. 

• Capacity for uptake and partial degradation of protein antigens
• Expression of major histocompatibility complex (MHC) molecules for 

binding antigenic peptides
• Chemokine receptors to allow colocalization with T cells
• Expression of accessory molecules for interaction with T cells
• Receptors for pathogen- or danger-associated molecular patterns
• Secretion of cytokines that program T helper (Th) cell responses 

KEY CONCEPTS
Features of Antigen-Presenting Cells

A morphologically and functionally diverse group of cells, all 
of which are derived from bone marrow precursors, is specialized 
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for presentation of antigen to lymphocytes, particularly T cells 
(Chapter 6). Included among such cells are dendritic cells (DCs), 
monocytes (present in the peripheral circulation), macrophages 
(solid tissue derivatives of monocytes), cutaneous Langerhans 
cells (Chapter 23), and constituents of the reticular endothelial 
system within solid organs. B lymphocytes that specifically cap-
ture antigen via their clonally expressed mIg can also function 
efficiently in antigen presentation to T cells.

Cardinal features of APCs include their expression of both 
class I and class II MHC (Chapter 5) molecules as well as requi-
site accessory molecules for T-cell activation (e.g., B7-1, B7-2/
CD80, CD86). Upon activation, APC elaborate cytokines that 
induce specific responses in cells to which they are presenting 
antigen. In addition to processing and presenting antigen, APCs 
can regulate activation of the immune system via innate cell sur-
face receptors, which contribute to determination of whether 
the antigen is pathogen associated.

APCs differ substantially among themselves with respect to 
mechanisms of antigen uptake and effector functions. Imma-
ture DCs show high phagocytic and pathogen-killing activity 
but low ability to present antigen and activate T cells. DCs that 
have ingested a pathogen or foreign antigen can be induced to 
mature by inflammatory stimuli,12,13 especially via cells of the 
innate immune system and by direct activation through recep-
tors for PAMPs or DAMPs. Monocytes and macrophages are 
actively phagocytic, particularly for antibody and/or comple-
ment-coated (opsonized) antigens that bind to their surface re-
ceptors for IgG and C3b. These cells are also important effectors 
of immune responses, especially in sites of chronic inflamma-
tion. Upon further activation by T-cell cytokines, they can kill 
ingested microorganisms by oxidative pathways similar to those 
used by polymorphonuclear leukocytes.

The interaction between B cells acting as APCs and T lympho-
cytes is notable because the cells are involved in a mutually ampli-
fying circuitry of antigen presentation and response. The process 
is initiated by antigen capture through B-cell mIg and ingestion 
by receptor-mediated endocytosis. This is followed by proteolytic 
antigen degradation and then display to T cells as oligopeptides 
bound to MHC molecules. Like other APCs, B cells display CD80 
and thus provide a requisite second signal to the antigen-respon-
sive T cell via CD28, its accessory molecule for activation (Fig. 1.1; 
Chapters 4 and 10). As a result of T-cell activation, T-cell cyto-
kines that regulate B-cell differentiation and antibody production 
are produced. T cells are stimulated to display the surface ligand 
CD40L (CD154), which can serve as the second signal for B-cell 
activation through its inducible surface receptor.

BASIS OF ADAPTIVE IMMUNITY
The essence of adaptive immunity is molecular distinction be-
tween self constituents and potential pathogens. For simplic-
ity, this is typically summarized as self/nonself discrimination. 
However, more precisely the issue is one of discrimination be-
tween molecular species that are perceived as signaling poten-
tial “danger” versus those that are not. This discrimination is 
a major responsibility of both T cells, B cells, and cells of the 
innate immune system. This process is more complicated for 
T cells because it reflects the selection of thymocytes that have 
generated specific antigen receptors that can bind to self-anti-
gens below a certain threshold of activation and then, upon later 
encounter, can bind nonself antigenic peptides bound to self-
MHC molecules and be activated to engage in effector function. 

More subtly, the consequence of this selection process is that for-
eign proteins are recognized as antigens in terms of their ability 
to initiate an active immune response, whereas self-proteins are 
tolerated (i.e., are not perceived as antigens). B cells that express 
self-reactive antibodies are subjected to negative selection in the 
bone marrow and the periphery. Through PAMPs/DAMPs and 
other, still undefined, mechanisms, the cells of innate immunity 
contribute to the essential distinction between commensal (not 
dangerous) and potentially pathogenic (dangerous) microbes.

T lymphocytes generally recognize antigens as a complex 
of short linear peptides bound to self-MHC molecules on the 
surfaces of APCs (Chapter 6). The source of these peptides can 
be either extracellular or intracellular proteins, and they can be 
derived from either self or foreign (e.g., microbial) molecules. 
With the exception of superantigens (SAgs; see later), T cells 
neither bind antigen in native conformation nor recognize free 
antigen in solution. The vast majority of antigens for T cells are 
oligopeptides. However, the antigen receptors of NKT cells can 
recognize lipid and glycolipid antigens that are presented to 
them by MHC-like CD1 molecules.14

Antigen recognition by T cells differs fundamentally from that 
by antibodies, which are produced by B lymphocytes and their de-
rivatives. Antibodies are oriented toward recognition of extracel-
lular threats and, unlike T cells, can bind complex macromolecules 
in their native conformation at cell surfaces or in solution. More-
over, antibodies show less preference for recognition of proteins; 
antibodies against carbohydrates, nucleic acids, lipids, and simple 
chemical moieties can be readily produced. Although B cells can 
also be rendered unresponsive by exposure to self-antigens, par-
ticularly during differentiation in bone marrow, this process does 
not define foreignness within the context of self-MHC recognition.

Clonal Basis of Immunologic Memory
An essential element of self/nonself discrimination is the clonal 
nature of antigen recognition. Although the immune system can 

recognize a vast array of distinct antigens, all of the receptors of 
a single T cell or B cell (and their clonal progeny) have identical 
antigen-binding sites and hence a particular specificity (Chapter 4). 
A direct consequence is the capacity for antigen-driven immuno-
logic memory. This phenomenon derives from the fact that, after 
an initial encounter with antigen, clones of lymphocytes that can 
recognize the antigen proliferate and differentiate into effector cells. 
After interaction with their target, most of these effector cells are 
consumed or undergo programed cell death. However, a smaller 
population of long-lived memory cells persists. These memory cells 
constitute a pool of cells larger than the initial naïve responders. 
They can elicit a greater and more rapid response upon subsequent 
antigen encounter. These two hallmarks of adaptive immunity, 
clonal specificity and immunologic memory, provide a conceptual 
foundation for the use of vaccines in prevention of infectious dis-
eases (Chapter 87).

Immunologic memory involves not only the T cells charged 
with antigen recognition but also the T cells and B cells that 
mediate the efferent limb of an inflammatory response. In its at-
tack on foreign targets, the immune system can exhibit exquisite 
specificity for the inducing antigen, as is seen in the epitope-
specific lysis of virus-infected target cells by cytolytic T cells.

ANTIGEN-BINDING MOLECULES

• Large family of ancestrally related genes (more than 100 members)
• Most products involved in immune system function or other cell-cell 

interactions
• Ig superfamily members have one or more domains of ∼100 amino 

acids, each usually translated from a single exon
• Each Ig domain consists of a pair of β-pleated sheets usually held 

together by an intrachain disulfide bond 

KEY CONCEPTS
Features of the Immunoglobulin (Ig) Superfamily

Cµ Cα Cβ

Vα Vβ

β2m

α1 α2

α3

α1 β1

β2α2

Cµ

Cµ

Cµ

Cµ

Cµ

CL

VL

CL

VL
Cµ

VHVH

Cµ

HLA
class II

HLA
class I

migM
Cell membrane

αβTCR

FIG. 1.1 Antigen-Binding Molecules. Antigen-binding pockets of immunoglobulin (Ig) and T-cell receptor (TCR) comprise variable (V) 
segments of two chains translated from transcripts that represent rearranged V(D)J or VJ gene elements. Thin red bars designate two 
of the complementarity determining regions (CDRs) that form portions of the Ig antigen-binding site. The red ovals with thick red bars 
designate the regions of very high sequence variability in both Igs and TCRs that are generated by recombination of the 3′-end of the 
V gene element with the D and J gene elements or with the J gene element. In the Ig molecule this is designated CDR3. Antigen-
binding pockets of Ig molecules are formed by the three-dimensional folding of the heavy and light chains that juxtapose the CDRs of 
one heavy chain and one light chain. Antigen-binding grooves of MHC molecules are formed with contributions from α1 and β1 domains 
of class II molecules and from α1 and α2 domains of class I molecules. All of these molecules are members of the immunoglobulin su-
perfamily. β2m, β2-Microglobulin; C, constant-region domain; HLA, human leukocyte antigen; MHC, major histocompatibility complex;
mIgM, membrane immunoglobulin M.
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Three sets of molecules are responsible for the specificity of 
adaptive immune responses by virtue of their capacity to bind 
foreign antigen. These are Igs, TCRs, and MHC molecules (see 
Fig. 1.1; Chapters 4 and 5). All are products of a very large family 
of ancestrally related genes, the Ig superfamily, which includes 
many other molecules essential to induction and regulation of 
immune responses.15,16 Members of the Ig superfamily exhibit 
characteristic structural features. The most notable of these is 
organization into homologous domains of approximately 110 
amino acids that are usually encoded by a single exon with an 
intradomain disulfide bond. These domains are characteristi-
cally configured as antiparallel strands, forming two opposing 
β-pleated sheets.

Immunoglobulins and T-Cell Receptors
The remarkable specificity of Ig and TCR molecules for an-
tigen is achieved by a mechanism of genetic recombination 
that is unique to Ig and TCR genes (Chapter 4). The antigen-
binding site of both types of molecules lies at the tip of the 
two juxtaposed, constituent polypeptides and contains con-
tributions from each of the two. In the case of Igs, these are a 
heavy (H) chain and one of two alternative types of light (L) 
chains, κ or λ. In the case of TCRs, either of two alternative 
heterodimers can constitute the antigen-binding molecule, 
one composed of α and β chains, and the other of λ and δ
chains. In the case of the TCR, this antigen-binding site is rel-
atively flat, permitting association between the TCR and the 
MHC:peptide complex. In the case of Ig, the antigen-binding 
site can be concave, flat, or form a projection. This permits the 
Ig to bind to a variety of surface structures, including projec-
tions and nooks and crannies.

The polypeptides contributing to both Igs and TCRs can 
be divided into an antigen-binding amino-terminal variable 
(V) domain and one or more carboxy-terminal constant (i.e., 
nonvariable) domains. Ig constant region domains generally in-
clude specific sites responsible for the biologic effector functions 
of the antibody molecule (Chapter 8).

The most noteworthy feature of the jawed vertebrate immune   
system is the process of recombination-activating gene (RAG) 
mediated genetic recombination that generates a virtually lim-
itless array of specific antigen receptors from a rather limited 
genomic investment. This phenomenon is accomplished by the 
recombination of genomic segments that encode the variable 
domains of Ig and TCR polypeptides (Chapter 4).17 The prod-
ucts of these rearranged gene elements provide a specific B or 
T cell with its unique antigen receptor. The variable domain of 
the mature receptor is created by the rearrangement of two or 
three separate gene segments. These are designated V (variable) 
and J (joining), for IgL chains and TCR α and γ chains, and V, 
D (diversity) and J, for IgH and TCR β and δ chains. In addition 
to rearrangement, N-nucleotide addition also contributes sub-
stantially to receptor diversity. N-nucleotide addition results in 
the insertion, at the time of rearrangement, of one or more non-
genomic nucleotides at the junctions between V, D, and J seg-
ments through the action of terminal deoxynucleotidyl trans-
ferase (TdT).17 This permits receptor diversity to extend beyond 
germline constraints. Analysis of the linear sequences of many 
Ig V region domains has shown that they contain three sites of 
high sequence variability that have been designated complemen-
tarity determining regions 1–3 (CDR1–3) to indicate that they 
are the sites that contact antigen (see Fig. 1.1).

DNA rearrangement involved in generating TCRs and BCRs 
is controlled by recombinases that are active in early thymo-
cytes and in B precursor cells in bone marrow. The process is 
sequential and carefully regulated, generally leading to transla-
tion of one receptor of unique specificity for any given T or B 
lymphocyte. This result is achieved through a process termed 
allelic exclusion, wherein only one member of a pair of allelic 
genes potentially contributing to an Ig or TCR molecule is rear-
ranged at a time.18

The process of allelic exclusion is not absolute, and a small 
number of lymphocytes will express dual functional Ig or TCR 
transcripts and, in some cases, two distinct surface receptors. 
However, B cells exclusively rearrange Ig genes, not TCR genes, 
and vice-versa for T cells. Moreover, after producing a func-
tional heavy chain, B cells sequentially rearrange L chain genes, 
typically κ before λ. Thus, in normal individuals, the vast major-
ity of B cells express either κ or λ chains, with 1% or less express-
ing both. Similarly, thymocytes express α and β genes, or γ and 
δ genes.

There is one feature of V region construction that is essential-
ly reserved to B cells. This is somatic hypermutation (SHM), a 
process that can continue at discrete times throughout the life of 
a mature B cell at both the VHDHJH and VLJL gene exons.19,20 Be-
cause these rearranged gene exons encode the antigen-binding 
site that contains the specific points of contact with antigen, on 
occasion the random process of SHM will result in cells express-
ing mIg with increased affinity for the antigen they recognize. 
Typically, cells with increased affinity for antigen are activated 
preferentially, particularly at limiting doses of antigen. Thus the 
average affinity of antibodies produced during the course of an 
immune response tends to increase, a process termed affinity 
maturation.

TCRs do not show evidence of SHM. This absence may be re-
lated to the focus on selection in the thymus involving corecog-
nition of a self-MHC molecule and self-peptides,21 (Chapter 9) 
rather than the continuous process of antigen-driven selection 
in the periphery by B cells after SHM. Thymic selection results 
in deletion by apoptosis of the vast majority of differentiating 

Similarities
• Members of the immunoglobulin (Ig) superfamily
• Each chain divided into variable and constant regions
• Variable regions constructed by V(D)J rearrangements
• Nongenomic N-nucleotide additions at V(D)J junctions
• Both polypeptide chains contribute to the antigen-binding site
• Exhibit allelic exclusion
• Negative selection against receptors with self-antigen specificity
• Transmembrane signaling involving coreceptor molecules

Differences
• Ig can be secreted; T-cell receptor (TCR) is not
• Ig recognizes conformational antigen (Ag) determinants; TCR recog-

nizes linear determinants
• Ig can bind antigen in solution; TCR binds antigen when presented by 

a major histocompatibility complex (MHC) molecule on an antigen-
presenting cell (APC)

• TCRs are positively selected for self-MHC recognition
• Somatic hypermutation of Ig genes can enhance antigen-binding af-

finity
• Ig genes can undergo isotype switching
• Ig constant domains express inflammatory effector functions 

KEY CONCEPTS
Comparison of T- and B-Cell Receptors for Antigen
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The most noteworthy feature of the jawed vertebrate immune  
system is the process of recombination-activating gene (RAG) 
mediated genetic recombination that generates a virtually lim-
itless array of specific antigen receptors from a rather limited 
genomic investment. This phenomenon is accomplished by the 
recombination of genomic segments that encode the variable 
domains of Ig and TCR polypeptides (Chapter 4).17 The prod-
ucts of these rearranged gene elements provide a specific B or 
T cell with its unique antigen receptor. The variable domain of 
the mature receptor is created by the rearrangement of two or 
three separate gene segments. These are designated V (variable) 
and J (joining), for IgL chains and TCR α and γ chains, and V, 
D (diversity) and J, for IgH and TCR β and δ chains. In addition 
to rearrangement, N-nucleotide addition also contributes sub-
stantially to receptor diversity. N-nucleotide addition results in 
the insertion, at the time of rearrangement, of one or more non-
genomic nucleotides at the junctions between V, D, and J seg-
ments through the action of terminal deoxynucleotidyl trans-
ferase (TdT).17 This permits receptor diversity to extend beyond 
germline constraints. Analysis of the linear sequences of many 
Ig V region domains has shown that they contain three sites of 
high sequence variability that have been designated complemen-
tarity determining regions 1–3 (CDR1–3) to indicate that they 
are the sites that contact antigen (see Fig. 1.1).

DNA rearrangement involved in generating TCRs and BCRs 
is controlled by recombinases that are active in early thymo-
cytes and in B precursor cells in bone marrow. The process is 
sequential and carefully regulated, generally leading to transla-
tion of one receptor of unique specificity for any given T or B 
lymphocyte. This result is achieved through a process termed 
allelic exclusion, wherein only one member of a pair of allelic 
genes potentially contributing to an Ig or TCR molecule is rear-
ranged at a time.18

The process of allelic exclusion is not absolute, and a small 
number of lymphocytes will express dual functional Ig or TCR 
transcripts and, in some cases, two distinct surface receptors. 
However, B cells exclusively rearrange Ig genes, not TCR genes, 
and vice-versa for T cells. Moreover, after producing a func-
tional heavy chain, B cells sequentially rearrange L chain genes, 
typically κ before λ. Thus, in normal individuals, the vast major-
ity of B cells express either κ or λ chains, with 1% or less express-
ing both. Similarly, thymocytes express α and β genes, or γ and 
δ genes.

There is one feature of V region construction that is essential-
ly reserved to B cells. This is somatic hypermutation (SHM), a 
process that can continue at discrete times throughout the life of 
a mature B cell at both the VHDHJH and VLJL gene exons.19,20 Be-
cause these rearranged gene exons encode the antigen-binding 
site that contains the specific points of contact with antigen, on 
occasion the random process of SHM will result in cells express-
ing mIg with increased affinity for the antigen they recognize. 
Typically, cells with increased affinity for antigen are activated 
preferentially, particularly at limiting doses of antigen. Thus the 
average affinity of antibodies produced during the course of an 
immune response tends to increase, a process termed affinity 
maturation.

TCRs do not show evidence of SHM. This absence may be re-
lated to the focus on selection in the thymus involving corecog-
nition of a self-MHC molecule and self-peptides,21 (Chapter 9) 
rather than the continuous process of antigen-driven selection 
in the periphery by B cells after SHM. Thymic selection results 
in deletion by apoptosis of the vast majority of differentiating 

thymocytes by mechanisms that place stringent boundaries 
around the viability of a thymocyte with a newly expressed TCR 
specificity. Once a T cell is fully mature and ready for emigration 
from the thymus, its TCR is essentially fixed, reducing the likeli-
hood of emergent autoimmune T-cell clones in the periphery.

Receptor Selection
The receptor expressed by a developing thymocyte must be ca-
pable of binding with low-level affinity to some particular MHC 
self-molecule, either class I or II, expressed by a resident thymic 
epithelial cell or APC. Because their receptors are generated by 
a process of semirandom joining of rearranging exon segments 
coupled with N-nucleotide additions, most thymocytes fail this 
test. They are consequently deleted as not being useful to an im-
mune system that requires T cells to recognize antigen that is 
bound to self-MHC molecules. Thymocytes surviving this hur-
dle are said to have been “positively selected” (Fig. 1.2A).21 Con-
versely, a small number of thymocytes bind with an unallowably 
high affinity for a combination of MHC molecule plus antigenic 
peptide expressed by a thymic APC. Because the peptides avail-
able for MHC binding at this site are derived almost entirely 
from self-proteins, differentiating thymocytes with such re-
ceptors are intrinsically dangerous as potentially autoimmune.   
This deletion of thymocytes with high-affinity receptors for   

self-MHC plus (presumptively) self-peptide is termed “negative   
selection” (see Fig. 1.2B),21 a process that may also involve   
activity of regulatory T cells (Tregs; Chapter 13).22,23

Another feature that distinguishes B cells from T cells is that 
the cell surface antigen receptors of the former can be secreted 
in large quantities as antibody molecules, the effector functions 
of which are carried out in solution or at the surfaces of other 
cells. Secretion is accomplished by alternative splicing of Ig mes-
senger RNAs (mRNAs) to include or exclude a transmembrane 
segment that is encoded by the Ig heavy-chain genes.

Immunoglobulin Class Switching
In addition to synthesizing both membrane and secreted forms 
of Igs, B cells also undergo class switching. Antibody molecules 
are composed of five major classes (isotypes). In order of abun-
dance in serum, these are IgG, IgM, IgA, IgD, and IgE (Chapters 
4 and 8). In humans the IgG class is further subdivided into 
four subclasses and the IgA class into two subclasses. The class 
of Ig is determined by the sequence of the constant region of 
its heavy chain (CH). The H-chain constant region gene locus 
is organized with exons that encode each of the Ig isotypes and 
subclasses located downstream (3′) of the variable (VH) genes. 
Thus an antibody-producing cell with a successfully rearranged 
VHDHJH exon can change the class of antibody molecule that it 
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FIG. 1.2 Two-Stage Selection of Thymocytes Based on Binding Characteristics of Randomly Gen-
erated T-Cell Receptors. (A) Positive selection. “Double-positive” (CD4+, CD8+) thymocytes with T-cell 
receptors (TCRs) capable of low avidity binding to some specific self-MHC molecule (either class I or 
II) expressed by thymic cortical epithelial cells (Epi) are positively selected. This process may involve 
sequential attempts at α gene rearrangement to express an αβ TCR of appropriate self-MHC specificity. 
If binding is to a class I molecule, the positively selected thymocyte becomes CD8 single-positive, and 
if to a class II molecule, a CD4 single-positive. Thymocytes that are unsuccessful in achieving a receptor 
with avidity for either a class I or II self-MHC molecule die by apoptosis. The solid diamond represents a 
self-peptide derived from hydrolysis of an autologous protein present in the thymic microenvironment or 
synthesized within the thymic epithelium itself. (B) Negative selection. “Single-positive” (CD4+ or CD8+) 
thymocytes, positively selected in the thymic cortex, that display TCRs with high avidity for the combina-
tion of self-MHC plus some self (autologous) peptide present in the thymus are negatively selected (i.e., 
die) as potentially “autoimmune.” Those few thymocytes that have survived both positive and negative 
selection emigrate to the periphery as mature T cells. APC, Antigen-presenting cell; MHC, major histo-
compatibility complex.
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synthesizes by utilization of different CH genes without changing 
its unique antibody specificity. This process, termed class switch 
recombination, is regulated by cytokines and is accomplished 
through the action of activation-induced cytidine deaminase.24

There is no process comparable to class switch recombina-
tion in T cells. The two types of TCRs are products of four in-
dependent sets of V-region and C-region genes. A large major-
ity of peripheral blood T cells express αβ TCRs, with a small 
fraction expressing γδ TCRs (usually ≤5% in peripheral blood). 
There is a higher representation of γδ T cells in certain tissues, 
particularly those lining mucous membranes, where they may 
be specialized for recognition of heavily glycosylated peptides 
or nonpeptide antigens that are commonly encountered in these 
tissue compartments. Thymocytes are committed to the expres-
sion of either αβ or γδ TCR, and their differentiated progeny (T 
cells) never change their TCR type in the periphery.

Major Histocompatibility Complex
MHC molecules constitute a third class of antigen-binding mol-
ecules. When an MHC class I molecule was initially crystallized, 
an unknown peptide was found in a binding groove formed by 
the first two (α1 and α2) domains of the molecule. This binding 
groove has since been established as a general feature of MHC 
molecules.25 It is now known that the function of MHC mole-
cules is to present antigen to T cells in the form of oligopeptides 
that reside within this antigen-binding groove (Chapter 6). The 
most important difference between the nature of the binding 
groove of MHC molecules and those of Ig and TCR is that the 
former does not represent a consequence of gene rearrange-
ment. Rather, all the available MHC molecules in an individual 
are encoded in a linked array, which in humans is located on 
chromosome 6 and designated the human leukocyte antigen 
(HLA) complex.

MHC molecules are of two basic types, class I and class II. 
Class I molecules are found on the surface of almost all somatic 
cells, whereas cell surface expression of class II genes is restrict-
ed primarily to cells specialized for APC function. Class I mol-
ecules have a single heavy chain that is an integral membrane 
protein composed of three external domains (see Fig. 1.1). The 
heavy chain is noncovalently associated with β2-microglobulin, 
a nonpolymorphic, non–membrane-bound, single-domain Ig 
superfamily molecule that is encoded in humans on chromo-
some 15, not linked to the MHC. In contrast, class II MHC 
molecules comprise two polypeptide chains, α and β (or A and 
B), of approximately equal size, each of which consists of two 
external domains connected to a transmembrane region and 
cytoplasmic tail. Both chains of class II molecules are anchored 
on the cell by a transmembrane domain, and both are encoded 
within the MHC. Class I and class II molecules have a high de-
gree of structural homology, and both fold to form a peptide-
binding groove on their exterior face, with contribution from 
the α1 and α2 domains for class I molecules and from α1 and β1
domains for class II.

There are three class I loci (HLA-A, -B, and -C) and three 
class II subregions (HLA-DR, -DQ, and -DP) that are princi-
pally involved in antigen presentation to T cells (Chapter 5). The 
functions of other class I and class II genes within this com-
plex are less clear. Some, at least, appear to be specialized for 
binding (presentation) of peptide antigens of restricted type, 
source, or function (e.g., HLA-E),26 and others (e.g., HLA-DM 
and HLA-DO) appear to be involved in selective antigen pro-
cessing and loading of antigenic peptides into the binding cleft 

of the HLA-DR, -DQ, and -DP molecules (Chapter 6).27 In ad-
dition, members of a family of “nonclassic” class Ib molecules, 
CD1a–d, which are encoded on chromosome 1 outside the MHC, 
are specialized for binding and presentation of lipid and lipid-
conjugate antigens to T cells.14,28

The HLA complex represents an exceedingly polymorphic 
set of genes (Chapter 5). Consequently, most individuals are 
heterozygous at each major locus. In contrast to TCRs and Igs, 
the genes of the MHC are co-dominantly expressed. Thus, at 
a minimum, an APC can express six class I molecules and six 
class II molecules (the products of the two alternative alleles of 
three class I and three class II loci). This number is, in fact, usu-
ally an underestimate, as a consequence of additional complex-
ity in the organization of the class II region.

ANTIGEN PRESENTATION
Because MHC genes do not undergo recombination, the num-
ber of distinct antigen-binding grooves that they can form is 
many orders of magnitude less than that for either TCRs or Igs. 
Oligopeptides that bind to MHC molecules are the products of 
self or foreign proteins. They are derived by hydrolytic cleavage 
within APCs and are loaded into MHC molecules before ex-
pression at the cell surface (Chapter 6). Indeed, stability of MHC 
molecules at the cell surface requires the presence of a peptide 
in the antigen-binding groove; cells mutant for the loading of 
peptide fragments into MHC molecules fail to express MHC 
molecules on their cell surfaces.29 Because in the absence of in-
fection most hydrolyzed proteins are of self-origin, the binding 
groove of most MHC molecules contains a self-peptide.

Class I and class II molecules differ from one another in the 
length of peptides that they bind, usually 8 to 9 amino acids for 
class I and 14 to 22 amino acids for class II. Although important 
exceptions are clearly demonstrable, they also generally differ 
with respect to the source of peptide. Those peptides binding to 
class I molecules usually derive from proteins synthesized intra-
cellularly (e.g., autologous proteins, tumor antigens, virus pro-
teins, and proteins from other intracellular microbes), whereas 
class II molecules commonly bind peptides derived from pro-
teins synthesized extracellularly (e.g., extracellular bacteria, 
nonreplicating vaccines, toxins/allergens). Endogenous pep-
tides are generated by the immunoproteasome and then are 
loaded into newly synthesized class I molecules in the endo-
plasmic reticulum following active transport from the cytosol. 
In contrast, proteolytic breakdown and loading of exogenous 
peptides into class II molecules occurs in acidic endosomal 
vacuoles. As a consequence of proteolytic processing and bind-
ing into an MHC molecule, T cells see linear peptide epitopes. 
In contrast, because B-cell antigen recognition requires neither 
proteolytic processing nor binding into an MHC molecule, B 
cells recognize native, three-dimensional epitopes.

In addition to the recognition of lipids and lipid-conjugates 
presented by CD1 molecules, there are other exceptions to the 
generalization that MHC molecules only present (and T cells 
only recognize) oligopeptides. It has been known for many 
years that T cells can recognize haptens, presumably covalently 
or noncovalently complexed with peptides residing in the anti-
gen-binding groove. This phenomenon is familiar to physicians 
as contact dermatitis to nonpeptide antigens, such as urushiol 
(from poison ivy) and nickel ion (Chapter 48). In addition, a 
newly recognized subset of T cells designated mucosal-asso-
ciated (semi-) invariant T (MAIT) cells recognize vitamin B2 
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of the HLA-DR, -DQ, and -DP molecules (Chapter 6).27 In ad-
dition, members of a family of “nonclassic” class Ib molecules, 
CD1a–d, which are encoded on chromosome 1 outside the MHC, 
are specialized for binding and presentation of lipid and lipid-
conjugate antigens to T cells.14,28

The HLA complex represents an exceedingly polymorphic 
set of genes (Chapter 5). Consequently, most individuals are 
heterozygous at each major locus. In contrast to TCRs and Igs, 
the genes of the MHC are co-dominantly expressed. Thus, at 
a minimum, an APC can express six class I molecules and six 
class II molecules (the products of the two alternative alleles of 
three class I and three class II loci). This number is, in fact, usu-
ally an underestimate, as a consequence of additional complex-
ity in the organization of the class II region.

ANTIGEN PRESENTATION
Because MHC genes do not undergo recombination, the num-
ber of distinct antigen-binding grooves that they can form is 
many orders of magnitude less than that for either TCRs or Igs. 
Oligopeptides that bind to MHC molecules are the products of 
self or foreign proteins. They are derived by hydrolytic cleavage 
within APCs and are loaded into MHC molecules before ex-
pression at the cell surface (Chapter 6). Indeed, stability of MHC 
molecules at the cell surface requires the presence of a peptide 
in the antigen-binding groove; cells mutant for the loading of 
peptide fragments into MHC molecules fail to express MHC 
molecules on their cell surfaces.29 Because in the absence of in-
fection most hydrolyzed proteins are of self-origin, the binding 
groove of most MHC molecules contains a self-peptide.

Class I and class II molecules differ from one another in the 
length of peptides that they bind, usually 8 to 9 amino acids for 
class I and 14 to 22 amino acids for class II. Although important 
exceptions are clearly demonstrable, they also generally differ 
with respect to the source of peptide. Those peptides binding to 
class I molecules usually derive from proteins synthesized intra-
cellularly (e.g., autologous proteins, tumor antigens, virus pro-
teins, and proteins from other intracellular microbes), whereas 
class II molecules commonly bind peptides derived from pro-
teins synthesized extracellularly (e.g., extracellular bacteria, 
nonreplicating vaccines, toxins/allergens). Endogenous pep-
tides are generated by the immunoproteasome and then are 
loaded into newly synthesized class I molecules in the endo-
plasmic reticulum following active transport from the cytosol. 
In contrast, proteolytic breakdown and loading of exogenous 
peptides into class II molecules occurs in acidic endosomal 
vacuoles. As a consequence of proteolytic processing and bind-
ing into an MHC molecule, T cells see linear peptide epitopes. 
In contrast, because B-cell antigen recognition requires neither 
proteolytic processing nor binding into an MHC molecule, B 
cells recognize native, three-dimensional epitopes.

In addition to the recognition of lipids and lipid-conjugates 
presented by CD1 molecules, there are other exceptions to the 
generalization that MHC molecules only present (and T cells 
only recognize) oligopeptides. It has been known for many 
years that T cells can recognize haptens, presumably covalently 
or noncovalently complexed with peptides residing in the anti-
gen-binding groove. This phenomenon is familiar to physicians 
as contact dermatitis to nonpeptide antigens, such as urushiol 
(from poison ivy) and nickel ion (Chapter 48). In addition, a 
newly recognized subset of T cells designated mucosal-asso-
ciated (semi-) invariant T (MAIT) cells recognize vitamin B2 

(riboflavin) and vitamin B9 (folate) derivatives bound to MR1, 
a nonpolymorphic MHC class I–like molecule; these vitamin 
derivatives are expressed by many strains of bacteria and yeast. 
Because MAIT cells constitute approximately 5% of human T 
cells and up to 25% of CD8 cells, their binding specificity sug-
gests a role for these cells in host defenses.30 In addition, certain 
human γδ T cells can recognize a variety of nonpeptide phos-
phoantigens, such as phosphorylated nucleotides, other phos-
phorylated small molecules, and alkylamines. The role of APCs 
and MHC-like molecules in presentation of phosphoantigens to 
γδ T cells remains a subject of investigation.

Another exception to the generalization of T-cell recognition 
of oligopeptides is represented by a group of proteins termed 
superantigens.31 SAgs, of which the staphylococcal enterotoxin 
A represents a prototype, are produced by a broad spectrum 
of microbes, ranging from retroviruses to bacteria. They differ 
from conventional peptide antigens in their mode of contact 
both with MHC class II molecules and TCRs (Chapter 6). They 
do not undergo processing to oligopeptide fragments. Instead, 
they bind as intact proteins to class II molecules and TCRs out-
side the antigen-binding grooves. Their interaction with TCRs 
is predominantly determined by variable residues of the TCR 
Vβ region. Because SAgs bind more or less independently of the 
TCRs α chain and the other variable segments of the β chain, 
they are capable of activating much larger numbers of T cells 
compared with conventional peptide antigens—hence their 
name. SAgs cause a wave of T-cell activation, proliferation, and 
production of proinflammatory molecules that can have pro-
found clinical consequences, leading to development of such 
diseases as toxic shock syndrome.31

LYMPHOCYTE ADHESION AND TRAFFICKING
The capacity to continuously survey the antigenic environment 
is an essential element of immune function. APCs and lym-
phocytes must be able to find antigen wherever it occurs. Sur-
veillance is accomplished through an elaborate interdigitated   
circulatory system of blood and lymphatic vessels that establish 
connections between the solid organs of the peripheral immune 
system (e.g., spleen, lymph nodes, and lymphoid structures in 
mucosal tissues) in which the interactions between immune 
cells predominantly occur (Chapter 2).

The trafficking and distribution of circulating cells of the 
immune system is largely regulated by interactions between 
molecules on leukocyte surfaces and ligands on vascular en-
dothelial cells32 (Chapter 16). Leukocyte-specific cellular ad-
hesion molecules can be expressed constitutively or can be   
induced by cytokines (e.g., as a consequence of an inflamma-
tory process).

Several families of molecules are involved in the regu-
lation of lymphocyte trafficking. Particularly important 
are selectins and integrins, which ensure that mobile cells 
home to appropriate locations within lymphoid organs and 
other tissues. Selectins are proteins characterized by a dis-
tal carbohydrate-binding (lectin) domain. They bind to 
a family of mucin-like molecules, the endothelial vascu-
lar addressins. Integrins are heterodimers essential for the 
emigration of leukocytes from blood vessels into tissues. 
Members of the selectin and integrin families are involved 
in lymphocyte circulation and homing and are also impor-
tant in interactions between APCs, T cells, and B cells in 
the induction and expression of immune responses. Certain 

endothelial adhesion molecules, mostly members of the Ig   
superfamily, are similarly involved in promoting interactions 
between T cells and APCs, as well as in leukocyte transmigra-
tion from the vasculature. Receptors for chemokines are im-
portant determinants of lymphocyte migration, particularly 
in guiding tissue-selective cell trafficking.33

LYMPHOCYTE ACTIVATION
For both B cells and T cells, initial activation is a two-signal event 
(Chapters 4 and 10).34 This generalization is particularly true for 
immunologically naïve cells that have not been previously ex-
posed to antigen. The first signal is provided by antigen. Most 
commonly, antigens for B cells are proteins with distinct sites, 
termed epitopes, which are bound by membrane Ig. Such epi-
topes can be linear, defined by a contiguous amino acid sequence 
or (more frequently) can be conformationally defined by the 
three-dimensional structure of the antigen. Epitopes can also 
be simple chemical moieties (haptens) that have been attached, 
usually covalently, to amino acid side chains (Chapter 6). In ad-
dition to proteins, some B cells have receptors with specificity 
for carbohydrates and, less commonly, lipids or nucleic acids. 
Antigens that stimulate B cells can be either in solution or fixed 
to a solid matrix (e.g., a cell membrane). As previously noted, 
the nature of antigens that stimulate T cells is more limited. 
TCRs do not bind antigen in solution but are usually stimulated 
only by small molecules, primarily oligopeptides, which reside 
within the antigen-binding cleft of a self-MHC molecule.

The second signal requisite for lymphocyte activation is 
provided by an accessory molecule expressed on the surface 
of the APC (e.g., B7/CD80) for stimulation of T cells or on the 
surface of a helper T cell (e.g., CD40L/CD154) for activation 
of B lymphocytes. The cell surface receptors for this particular 
second signal on T cells is CD28 and on B cells is CD40 (Fig. 
1.3). Other cell surface ligand-receptor pairs may similarly 
provide the second signal (Chapters 7 and 10). The growth and 
differentiation of both T cells and B cells additionally require 
stimulation with one or more cytokines, which are peptide 
hormones secreted in small quantities by activated leukocytes 
and APCs for function in the cellular microenvironment.35 In 
the absence of a second signal, cells stimulated only by antigen 
become unresponsive to subsequent antigen stimulation (i.e., 
anergic) (Chapter 10).36

Signal transduction through the antigen receptor is a com-
plex process involving interactions between the specific recep-
tor and molecules coexpressed in the cell membrane.37 For B 
cells, this is a heterodimer, Igα/Igβ; and for T cells it is a mac-
romolecular complex, CD3, usually comprising γ, δ, ε, and ζ
chains.

Within the cell membrane, antigen receptor stimulation 
induces phosphorylation of Igα/Igβ or CD3 and hydrolysis 
of phosphatidylinositol 4,5-bisphosphate by phospholipase 
C, leading to generation of diacylglycerol (DAG) and inositol 
1,4,5-triphosphate (IP3). As a consequence of signal transduc-
tion and secondarily of DAG and IP3 generation, tyrosine and 
serine/threonine protein kinases are activated. In turn, these ki-
nases catalyze phosphorylation of a number of signal-transduc-
ing proteins. This leads to activation of cytoplasmic transcrip-
tion factors NF-AT in T cells and NF-κB in both T cells and B 
cells. These transcription factors then translocate to the nucleus, 
where they bind to 5′ regulatory regions of genes that are critical 
to generalized lymphocyte activation (Chapter 10).38
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CELL-MEDIATED IMMUNE RESPONSES

T-Cell Subsets
T lymphocytes expressing an αβ TCR can be divided into two 
major subpopulations based on the class of MHC molecule that 
their TCR recognizes and the consequent expression of one of a 
pair of TCR accessory molecules, CD4 or CD8 (Chapters 4 and 
9). Binding of CD4 to class II MHC molecules or CD8 to class 
I MHC molecules on APCs contributes to the overall strength 
of intercellular molecular interactions. The ratio of CD4 to CD8 
cells in peripheral blood is usually approximately 2:1.

CD4 T Cells, Cytokines, and Chemokines
The activities of CD4 T lymphocytes, commonly referred to as 
T helper (Th) cells, are mediated predominantly through the se-
cretion of cytokines (Chapter 14). Cytokine activity can include 
autostimulation (autocrine function) if the cell producing the 
cytokine also expresses a surface receptor for it, or stimulation 
of other cells in the microenvironment of the cytokine-secreting 
cell (paracrine function) including B cells, APCs, and other T 
cells. Although it is now recognized that their biologic effects 
are broader than implied by their name, many of the principal 
cytokines active in the immune system are known as interleu-
kins (ILs), implying that they are produced by a leukocyte to act 
on other leukocytes.

The specific profile of cytokines produced by CD4 T 
cells allows further functional subdivision (Chapters 11 and 
14).35,39 CD4 T cells elaborating the “inflammatory” cytokines 

involved in effector functions of cell-mediated immunity, 
such as IL-2 and IFN-γ, are designated Th1 cells. Th2 CD4 
T cells synthesize cytokines (Chapter 14), such as IL-4 and 
IL-13, which control and regulate antibody responses and ac-
tivate cells that are involved in host defense against parasites. 
Differentiation of Th1 versus Th2 subsets is a process substan-
tially controlled by positive feedback loops, being promoted 
particularly by IL-12 in the case of Th1 cells and IL-4 in the 
case of Th2 cells.

It is important to note that generalizations regarding cytokine 
activity are usually oversimplifications, reflecting a substantial 
overlap and multiplicity of functions. For example, although 
IL-2 was initially identified as a T-cell growth factor, it also sig-
nificantly affects B-cell differentiation. The prototypic inflamma-
tory cytokine, IFN-γ, which promotes differentiation of effector 
function of cytotoxic T lymphocytes (CTLs) and macrophages, 
is also involved in regulation of Ig isotype switching. Similarly, 
IL-4 is known primarily as a B-cell growth and differentiation 
factor, but it can also stimulate proliferation of T cells.

A distinct subset of cytokines is a large group of highly con-
served cytokine-like molecules, smaller than typical cytokines 
(~7 to 12 kilodaltons [kDa]), termed chemotactic cytokines, or 
chemokines (Chapter 15).33 Chemokines are classified on the 
basis of the number and spacing of specific cysteine residues. 
They regulate and coordinate trafficking and activation of leu-
kocytes, functioning importantly in host defenses, and also 
broadly in a variety of nonimmunologic processes, including 
organ development and angiogenesis. They are characterized 
by binding to seven-transmembrane-domain G protein–cou-
pled receptors. Of particular interest to clinical immunologists 
are the chemokine receptors CCR5 and CXCR4. Together with 
CD4, these molecules are used as coreceptors by human im-
munodeficiency virus (HIV) to gain entry into target cells 
(Chapter 41).40

Cytokines produced by activated T cells can downregulate as 
well as initiate or amplify immune responses.41 Downregulating 
cytokines include IL-10 (produced by both T cells and B cells) 
and transforming growth factor-β (TGF-β). The functions of 
IL-10 in vivo are thought to include both suppression of proin-
flammatory cytokine production and enhancement of IgM and 
IgA synthesis. TGF-β, which is produced by virtually all cells, 
expresses a broad array of biologic activities. These include pro-
motion of wound healing and suppression of both humoral and 
cell-mediated immune responses.

In addition to their central role in initiation and regulation of 
immune responses, CD4 T cells are important effectors of cell-
mediated immunity (Chapter 11). Through the elaboration of 
inflammatory cytokines, particularly IFN-γ, they are essential 
contributors to the generation of chronic inflammation, which 
is characterized histologically by mononuclear cell infiltrates. 
Here their principal role is thought to be the activation of mac-
rophages. In some circumstances, CD4 T cells can function as 
cytotoxic effectors, either directly as CTLs, in which case the 
killing is “restricted” for recognition of antigen-bound self-
MHC class II, or through the elaboration of cytotoxic cytokines, 
such as lymphotoxin and tumor necrosis factor (TNF).

A third subset of Th cells, designated Th17, has been recog-
nized more recently. With differentiation driven particularly by 
TGF-β and IL-23 and characterized by the production of the 
proinflammatory cytokine IL-17, Th17 cells are important in 
the induction and exacerbation of autoimmunity in a variety 
of disease models, as well as in host defenses against a broad   
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FIG. 1.3 Reciprocal Activation Events Involved in Mutual 
Simulation of T and B Cells. T cells constitutively express T-
cell receptors (TCRs) and CD28. B cells constitutively express 
mIg and major histocompatibility complex (MHC) class II. An-
tigen bound to mIg is endocytosed and processed to peptide 
fragments that bind to MHC class II molecules for presenta-
tion to TCRs. Activation of B cells by antigen (Ag) upregulates 
their expression of CD80 that interacts with CD28 to activate T 
cells. This upregulates CD40L (CD154) on the T cell and induces 
cytokine synthesis. Costimulation of B cells by antigen CD40L 
and cytokines leads to Ig production. mIg, Membrane immuno-
globulin.
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involved in effector functions of cell-mediated immunity, 
such as IL-2 and IFN-γ, are designated Th1 cells. Th2 CD4 
T cells synthesize cytokines (Chapter 14), such as IL-4 and 
IL-13, which control and regulate antibody responses and ac-
tivate cells that are involved in host defense against parasites. 
Differentiation of Th1 versus Th2 subsets is a process substan-
tially controlled by positive feedback loops, being promoted 
particularly by IL-12 in the case of Th1 cells and IL-4 in the 
case of Th2 cells.

It is important to note that generalizations regarding cytokine 
activity are usually oversimplifications, reflecting a substantial 
overlap and multiplicity of functions. For example, although 
IL-2 was initially identified as a T-cell growth factor, it also sig-
nificantly affects B-cell differentiation. The prototypic inflamma-
tory cytokine, IFN-γ, which promotes differentiation of effector 
function of cytotoxic T lymphocytes (CTLs) and macrophages, 
is also involved in regulation of Ig isotype switching. Similarly, 
IL-4 is known primarily as a B-cell growth and differentiation 
factor, but it can also stimulate proliferation of T cells.

A distinct subset of cytokines is a large group of highly con-
served cytokine-like molecules, smaller than typical cytokines 
(~7 to 12 kilodaltons [kDa]), termed chemotactic cytokines, or 
chemokines (Chapter 15).33 Chemokines are classified on the 
basis of the number and spacing of specific cysteine residues. 
They regulate and coordinate trafficking and activation of leu-
kocytes, functioning importantly in host defenses, and also 
broadly in a variety of nonimmunologic processes, including 
organ development and angiogenesis. They are characterized 
by binding to seven-transmembrane-domain G protein–cou-
pled receptors. Of particular interest to clinical immunologists 
are the chemokine receptors CCR5 and CXCR4. Together with 
CD4, these molecules are used as coreceptors by human im-
munodeficiency virus (HIV) to gain entry into target cells 
(Chapter 41).40

Cytokines produced by activated T cells can downregulate as 
well as initiate or amplify immune responses.41 Downregulating 
cytokines include IL-10 (produced by both T cells and B cells) 
and transforming growth factor-β (TGF-β). The functions of 
IL-10 in vivo are thought to include both suppression of proin-
flammatory cytokine production and enhancement of IgM and 
IgA synthesis. TGF-β, which is produced by virtually all cells, 
expresses a broad array of biologic activities. These include pro-
motion of wound healing and suppression of both humoral and 
cell-mediated immune responses.

In addition to their central role in initiation and regulation of 
immune responses, CD4 T cells are important effectors of cell-
mediated immunity (Chapter 11). Through the elaboration of 
inflammatory cytokines, particularly IFN-γ, they are essential 
contributors to the generation of chronic inflammation, which 
is characterized histologically by mononuclear cell infiltrates. 
Here their principal role is thought to be the activation of mac-
rophages. In some circumstances, CD4 T cells can function as 
cytotoxic effectors, either directly as CTLs, in which case the 
killing is “restricted” for recognition of antigen-bound self-
MHC class II, or through the elaboration of cytotoxic cytokines, 
such as lymphotoxin and tumor necrosis factor (TNF).

A third subset of Th cells, designated Th17, has been recog-
nized more recently. With differentiation driven particularly by 
TGF-β and IL-23 and characterized by the production of the 
proinflammatory cytokine IL-17, Th17 cells are important in 
the induction and exacerbation of autoimmunity in a variety 
of disease models, as well as in host defenses against a broad  

spectrum of extracellular bacteria, fungi, and other pathogens.42

Research continues to identify additional examples of CD4 T 
cells that may become recognized as distinct subsets. Their 
function is governed by other predominantly expressed cyto-
kines to achieve specialized effector responses.

One final category of CD4 cells, Tregs, plays a crucial role 
suppressing the functions of other lymphocytes (Chapter 13). 
Tregs can differentiate either in the thymus (tTregs) or in the pe-
riphery (pTregs). A third category of Tregs are induced in vitro 
(iTregs).43 Tregs are commonly characterized by surface expres-
sion of CD4 and CD25 and by nuclear expression of the tran-
scription factor Foxp3. Peripheral activation of CD25+ Tregs 
is via the TCRs. The cells are IL-2 dependent and apparently 
require cell-to-cell contact for suppressive function. They can 
suppress functions of both CD4 and CD8 T cells, as well as B 
cells, NK cells, and NKT cells. In contrast to activation, sup-
pressor effects are independent of the antigen specificity of the 
target cells. Other Tregs are noted for production of inhibitory 
cytokines. These include IL-10– and TGF-β–secreting Th3 cells 
and IL-10–producing Tr1 cells.44,45

CD8 T Cells
The best understood function of CD8 T cells is that of CTL 
effectors.46 CTLs are particularly important in host defenses 
against virus-infected cells, where they can kill target cells 
expressing viral peptides bound to self-MHC class I mol-
ecules (Chapter 12). This process is highly specific and re-
quires direct apposition of CTLs and target cell membranes. 
Bystander cells expressing MHC molecules that have bound 
peptides that the CD8 T cell does not recognize are not af-
fected. The killing is unidirectional; the CTL itself is not 
harmed and after transmission of a “lethal hit” it can detach 
from one target to seek another. Killing occurs via two mech-
anisms: a death receptor–induced apoptotic mechanism and 
a mechanism involving insertion of perforins into the target 
cell membrane to create a pore through which granzymes 
and other cytotoxic enzymes can be transferred from the 
CTL into the target cell. CTL activity is enhanced by IFN-γ. 
As CTL function is dependent on target cell surface display 
of MHC class I molecules, a principal mechanism of immune 
evasion by viruses and tumors is elaboration of factors that 
downregulate class I expression (Chapter 25). However, this 
increases susceptibility of such cells to cytolysis by NK cells 
that are activated to attack cells expressing low levels of class 
I MHC molecules.

ANTIBODY-MEDIATED IMMUNE RESPONSES
The structure of antibodies permits a virtually limitless binding 
specificity of its antigen-binding site. Antigen binding can then 
be translated into biologic effector functions based on properties 
of the larger nonvariable (constant) region of its heavy chains 
(Fc fragment) (Chapter 8). Moreover, in response to cytokines 
in the cellular microenvironment, the mechanism of isotype 
switching enables the antibody-producing cell to switch the ex-
ons that are used to encode its heavy-chain constant region and 
thereby alter the biologic effects of its secreted product without 
affecting its antigen-binding specificity. With functional hetero-
geneity determined by isotype, antibody molecules provide a 
broad-based and efficient defense system against extracellular 
microbes or foreign macromolecules (e.g., toxins and venoms) 
(Chapters 8, 27, and 87).

• IgM
• Monomeric on the cell surface, primarily pentameric in soluble 

form
• Principal Ig of the primary immune response
• Generally restricted to the vascular compartment
• Antigen receptor (monomer) for most naïve B cells
• Fixes complement potently

• IgG
• Monomeric
• Principal Ig of internal secondary immune responses
• Binds to Fcγ receptors on neutrophils, monocytes/macrophages, 

and NK cells
• Four subclasses, each with a different effector function
• Fixes complement (except IgG4 subclass)

• IgA
• Monomeric or dimeric
• Transported into the gut
• Principal Ig of mucosal immunity
• Two subclasses

• IgD
• Antigen receptor for mature B cells
• Typically expressed on cells that also express membrane IgM

• IgE
• Binds to Fcε receptors on mast cells and basophils
• Antibody of immediate hypersensitivity
• Important in defenses against helminths 

KEY CONCEPTS
Biologic Properties of Immunoglobulin (Ig) Classes

Each antibody class contributes differently to an integrated 
defense system.47 IgM is the predominant class formed on initial 
contact with antigen (primary immune response). As a mono-
meric structure comprises two light (κ or λ) and two heavy (μ) 
chains, it is initially expressed as a membrane-bound antigen 
receptor on the surface of B lymphocytes. The avidity of serum 
IgM for antigen binding is increased by its organization into a 
pentamer of five of the monomeric subunits held together by a 
joining (J) chain. IgM is essentially confined to the intravascu-
lar compartment. As a multivalent antigen binder that can effi-
ciently activate (“fix”) complement, it is an important contribu-
tor to immune responses early after the initial encounter with 
antigen. The synthesis of IgM, compared with other isotypes, is 
much less dependent on the activity of T lymphocytes.

IgG is the most abundant Ig in serum and the principal an-
tibody class of a secondary (anamnestic or memory) immune 
response. IgG molecules are heterodimeric monomers with two 
light (κ or λ) and two heavy (γ) chains and, except for IgG4, 
joined by interchain disulfide bridges. Because of its abundance, 
its capacity to fix complement, and the expression on phago-
cytes of Fcγ receptors, IgG is the most important antibody for 
systemic secondary immune responses. IgG is the only isotype 
that is actively transported across the placenta. These trans-
ported maternal IgG antibodies provide the neonate with an 
important level of antibody protection in the first 6 months of 
life, when its own antigen-driven antibody responses are first 
developing (Chapter 21).

IgA is the principal antibody in the body's secretions (Chap-
ter 24). It is found in serum in monomeric form of two light 
and two heavy (α) chains or as a dimer joined by J chain. In 
secretions, it is usually present in dimeric form and is actively 
secreted across mucous membranes by attachment of a special-
ized secretory component (SC) that is recognized by the polyIg 
receptor on mucosal epithelial cells. Dimeric IgA is found in 
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high concentration in tears, saliva, and secretions of the respira-
tory, gastrointestinal, and genitourinary systems. It is relatively 
resistant to enzymatic digestion. It is particularly abundant 
in colostrum, where its concentration may be greater than 50 
times that in serum, providing passive immunity to the gastro-
intestinal system of a nursing neonate. IgA does not fix comple-
ment by the antibody-dependent pathway and hence does not 
promote phagocytosis. Its role in host defenses lies in prevent-
ing a breach of the mucous membrane surface by microbes or 
their toxic products.

IgD and IgE are present in serum at concentrations much 
lower than that of IgG. The biologic role of serum IgD remains 
controversial.48 B cells can express both membrane IgM and IgD 
by alternative splicing of the Ig heavy-chain gene or can secrete 
only IgD via an apparently atypical form of class switch recom-
bination. These mechanisms do not require T-cell help.

Although IgE is the least abundant isotype in serum, it has 
dramatic biologic effects because it is responsible for immediate-
type hypersensitivity reactions, including systemic anaphylaxis 
(Chapter 46). Such reactions reflect expression of high-affinity 
receptors for Fcε on the surfaces of mast cells and basophils. 
Cross-linking of IgE molecules on such cells by antigen induces 
their degranulation, with the immediate release of preformed 
potent biologic mediators and de novo synthesis and secretion 
of additional proinflammatory molecules. The protective role of 
IgE is in host defenses against parasitic infestation, particularly 
with helminths (Chapter 30).

Complement and Immune Complexes
The effector functions of IgG and IgM depend, in part, on their 
capacities to activate the complement system. Through a cascade 
of sequential substrate-enzyme interactions, the 11 principal 
components of the antibody-dependent complement cascade 
(C1q, C1r, C1s, and C2–C9) cause many of the principal conse-
quences of an antigen-antibody interaction (Chapter 40). These 
include the establishment of pores in a target cell membrane by 
the terminal components (C5–C9) leading to osmotic lysis; the 
production of factors (principally C5a) with chemotactic activi-
ty for phagocytic myeloid cells; opsonization by C3b, promoting 
phagocytosis; and the ability to induce degranulation of mast 
cells (C3a, C4a, and C5a).

There are three distinct pathways to complement activa-
tion.49 The pathway mediated by the binding of the first com-
ponent (specifically C1q) to IgG or IgM has been termed the 
“classical” pathway (CP). The lectin pathway is similar to the 
CP but is activated by selected carbohydrate-binding proteins, 
the mannose (or mannan)-binding lectin (MBL), and ficolins, 
which recognize certain carbohydrate repeating structures on 
microorganisms. MBL and ficolins are plasma proteins that are 
homologous to C1q and contribute to innate immunity through 
their capacity to induce antibody- and C1q-independent activa-
tion of the CP. Finally, a large number of substances, including 
certain bacterial, fungal, and viral products, can directly activate 
the cascade through a distinct series of proteins also leading to 
activation of the central C3 component. Although bypassing 
C1, C4, and C2, this distinct pathway can achieve all the biolog-
ic consequences of C3 to C9 activation. Non–antibody-induced 
activation of C3 is referred to as the “alternative” pathway (AP) 
or “properdin” pathway. In addition, the central components of 
the cascade (e.g., C5a) can be directly produced by the action 
of serine proteases of the coagulation system.49 Reflecting these 
separate pathways to activation and the fact that many types of 

leukocytes express receptors for activated complement compo-
nents, the complement system is a major contributor to the ef-
ferent limbs of both innate and adaptive immune systems.

In addition to their roles in pathogen/antigen elimination, 
constituents of the complement system, together with antigen-
antibody (immune) complexes, act at leukocyte surfaces to reg-
ulate immune functions. For example, interaction of immune 
complexes via FcγR on B cells decreases their responsiveness to 
stimulation. In contrast, complement activation on B-cell sur-
faces co-ligates their receptors with BCRs for antigen, rendering 
the cells more readily activated and resistant to apoptosis.

Essential for the proper function of the complement system 
is a series of downregulatory mechanisms that prevent unwant-
ed activation of the system and that extinguish its activity when 
no longer needed. The regulatory pathways are mediated by a 
combination of both soluble complement-binding and digest-
ing molecules and cell surface binding proteins.

APOPTOSIS AND IMMUNE HOMEOSTASIS
An immune response is commonly first viewed in a “positive” 
sense—that is, lymphocytes are activated, proliferate, differenti-
ate, and carry out effector functions. However, it is equally im-
portant that this positive response be tightly regulated by mech-
anisms that operate to turn off the response and to eliminate 
cells no longer required (Chapter 17).50,51 Under physiologic 
circumstances, once an immune response fades, commonly as 
a consequence of antigen depletion, two pathways to terminal 
lymphocyte differentiation become available: apoptosis or dif-
ferentiation into memory cells. Memory cells are, of course, a 
key to the effectiveness of the adaptive immune system, because 
a second activating encounter with antigen (e.g., pathogen) is 
both more rapid and more productive. Isotype-switched high-
affinity antibodies are rapidly produced, and/or clones of CTL 
effector cells proliferate. However, the majority of lymphocytes 
in an active response are not required for maintenance of im-
munologic memory, and the necessity for homeostasis leads to 
apoptosis of cells no longer required.

Apoptosis (or regulated cell death [RCD]) is a unique process 
of cellular death and widely conserved phylogenetically. It is dis-
tinguished from death by necrosis by cellular shrinking, DNA 
fragmentation, and breakdown of cells into “apoptotic bodies” 
containing nuclear fragments and intact organelles that can be 
eliminated by phagocytosis without release into the extracel-
lular space of the majority of intracellular, especially nuclear, 
components. Necrosis can be genetically determined (regulated 
necrosis [RN]) or unregulated, reflecting some accidental or 
otherwise inevitable process. Apoptosis depends on the activa-
tion of cysteinyl proteases, termed caspases, which cleave pro-
teins that regulate DNA repair and the establishment/mainte-
nance of cellular architecture. In the absence of these apoptotic 
mechanisms, massive proliferation of cells in lymphoid tissues 
results. This is seen clinically as autoimmune lymphoprolifera-
tive syndrome (ALPS), which is characterized by lymphocytosis 
with lymphadenopathy and splenomegaly as well as autoimmu-
nity and hypergammaglobulinemia (Chapter 51).52

MECHANISMS OF IMMUNOLOGIC DISEASES
Immunologic diseases can be classified on the basis of our un-
derstanding of normal immune physiology and its perturba-
tions in disease states (Table 1.2). One type of immunologic 
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leukocytes express receptors for activated complement compo-
nents, the complement system is a major contributor to the ef-
ferent limbs of both innate and adaptive immune systems.

In addition to their roles in pathogen/antigen elimination, 
constituents of the complement system, together with antigen-
antibody (immune) complexes, act at leukocyte surfaces to reg-
ulate immune functions. For example, interaction of immune 
complexes via FcγR on B cells decreases their responsiveness to 
stimulation. In contrast, complement activation on B-cell sur-
faces co-ligates their receptors with BCRs for antigen, rendering 
the cells more readily activated and resistant to apoptosis.

Essential for the proper function of the complement system 
is a series of downregulatory mechanisms that prevent unwant-
ed activation of the system and that extinguish its activity when 
no longer needed. The regulatory pathways are mediated by a 
combination of both soluble complement-binding and digest-
ing molecules and cell surface binding proteins.

APOPTOSIS AND IMMUNE HOMEOSTASIS
An immune response is commonly first viewed in a “positive” 
sense—that is, lymphocytes are activated, proliferate, differenti-
ate, and carry out effector functions. However, it is equally im-
portant that this positive response be tightly regulated by mech-
anisms that operate to turn off the response and to eliminate 
cells no longer required (Chapter 17).50,51 Under physiologic 
circumstances, once an immune response fades, commonly as 
a consequence of antigen depletion, two pathways to terminal 
lymphocyte differentiation become available: apoptosis or dif-
ferentiation into memory cells. Memory cells are, of course, a 
key to the effectiveness of the adaptive immune system, because 
a second activating encounter with antigen (e.g., pathogen) is 
both more rapid and more productive. Isotype-switched high-
affinity antibodies are rapidly produced, and/or clones of CTL 
effector cells proliferate. However, the majority of lymphocytes 
in an active response are not required for maintenance of im-
munologic memory, and the necessity for homeostasis leads to 
apoptosis of cells no longer required.

Apoptosis (or regulated cell death [RCD]) is a unique process 
of cellular death and widely conserved phylogenetically. It is dis-
tinguished from death by necrosis by cellular shrinking, DNA 
fragmentation, and breakdown of cells into “apoptotic bodies” 
containing nuclear fragments and intact organelles that can be 
eliminated by phagocytosis without release into the extracel-
lular space of the majority of intracellular, especially nuclear, 
components. Necrosis can be genetically determined (regulated 
necrosis [RN]) or unregulated, reflecting some accidental or 
otherwise inevitable process. Apoptosis depends on the activa-
tion of cysteinyl proteases, termed caspases, which cleave pro-
teins that regulate DNA repair and the establishment/mainte-
nance of cellular architecture. In the absence of these apoptotic 
mechanisms, massive proliferation of cells in lymphoid tissues 
results. This is seen clinically as autoimmune lymphoprolifera-
tive syndrome (ALPS), which is characterized by lymphocytosis 
with lymphadenopathy and splenomegaly as well as autoimmu-
nity and hypergammaglobulinemia (Chapter 51).52

MECHANISMS OF IMMUNOLOGIC DISEASES
Immunologic diseases can be classified on the basis of our un-
derstanding of normal immune physiology and its perturba-
tions in disease states (Table 1.2). One type of immunologic 

disease results from failure or deficiency of a component of the 
immune system leading to failure of normal immune function 
(Chapters 32–42). Such disorders are usually identified by in-
creased susceptibility to infection (Chapter 32). Failure of host 
defense can be congenital (e.g., X-linked agammaglobulinemia; 
Chapter 33) or acquired (e.g., acquired immunodeficiency syn-
drome [AIDS]; Chapter 41). It can be global (e.g., severe com-
bined immunodeficiency [SCID]; Chapter 34) or, quite specific, 
involving only a single component of the immune system (e.g., 
selective IgA deficiency; Chapter 33).

A second type of immunologic disease is malignant transfor-
mation of immunologic cells (Chapters 77–81). Manifestations 
of leukocyte malignancies are protean, most commonly reflect-
ing the secondary consequences of solid organ or bone marrow 
infiltration or replacement of normal cells by tumor cells, with 
resulting anemia and immunologic deficiency.

The remaining types of immunopathogenesis are more spe-
cific to the immune system. Dysregulation of an essentially in-
tact immune system constitutes a third general type of immune 
disorder. Features of an optimal immune response include anti-
gen recognition and elimination, with little adverse effect on the 
host. However, both initiation and termination of the response 
involve regulatory interactions that can go awry when the host 
is challenged by antigens of a particular structure or presented 
in a particular fashion. Diseases of immune dysregulation can 
result from genetic and environmental factors that act together 
to produce a pathologic immune response, such as acute aller-
gic diseases (Chapters 43–50). Some forms of allergic disease 
are thought to be a consequence of insufficient exposure to 
nonpathogenic microbes and other potential allergens in early 
childhood, resulting in an increased susceptibility to allergy, 
atopy, and asthma once the immune system has matured. The 
so-called hygiene hypothesis suggests that mucosal tissue–colo-
nizing organisms play key roles in the initial establishment of 
immune homeostasis.53 The importance of establishing immune 
homeostasis early in life is also supported by studies demon-
strating reduction in the likelihood of food allergy associated 
with feeding of the allergenic foods to infants at high risk for 
allergy (Chapter 49).54–56

A fourth type of immunologic disorder is the result of failure 
of a key feature of normal immune recognition, the molecu-
lar discrimination between self and nonself. Ambiguity in this 
discrimination can lead to autoimmune tissue damage (Chap-
ters 51–76). Although such damage can be mediated by either 
antibodies or T cells, the common association of specific au-
toimmune diseases with inheritance of particular HLA alleles 
(Chapter 5) suggests that the pathogenesis of autoimmune dis-
eases usually represents a failure of regulation of the anti-self 
inflammatory response by T cells.

The immunologic attack on self-tissues can be general, 
leading to systemic autoimmunity, such as systemic lupus ery-
thematosus; or it can be localized, as in organ-specific auto-
immune diseases. In the latter instances, the immune system 
attacks specific types of cells and usually particular cell surface 
molecules. In most cases, pathology is a consequence of tar-
get tissue destruction (e.g., multiple sclerosis, rheumatoid ar-
thritis, or insulin-dependent diabetes mellitus). However, de-
pending on the antigenic specificity of the abnormal immune 
response, autoimmunity can lead to receptor blockade (e.g., 
myasthenia gravis or insulin-resistant diabetes) or hormone 
receptor stimulation (e.g., Graves disease). It is thought by 
many immunologists that ambiguity in self/nonself discrimi-
nation is commonly triggered by an unresolved encounter 
with an infectious organism or other environmental agent that 
shares some structural features with self-tissue structures, al-
though this remains a subject of controversy (Chapter 51).57,58

Insight into mechanisms whereby specific HLA alleles pre-
dispose to development of autoimmunity and others may be 
protective are suggested by studies in HLA-transgenic mice, 
which suggest that alleles that predispose animals to a particu-
lar autoimmune disease may reflect a T-cell phenotype associ-
ated with secretion of proinflammatory cytokines. In contrast, 
protective alleles were associated with elaboration of tolero-
genic cytokines by Tregs.59

A fifth form of immunologic disease occurs as a result of 
physiologic, rather than pathologic, immune functions. Inflam-
matory lesions in such diseases are the result of the normal 
function of the immune system. A typical example is contact 
dermatitis to such potent skin sensitizers as urushiol, the caus-
ative agent of poison ivy dermatitis (Chapter 48). These diseases 
can also have an iatrogenic etiology that can range from mild 
and self-limited (e.g., delayed hypersensitivity skin test reac-
tions) to life threatening (e.g., graft-versus-host disease, organ 
graft rejection).

HOST IMMUNE DEFENSES SUMMARIZED
The first response upon initial contact with an invading patho-
gen depends on components of the innate immune system 
(Chapter 3). This response begins with recognition of PAMPs 
expressed by cells of the pathogen. These include lipoproteins, 
lipopolysaccharide, unmethylated CpG-DNA, and bacterial 
flagellin, among others. PAMPs bind to PRRs on or within ef-
fector cells of the host's innate immune system, including DCs, 
granulocytes, and ILCs.2,3 The best characterized PRRs are the 
TLRs, first recognized as determinants of embryonic patterning 
in Drosophila and subsequently appreciated as components of 
host defenses in both insects and vertebrates. TLR subfamilies 
can be distinguished by expression either on the cell surface or 
in intracellular compartments. A second major family of PRRs 
comprises NLRs, which detect intracellular microbial products. 
Binding of TLRs or NLRs by PAMP ligands triggers intracellu-
lar signaling pathways via multiple “adapters,” leading to a vig-
orous inflammatory response.

The innate immune response also includes the capacity of 
NK lymphocytes to identify and destroy, by direct cytotoxic 
mechanisms, cells lacking surface expression of MHC class I 
molecules, which marks them as potentially pathogenic.4 In ad-
dition, an innate immune response involves elements of the hu-
moral immune system that function independently of antibody, 
especially the activation of the complement cascade through 

TABLE 1.2 Mechanisms of Immunologic 
Diseases

1. Functional deficiency of key immune system components
a. Congenital
b. Acquired

2. Malignant transformation of immune system cells
3. Immunologic dysregulation
4. Autoimmunity
5. Untoward consequences of physiologic immune function
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the lectin pathway and the AP, with consequent opsonization 
of particles and microbes to promote their phagocytosis and 
destruction.

The nature of the adaptive immune response to any partic-
ular pathogenic agent is determined largely by the context in 
which the pathogen is encountered. Regardless, effectiveness 
depends on the four principal properties of adaptive immuni-
ty: (i) a virtually unlimited capacity to bind macromolecules, 
particularly proteins, with exquisite specificity, reflecting gen-
erations of antigen-binding receptors by genetic recombina-
tion and, in the case of B cells, SHM; (ii) the capacity for self/
nonself discrimination, consequences of a rigorous process 
involving positive and negative selection during thymocyte 
differentiation, as well as negative selection during B-cell 
differentiation; (iii) the property of immunologic memory, 
reflecting antigen-driven clonal proliferation of T cells and 
B cells, which results in increasingly rapid and effective re-
sponses on second and subsequent encounters with a particu-
lar antigen or pathogen; and (iv) mechanisms for pathogen 
destruction, including direct cellular cytotoxicity, release of 
inflammatory cytokines, opsonization with antibody and 
complement, and neutralization in solution by antigen pre-
cipitation or conformational alteration plus phagocytosis and 
intracellular digestion.

Although most acquired immune responses include mul-
tiple defense mechanisms, several generalizations may be con-
ceptually useful. T cell–mediated (and NK cell–mediated) ef-
fector functions are particularly important in defenses against 
pathogens encountered intracellularly or at cell surfaces, such 
as intracellular viruses, intracellular bacteria, and tumor cells. 
These responses involve the production of inflammatory cyto-
kines by CD4 Th1 cells, as well as the direct cytolytic activity 
of CD8 CTLs. In contrast, host defenses to most antigens en-
countered primarily in the extracellular milieu are largely de-
pendent on humoral mechanisms (antibody and complement) 
for antigen neutralization, precipitation, or opsonization and 
subsequent destruction by phagocytes. Targets of antibody-
mediated immunity include extracellular virus particles, 
bacteria, and toxins (or other foreign proteins). However, it 
is worth reiterating that induction of an effective antibody re-
sponse (including isotype switching) and development of im-
munologic memory (resulting from B-cell clonal expansion 
and B memory cell differentiation) require antigen activation 
not only of specific B cells but also CD4 T cells, particularly 
of the Th2 type. In addition, antibacterial and antifungal re-
sponses that involve prominent responses by neutrophils re-
quire CD4 T cells of the Th17 type.

Finally, clinical “experiments of nature” have proven particu-
larly instructive in our efforts to understand the role of specific 
components of the immune system in overall host defenses 
(Chapter 32).60 The importance of T cell–mediated immunity 
in host defenses to intracellular parasites, fungi (Fig. 1.4), and 
viruses is emphasized by the remarkable susceptibility of pa-
tients with T cell deficiency to pathogenic organisms, such as 
Pneumocystis jiroveci and Candida albicans, and by the fact that 
using attenuated live virus vaccines in such patients can lead 
to devastating disseminated infections. Indeed, the relationship 
between susceptibility to particular potential pathogens and 
specific immunologic deficiencies is nicely illustrated by dem-
onstrations that the pathogenesis of various familial forms of 
chronic mucocutaneous candidiasis reflect deficiency of IL-17–
mediated immunity.61

Patients with defects in antibody synthesis or phagocytic cell 
function are characteristically afflicted with recurrent infections 
with pyogenic bacteria, particularly gram-positive organisms. 
And patients with inherited defects in synthesis of terminal 
complement components have increased susceptibility to infec-
tion with species of Neisseria.

In recent years, immunology has entered the lay lexicon, 
largely as a result of the HIV and Covid-19 pandemics. Peo-
ple throughout the world are now aware of the tragic con-
sequences of immune deficiency. However, the remarkable 
progress in understanding this diseases rested substantially 
on earlier studies of relatively rare patients with primary im-
munodeficiency syndromes and on genomic definition of 
their molecular basis. Similarly, cure of patients with primary 
immunodeficiencies by cellular reconstitution, particularly 
bone marrow or stem cell transplantation (Chapter 90),62 pre-
saged recent progress in correction of such diseases by gene 
replacement therapy (Chapter 91).63 The “present” of clinical 
immunology is, indeed, bright, but its future potential to im-
pact prevention and treatment of many challenging diseases, 
including cancer (Chapters 80 and 81), through specific anal-
ysis of genetic mutations and enhancement or suppression of 
antigen-specific immune responses with chimeric antigen re-
ceptor (CAR) T cells and checkpoint blockade (CPB) is even 
more exciting to contemplate.64 A few approaches are broadly 
hinted at here, and it is hoped that readers will enjoy con-
sidering such “perspectives” throughout the book. Given the 
nature of the immune system, it is also hoped it will challenge 
readers to transform a particular author's views to new and 
different clinical settings.

FIG. 1.4 Leg of a 16-year-old patient with chronic mucocu-
taneous candidiasis as a consequence of a congenital T-cell 
deficiency associated with hypoparathyroidism and adrenal 
insufficiency.



15CHAPTER 1 The Human Immune Response

Patients with defects in antibody synthesis or phagocytic cell 
function are characteristically afflicted with recurrent infections 
with pyogenic bacteria, particularly gram-positive organisms. 
And patients with inherited defects in synthesis of terminal 
complement components have increased susceptibility to infec-
tion with species of Neisseria.

In recent years, immunology has entered the lay lexicon, 
largely as a result of the HIV and Covid-19 pandemics. Peo-
ple throughout the world are now aware of the tragic con-
sequences of immune deficiency. However, the remarkable 
progress in understanding this diseases rested substantially 
on earlier studies of relatively rare patients with primary im-
munodeficiency syndromes and on genomic definition of 
their molecular basis. Similarly, cure of patients with primary 
immunodeficiencies by cellular reconstitution, particularly 
bone marrow or stem cell transplantation (Chapter 90),62 pre-
saged recent progress in correction of such diseases by gene 
replacement therapy (Chapter 91).63 The “present” of clinical 
immunology is, indeed, bright, but its future potential to im-
pact prevention and treatment of many challenging diseases, 
including cancer (Chapters 80 and 81), through specific anal-
ysis of genetic mutations and enhancement or suppression of 
antigen-specific immune responses with chimeric antigen re-
ceptor (CAR) T cells and checkpoint blockade (CPB) is even 
more exciting to contemplate.64 A few approaches are broadly 
hinted at here, and it is hoped that readers will enjoy con-
sidering such “perspectives” throughout the book. Given the 
nature of the immune system, it is also hoped it will challenge 
readers to transform a particular author's views to new and 
different clinical settings.

Studies in experimental animals, especially murine studies, 
have been critical to our understanding of molecular aspects of 
immune system function and have contributed importantly to 
our appreciation of how aberrations of such functions are in-
volved in the pathogenesis of disease. Insights gained from use of 
transgenic mice (including murine expression of human genes) 
and constitutive or conditional gene-knockout mice are essential 
to a comprehensive view of the immune system at the advancing 
edge of its clinical application, implying that future progress in 
clinical immunology will equally depend on detailed analysis in 
such systems. However, it has become apparent that there are im-
portant differences in aspects of the human and rodent immune 
systems. Consequently, the carefully studied patient, particularly 
when coupled with the power of increasingly feasible genome and 
transcriptome sequencing, will remain the ultimate crucible for 
understanding human immunity and the roles of the immune 
system in the pathogenesis of and protection from disease.
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The human immune system consists of organs (e.g., spleen, thy-
mus, and lymph nodes) and movable cells (e.g., from the bone 
marrow, blood, and lymphatics). This design allows central lo-
cations for initial production and differentiation of committed 
cells from naïve precursors, as in the fetal liver, the bone mar-
row and the thymus; and more dispersed sites used for selection 
and further differentiation of cells into mature effector cells, as 
in spleen, lymph nodes and intestinal Peyer patches. This ar-
rangement also allows regulated immune responses at locations 
peripheral to primary lymphoid organs to provide local control 
of infectious processes. The mechanisms responsible for the 
ability of nonspecific leukocytes, innate lymphoid cells (ILCs), 
natural killer (NK) cells, and antigen-specific T and B lympho-
cytes to respond rapidly to challenge are discussed in later chap-
ters. This chapter covers the basic features and the ontogeny of 
cells involved in the immune response. It also reviews the es-
sential structure of lymphoid organs and sites of organized im-
mune cells, including skin, large intestine, and adipose tissues. 
Immune cell development.

IMMUNE CELL DEVELOPMENT

Ontogeny of the Cells of the Immune System
In humans, in the first three weeks of embryogenesis, primitive 
hematopoiesis begins from the primitive streak and is limited to 
erythroid, macrophage, and megakaryocytic lineages. The yolk 
sac becomes the major source of erythropoietic islands physi-
cally associated with, but not inside, the embryo.1 Specialized 
endothelial cells give rise to the first progenitor cells. The cells 
produced in primitive hematopoiesis are phenotypically and 
functionally different from those that develop later. Definitive 
hematopoiesis begins in the aorta–gonad–mesonephros (AGM) 
where the first hematopoietic stem cells (HSCs) are formed.2

The placenta is also a source of fetal stem cells for both the AGM 
and the fetal liver.3 Properties of HSC differ by site. For example, 
HSCs in the fetal liver are in cycle whereas those in adult bone 
marrow are not. The progenitor stem cells that first populate the 
embryonic liver begin blood cell production in the sixth week 
of gestation, or just after the organ can be identified. By the elev-
enth week, the liver is the major source of hematopoiesis and 
remains so until the sixth month of gestation.1

The first progenitor cells derived from HSCs are colony-form-
ing cells that can differentiate into granulocytes, erythrocytes, 
monocytes, megakaryocytes, and lymphocytes.4 Subsequent 
to skeleton formation, between the second and fourth months   
of gestation, white blood cell development shifts to the bone 

marrow. The transition from liver to bone marrow is completed 
in the sixth month of gestation. Cells that differentiate from early 
stem cells begin to populate the primary lymphoid organs, such 
as the thymus, by 7 to 8 weeks of gestation.5,6 At 8 weeks gesta-
tion, T-cell precursors that have initiated T-cell receptor (TCR) 
rearrangement (Chapter 9) can be detected in thymus tissue. In 
the fetal liver, B-cell precursors initiate immunoglobulin (Ig) 
rearrangements by 7 to 8 weeks gestation (Chapter 7). Late in 
the first trimester, B-cell development spreads to the bone mar-
row where B-cell progenitors congregate in areas adjacent to the 
endosteum and differentiate in the direction of the central sinus. 
The association of B cells with stromal reticular cells is essential 
for eventual release of mature B cells into the central sinus. As in 
the case of T-cell development, a selection process occurs such 
that many B-cell progenitors die by apoptosis.

In adult humans, the bone marrow is the chief source of stem 
cells. However, stem cells with different characteristics and lim-
ited self-renewal can be induced into the peripheral blood via in-
jection of granulocyte colony stimulating factor (G-CSF) (Chap-
ter 14). Methods to increase HSC self-renewal and expansion are 
under intensive study, including a search for means to promote 
in vitro expansion.7 There has been an explosion in information 
with regard to how HSC develop and maintain self-renewal in 
vivo, including how fetal HSCs migrate to a niche from which 
adult HSC are derived. A key idea is that there is a nonlinear 
continuum of development that allows individual HSCs to “side-
step” a designated pathway depending on cytokine cues in their 
niches.3 In the bone marrow of aged humans, there is evidence 
for a myeloid predominance with a restricted diversity of HSCs.8

Tools Essential to an Understanding of  
Immune Cell Biology
Progress beyond morphologic categorization of hematopoi-
etic cells was enhanced by the use of monoclonal antibodies 
that identify stage-specific leukocyte cell surface antigens and 
the use of flow cytometry. In the 1980s, the sheer number of 
monoclonal antibodies to human leukocyte antigens resulted 
in a complicated nomenclature. In response, leukocyte differ-
entiation antigen workshops developed a more consistent nam-
ing system. The workshops grouped monoclonal antibodies that 
recognized a single molecule on leukocytes by the cluster pat-
tern of cells with which they were identified, hence the term 
CD, or “cluster of differentiation” antigen (Table 2.1). No for-
mal conferences have been held since 2010, but new CD anti-
gens have been validated. As of 2020, 371 had been identified 
(https://www.uniprot.org/docs/cdlist.txt) (Appendix 1).

https://www.uniprot.org/docs/cdlist.txt
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TABLE 2.1 Important Cell Surface Antigens on Hematopoietic Cells.

Cell type Surface Antigens Predominant Location

Hematopoietic Stem Cells
Bone marrow HSC
Peripheral blood HSC

CD34+, Lin-, 90+

CD34+, Lin-, CD38+, CD71+
Bone marrow
Blood

Myeloid Cells
Monocytes
Macrophages
Langerhans cells
Follicular dendritic cells
Interdigitating dendritic cells
Myeloid dendritic cells
Plasmacytoid dendritic cells
(IFN-α producing)

CD14, CD35 (CR1), CD64
(FcRrγ1)CD68, CD13
CD64,CD35
CD1a, CD207 (Langerin),
CD35, CD64
CD21, CD35 FcγRIIb
CD80, CD56, Class II CD83
CD40
CD83, CD80, CD86, CD40
CD1a, CD11c
CD4, CCR5, CXCR4, CD123

Blood
Tissue
Skin
B-cell areas, lymph nodes
T-cell areas, lymph nodes
Mainly tissues

Granulocytes
Neutrophils
Eosinophils
Basophils
Mast cells

CD16 (FcγRIII), CD35 CD88 (C5aR)
CD32 (FcγRII)
CD23, (FcεRII), CD32
FcεRI α

Blood, tissues
Blood, tissues
Tissues, blood
Tissues, blood
Tissues

Lymphocytes
T cells
B cells
NKT cells
Tregs
Th17
Tfh

CD7, CD3, CD4, CD8, CD28
Surface Ig, class II,
CD19, CD20, CD22, CD40
CD16, CD56, CD94
CD3, CD56, Vα24 TCR
CD4, CD25, Foxp3, GARP
CD4, CCR6, IL-17,
RoRγ
CD4, ICOS, PD-1, Bcl-6

Thymus, spleen, lymph nodes, MALT, blood
Bone marrow, spleen, lymph nodes, MALT, blood
Spleen, lymph nodes, mucosal tissues, blood
Blood, tissues
Thymus, blood, tissues
Intestine, blood, tissues
Germinal centers of lymph
nodes

HEMATOPOIESIS AND LYMPHOPOIESIS

All mature cells of the hematopoietic and lymphoid lineages are 
derived from pluripotent stem cells that produce progenitors 
for lineage-specific cells.9 Hematopoietic progenitors mature 
into cells of the granulocytic, erythroid, monocytic–dendritic, 
and megakaryocytic lineages (GEMM colony-forming units, 
CFU-GEMM). Likewise, lymphoid progenitors mature into B 
lymphocytes, T lymphocytes, and innate lymphoid cells includ-
ing NK cells (Fig. 2.1).

In the adult, hematopoiesis and lymphopoiesis occur in two 
distinct tissues. The development of hematopoietic lineage cells 
(i.e., granulocytes, monocytes, dendritic cells, erythrocytes, and 
platelets) occurs in bone marrow (Table 2.2). B-lymphocyte de-
velopment through the immature and transitional B cell stages 
also occurs in the bone marrow (Chapter 7). T cell progenitors 
arise in the bone marrow but then migrate to the thymus where 
they differentiate into γδ and αβ T cells, including regulatory αβ 
T cells (Chapter 9). Some NK cells develop from precursors in 
the thymus.10 Other tissue specific NK cells may develop in the 
bone marrow, lymph nodes, or the uterus.10

Characteristics of Hematopoietic Stem Cells
The pluripotent stem cell gives rise to all red and white blood 
cell populations. Human HSCs in the bone marrow are rare: 1 
in 10,000 cells. They are found in two proposed niches of the 
bone marrow that are closest to the bone. One niche also contains   

TABLE 2.2 Normal Distribution of Hemato-
poietic Cells in the Bone Marrow

Cell Type
Approximate Proportion 
(%)

Stem cells 1
Megakaryocytes 1
Monocytes 2
Dendritic cells 2
Lymphocytes 15
Plasma cells 1
Myeloid precursors 4
Granulocytes 50–70
Red blood cell precursors 2
Immature and mature red blood cells 10–20

osteoblasts (endosteal niche), and the other is associated with 
the sinusoidal endothelium (vascular niche). Many human HSCs 
closely associate with perivascular mesenchymal stem cells.4 It is 
estimated that human long-term HSC divide once or twice per 
year. Quiescent HSCs tend to be found near arterioles in the end-
osteum. Actively dividing HSCs are more likely to be located near 
sinusoid regions close to central veins.

Many separation methods are used to identify stem cells and 
their differentiation potential. Early observations showed that 
HSCs had characteristic flow cytometric light-scattering prop-
erties (low side scatter, medium forward scatter), no lineage 
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FIG. 2.1 Differentiation pathways for hematopoietic cells.
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(LIN)-specific markers (e.g., CD2, CD3, CD5, CD7, CD14, 
CD15, or CD16), and expressed CD34 on the cell surface. 
Definitive markers of human HSC are CD34 as well as CD90 
and CD49f.6 As HSC go out of quiescence to become lineage 
directed, they lose expression of both CD90 and CD49f before 
they become committed to the myeloid or lymphoid lineage. 
The lymphoid precursor expresses CD10, CD45Ra, whereas 
the myeloid precursor expresses CD135. Transcription factors 
are unique for each population. For the HSC, these include 
SOX8, SOX18, and NFIB. Out of quiescence, the HSC express 
MYC and IKZF1. Key signaling pathways include Notch and 
Wnt/β-catenin.4

A long-lived stem cell has capacity for self-renewal via asyn-
chronous division that can be influenced by external factors, 
including infection.11 Hematopoietic stem cells circulate in the 
peripheral blood with 10 to 100 times less frequency than their 
differentiated progeny. Mobilization of “stem cells” to the pe-
riphery is induced with G-CSF. Of these induced cells, although 
most are Lin−, only 5% to 20% are true stem cells.11 Most periph-
eral blood-induced stem cells express activation antigens (e.g., 
transferrin receptor, CD71 and CD38). Peripheral blood HSCs 
engraft 2 to 3 days faster than conventional bone marrow HSCs, 
and thus can reduce bone marrow transplantation morbidities. 
However, peripheral blood HSCs are more differentiated than 
bone marrow HSCs with limited self-renewal.

Regulation of Hematopoietic and Lymphopoietic Cell 
Growth and Differentiation
Regulation of stem cell differentiation occurs through interac-
tions with a variety of micro-environmental factors in the bone 
marrow or thymus. Cell surface receptors recognize either sol-
uble ligands (e.g., cytokines) released by other cells, or surface 
ligands (e.g., cell interaction molecules) expressed on adjacent 
cells. These receptors can facilitate differentiation. Stem cells 
can be exposed to spatially and temporally regulated ligands or 
factors. The differential expression of receptors on the stem cells 
allows control of proliferation and differentiation along one of 
the hematopoietic or lymphoid lineages.6

Cytokines (Chapter 14) have pleiotropic effects on hemato-
poietic and lymphoid cell development. They affect both growth 
and maintenance of pluripotent stem cells, as well as the devel-
opment and differentiation of specific cell lineages. The effect 
of the cytokine often differs, depending on whether the cell has 
previously been or is concurrently being stimulated by other cy-
tokines. The stage of differentiation, as well as the presence or 
absence of the cytokine's receptor on the cell surface, also affects 
the cellular response. Although there are several cytokines, such 
as IL-6 and stem cell factor (SCF), that are classically involved in 
hematopoiesis, these cytokines have non-hematopoietic func-
tions, as well.

Stromal cells located within the bone marrow and thymus 
regulate hematopoietic and lymphoid cell growth and differ-
entiation by releasing cytokines. These include the interleukins 
IL-4, -6, -7, and -11; leukemia inhibitory factor (LIF); granulo-
cyte–macrophage colony-stimulating factor (GM-CSF); granu-
locyte colony-stimulating factor (G-CSF); and SCF.4,12 Stromal 
cells also participate in cell–cell interactions with progenitors 
that express fibroblast growth factor 1 (FGF-1) and FGF-2 that 
support HSC expansion. In addition, stromal cells form the in-
tercellular matrix (e.g., fibronectin and collagen) that binds to 
selectin and integrin receptors present on hematopoietic and 
lymphoid progenitors.13

Cytokines That Affect the Growth and Maintenance of Pluripo-
tent and Multipotent Stem Cells
Pluripotent stem cells can reconstitute cells of the hematopoi-
etic and lymphoid lineages. Maintenance of pluripotent capac-
ity is mediated through factors that keep HSC quiescent. These 
include c-kit, N-cadherin, osteopontin, TGF-β and Wnt sig-
naling. There are also factors that have a negative effect on qui-
escence, such as Hedgehog signaling and notch ligands, Delta 
and Jagged.4 As progeny differentiate and the stem cell pool is 
depleted, a low level of stem cell proliferation is required. The 
entry of stem cells into the cell cycle and subsequent prolif-
eration, as well as commitment to particular lineages, is con-
trolled by cytokines and transcription factors. Data suggest 
that flt-3 ligand, c-kit ligand, and megakaryocyte growth and 
development factor (MGDF) all promote long-term stem cell 
expansion. The combination of c-kit ligand, IL-3 and -6 causes 
more rapid expansion, but does not allow long-term extension 
of precursor cells.12

Several cytokines, either alone or in combination, promote 
stem cell growth (Table 2.3).5 Combinations of cytokines are 
more effective at inducing stem cell growth. For example, IL-1 
promotes stem cell growth by inducing bone marrow stro-
mal cells to release additional cytokines and by synergistically 
stimulating these cells in the presence of other cytokines. One 
of these other cytokines, IL-3, promotes the growth of hema-
topoietic progenitors. The effect is significantly enhanced by 
the addition of IL-6, IL-11, G-CSF, and SCF. IL-11, a stromal 
cell-derived cytokine, enhances IL-3-induced colony formation 
in 5-fluorouracil-resistant stem cells. Similarly, other cytokines 
secreted by stromal cells (e.g., IL-6, G-CSF, and SCF) also exert 
their effects by shortening the G0 period in stem cells. In con-
trast, IL-3 acts on cells after they have left G0. Either by itself or 
in conjunction with IL-11 or SCF, IL-12 is unable to support the 
growth of primitive hematopoietic stem cells. However, IL-12 
acts in synergy with IL-3 and IL-11, or IL-3 and SCF, to enhance 
stem cell survival and growth.

Depending on the circumstance, cytokines may either 
enhance or inhibit the growth or differentiation of hemato-
poietic and lymphoid cells. For example, IL-6 participates in 
the development of neutrophils, macrophages, platelets, T 
cells, and B cells. Thrombopoetin signaling promotes stem 
cell self-renewal to increase transplantation success.14 The ef-
fects of individual cytokines can be altered when they func-
tion in combination. Together, GM-CSF and IL-3 promote 
development of granulocytes, macrophages, dendritic cells 
and erythrocytes. In the presence of IL-3, IL-6, and GM-CSF 
the LIF cytokine can enhance the growth and development of 
CD34+ bone marrow progenitor cells along multiple lineag-
es. However, in their absence, LIF has little effect. Similarly, 
while transforming growth factor-β (TGF-β) and IL-4 are 
potent inhibitors of hematopoietic progenitor cell growth, 
they enhance granulocyte development. Conversely, tumor 
necrosis factor-α (TNF-α) inhibits development of granu-
locytes, but potentiates the effects of IL-3 on hematopoietic 
progenitor cell proliferation.

Cytokines That Inhibit Hematopoietic Stem Cell Growth
Cytokines produced by mature cells may also downregulate he-
matopoietic stem cell growth. For example, macrophage inflam-
matory protein-1α (MIP-1α) can inhibit hematopoietic progen-
itor cell proliferation, interferon-γ (IFN-γ) and TGF-βpromote 
terminal differentiation, and TNF-α can induce apoptosis. 
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TABLE 2.3 Cytokines Important for Hematopoietic Cell Growth and Differentiation

Cytokines Stem Cells Thymocytes B Cells NK Cells

IL-1 Acts on stromal cells Differentiation
IL-2 Pleomorphic Proliferation Proliferation
IL-3 Proliferation
IL-4 Pleomorphic Promotes (low)

Prevents (high)
Inhibits IL-2

IL-5 Proliferation/differentiation
IL-6 Shortens G0 Enhances stimulation Maintains potential Enhances IL-2
IL-7 Survival/proliferation Proliferation of pro- and 

pre-B cells
Activation

IL-10 Survival
IL-11 (Megakaryocyte 

development)
Shortens G0 Maintains potential

IL-12 Survival Activation proliferation
IL-13 Activation/division of mature 

B cells
IL-15 Proliferation Development/survival
IL- 21 Proliferation Expansion
SCF/c-kit Survival Atrophy Maintains potential Expansion
G-CS Shortens G0 Maintains potential
FLt3 ligand Growth factor Increases proliferation Expansion
SDF1-α Proliferation/regeneration Chemoattractant
LIF Proliferation Atrophy
Thrombopoietin Expansion/regulates self-renewal
TNF-α Proliferation: inhibits granulocytes
TGF-β Inhibits growth enhanced granu-

locytes
MIP-1α Inhibits
NGF Proliferation/differentiation Expansion

When pathologic conditions exist, these cytokines can have   
adverse effects on hematopoietic and lymphoid cell develop-
ment, resulting in various deficiency states.

Cytokines Affecting Development and Differentiation of Spe-
cific Cell Lineages
The initial event in differentiation involves the commitment of 
pluripotent stem cells to a specific lineage. Cytokines are impor-
tant for this process and appear to have lineage-specific effects 
that act at particular late stages of differentiation. For example, 
erythropoietin regulates the later stages of erythrocyte differen-
tiation, whereas G-CSF induces granulocyte differentiation and 
macrophage colony-stimulating factor (M-CSF) is specific for 
macrophage maturation.15

KEY CONCEPTS
Cells of the Immune System

1. Pluripotent stem cells in bone marrow give rise to all lineages of the 
immune system as well as platelets and red blood cells.

2. Development and regulation of cells of the immune system is marked 
by the programmed appearance of specific cell surface molecules 
and responsiveness to selective cytokines. Most of these cell surface 
markers have been given a cluster of differentiation (CD) designation.

3. Mature cells of the immune system include antigen-presenting cells 
(APCs), phagocytic cells, including neutrophils, eosinophils, and baso-
phils, and lymphocytes, including natural killer cells and T, B, or innate 
lymphoid cells (ILCs).

4. APCs include monocytes, macrophages, dendritic cells, endothelial 
cells, epithelial cells, and adipocytes. B lymphocytes can also function 

as potent APCs. APCs can direct the differentiation and function of 
both innate and acquired immune cells.

5. Polymorphonuclear (PMN) granulocytes are important in the early re-
sponse to stress, tissue damage, and pathogens. These phagocytes 
include neutrophils, eosinophils, and basophils.

6. Lymphocyte lineages have discrete subpopulations with specialized 
functions. These include CD4 and CD8 T cells, T-helper (Th) subsets 
including T regs, Th9, Th17 and Tfh cells, innate lymphoid cells, and the 
B-1, conventional B-2, and marginal zone (MZ) B cells.

Mature Cells of the Immune System
The mature cells of the immune system arise mainly from pro-
genitor cells in the bone marrow. They include both nonspecific 
and antigen-specific effector cells. The central player in both 
lines of defense is the antigen presenting cell (Chapter 6). In 
addition to their nonspecific effector functions, these cells are 
crucial for the development of specific immune responses. With 
maturation, these cells enter the blood (Table 2.4) where they 
circulate into the tissues and organs.

Antigen Presenting Cells
APC are found primarily in the solid lymphoid organs and skin 
(Chapter 23). The frequency of these in tissues varies between 
0.1% and 1.0%. Specialized APC in B cell areas of lymph nodes 
and spleen are termed follicular dendritic cells (FDCs) because 
they have dendrites, not because they are related to other den-
dritic cell types. FDCs trap the antigen–antibody complexes that 
are important for the generation and maintenance of memory 
B cells. These cells do not express class II molecules, rather they 
have receptors for IgG and complement component C3b. These 
are FcγR (CD64) and CR1 (CD35), respectively.
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Monocytes-Macrophages
Cells of the monocyte–macrophage lineage comprise approxi-
mately 10% of the white cells in the blood. They exist primarily 
as monocytes, which are large 10- to 18-μm cells with peanut-
shaped, pale purple nuclei as determined by Wright's staining 
(see Table 2.4). The cytoplasm, which is 30% to 40% of the cell, is 
light blue and has azurophilic granules that resemble ground glass 
with intracytoplasmic lysosomes. These cells express MHC class 
II molecules, CD14 (the receptor for lipopolysaccharide), and 
distinct Fc receptors (FcR) (Chapter 8) for Ig. The latter include 
FcγRI (or CD64), which has a high affinity for IgG, and FcγRII (or 
CD32), which is of medium affinity and binds to aggregated IgG. 
FcγRIII (or CD16) has low affinity for IgG and is associated with 
antibody-dependent cellular cytotoxicity (ADCC). It is expressed 
on macrophages, but not on blood monocytes. Monocytes and 
macrophages also express CD89, the Fc receptor for IgA.15

Macrophages are more differentiated monocytes that reside 
in various tissues, including lung, liver, and brain.16 Cells of the 
monocyte–macrophage lineage can be depleted or isolated be-
cause they adhere strongly to glass or plastic surfaces. However, 
this process activates them, which can confound functional 
studies. Many cells of this lineage phagocytose organisms or tu-
mor cells in vitro. Cell surface receptors, including CD14, Fcγ
receptors and CR1 (CD35), are important in opsonization and 
phagocytosis. Cells of this lineage also express MHC class II 
molecules, and some express the low-affinity receptor for IgE 
(CD23). Other cell surface molecules include myeloid antigens 
CD13 (aminopeptidase N) and CD15 (Gal (1–4) or [Fuc (1–
3)] GlcNAc) and the adhesion molecules CD68 and CD29 or 
CD49d (VLA-4). Classical blood monocytes in humans (85%) 
express high levels of CD14, but no CD16. By contrast, nonclas-
sical monocytes express less CD14, but more CD16. This later 
subset produces much more IL-12, TNF-α, and IL-1β. In ad-
dition to phagocytic and cytotoxic functions, these cells have 
receptors for various cytokines such as IL-4 and IFN-γ that can 
regulate their function. Activated macrophages are also a major 
source of cytokines, as well as complement proteins and pros-
taglandins.

Macrophages, along with DCs, have been shown to be more 
plastic in differentiation and function than previously realized. 
An alternative activation pathway induced by T helper cell 2 
(Th2) (Chapter 11) cytokines, IL-4 and Il-13,16 promotes sup-
pressive anti-inflammatory properties that can reduce respons-
es to cancer as well as maintaining adipose integrity. This mac-
rophage subtype is seen among tumor-associated suppressive 
macrophages.

Monocytes and macrophages arise from colony-forming 
unit granulocyte–monocyte (CFU-GM) progenitors that dif-
ferentiate first into monoblasts, then promonocytes, and fi-
nally monocytes.15 Mature monocytes leave the bone marrow 
and circulate in the bloodstream until they enter tissues, where 
they develop into tissue macrophages (alveolar macrophages, 
Kupffer cells, intestinal gut macrophages and microglial cells). 
There is evidence suggesting that tissue macrophages actually 
originate from fetal macrophages and thus seed tissues early in 
fetal development where they are maintained by longevity and 
slow self-renewal.17 Tissue resident macrophages and those de-
rived from monocytes act together to combat infection.18

Several cytokines participate in the development of mono-
cytes and granulocytes. For example, SCF, IL-3, IL-6, IL-11, and 
GM-CSF promote development of myeloid lineage cells from 
CD34+ stem cells, especially in early stages of differentiation. 
Another cytokine, M-CSF, acts at the later stages of develop-
ment and is lineage specific, inducing maturation into macro-
phages.15

Dendritic Cells
Dendritic cells are accessory cells that express high levels of 
MHC class II molecules and are potent inducers of primary T-
cell responses. Except for the bone marrow, they are found in 
virtually all primary and secondary lymphoid tissues, as well as 
in skin, mucosa, and blood. DCs are also abundant in the thy-
mus medulla for selection of thymocytes.

Dendritic cells, macrophages, and granulocytes are derived 
from CD34+ MHC class II-negative precursors present in the 
bone marrow. GM-CSF and TNF-α are involved in development 
of DCs from their precursors in bone marrow.19–21 DCs residing 
in peripheral sites such as the skin, intestinal lamina propria, lung, 
genitourinary tract, etc. are typically immature. These cells are 
more phagocytic and display lower levels of MHC class I, MHC 
class II, and co-stimulatory molecules. These immature dendritic 
cells take up antigens in tissues for subsequent presentation to T 
cells. As they migrate, they mature to become efficient APC.

The predominant APCs of the skin are the Langerhans cells22

of the epidermis. These cells are characterized by rocket-shaped 
granules called Birbeck granules. Immature tissue DCs in periph-
eral tissues engulf and process antigen and home to T-cell areas 
in the draining lymph nodes or spleen.23 Mature DCs can directly 
present processed antigens to resting T cells to induce prolifera-
tion and differentiation, a key functional difference between ma-
ture DCs and macrophages. The effector cells produced after this 
presentation then home to the site of the antigenic assault.

TNF-α maintains viability of Langerhans cells in the skin and 
stimulates their migration. In Peyer patches (Chapter 24), imma-
ture dendritic cells are located in the dome region underneath the 
follicle-associated epithelium (FAE) where they actively endocy-
tose antigens taken up by M cells in the FAE. More mature inter-
digitating DCs are found in T cell regions. These cells, like their 
counterparts in the lungs, induce Th2 immune responses. There 
are at least three types of DC. cDC1 derive from bone marrow, 

TABLE 2.4 Normal Distribution of White 
Blood Cells in the Peripheral Blood of Adults 
and Children

Approximate 
Percentage

Range Of Absolute 
Counts (no./μL)

Cell type Adults
Children 
(0–2 Years) Adults

Children 
(0–2 Years)

Monocytes 4–13 400–1000
Dendritic cells 0.5–1 NDa 30–170 ND
Granulocytes 35–73 2500–7500 1000–8500
Lymphocytes 15–52 34–75 1450–3600 3400–9000

As % of lymphocytes
T cells 75–85 53–84 900–2500 2500–6200
CD4 cells 27–53 32–64 550–1500 1300–4300
CD8 cells 13–23 12–30 300–1000 500–2000
B cells 5–15 06–41 100–600 300–3000
NK cells 5–15 03–18 200–700 170–1100

aNot determined.
Child data adapted from Shearer W, Rosenblatt H, Gelman R, et al. Lymphocyte sub-
sets in healthy children from birth through 18 years of age: the pediatric AIDS Clinical 
Trials Group P1009 study. J Allergy Clin Immunol. 2003;12:973–980.
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are found in lymphoid tissues, and express CD141, CLEC-9a and 
XCR-1. These are similar to murine CD8 α/α DCs in function. 
cDC2 express CD1c and CD171a. The third type, plasmacytoid 
DC, are high producers of IFN-α. They express CD123, CD303, 
CD304 and low levels of CD11c.21

All three of the DC types can be derived from either myeloid 
or lymphoid lineages and are extremely plastic.19,20 Antigen-pre-
senting cells, especially dendritic cells, are largely influenced by 
stimulation with Toll-like ligands found on a variety of stimuli, 
which then direct differentiation and function of innate and ac-
quired immune cells.

Polymorphonuclear Granulocytes
Polymorphonuclear (PMN) granulocytes arise from progeni-
tors that mature in the bone marrow. They are essentially end-
stage cells. Their life span after release varies from a few days to 
5 to 6 days and is regulated by responses required. PMN con-
stitute 65% to 75% of the white blood cells in the peripheral 
blood, are 10 to 20 μm in diameter, and are characterized by a 
multilobed pyknotic nucleus characteristic of cells undergoing 
apoptosis (see Table 2.4).24

PMN cells are also found in tissues. They use diapedesis to 
gain access from the blood. Granulocytes act as early soldiers 
in the response to stress, tissue damage, or pathogen invasion. 
Because of their function in phagocytosis and killing, they pos-
sess granules whose unique staining characteristics categorize 
the cells as neutrophils (Chapter 39), basophils (Chapter 44), or 
eosinophils (Chapter 45).

Neutrophils. Most circulating granulocytes are neutrophils 
(90%). Their granules are azurophilic and contain acid hydro-
lase, myeloperoxidase, and lysozymes. These granules fuse with 
ingested organisms to form phagolysosomes, which eventually 
kill the invading organism. In some cases, there is extracellular 
release of granules after activation via the Fc receptors. Neutro-
phils express a number of myeloid antigens, including CD13, 
CD15, CD16 (FcγRIII), and CD89 (FcαR). In response to bac-
terial infection, there is typically an increase in the number of 
circulating granulocytes. This often includes the release of im-
mature granulocytes, called band or stab cells, from the bone 
marrow. In a mild infection, both the number and function 
of neutrophils are increased. This is associated with a delay in 
apoptosis. With a more severe infection, there may actually be 
impairment of function owing to the release of immature cells. 
Neutrophils form extracellular traps (NETs) that capture mi-
crobes and use autophagy to digest them intracellularly.25 Out 
of control NET formation (Netosis) occurs in sepsis to enhance 
tissue destruction. Neutrophils may also act as APC.26

Neutrophils derive from CFU-GM progenitor cells and dif-
ferentiate within a 10- to 14-days period. These progenitors give 
rise to myeloblasts, which in turn differentiate into promyelo-
cytes, myelocytes, and finally mature neutrophils. The cytokines 
SCF, IL-3, IL-6, IL-11, and GM-CSF promote the growth and 
development of neutrophil precursors, whereas certain cyto-
kines are important for differentiation of CFU-GM progenitors 
into mature neutrophils.27 For example, G-CSF induces matu-
ration of neutrophil precursors into mature neutrophils. IL-4 
enhances neutrophil differentiation induced by G-CSF, while at 
the same time inhibiting development of macrophages induced 
by IL-3 and M-CSF.

Eosinophils. Eosinophils typically comprise 2% to 5% of the 
white cells in the blood. They exhibit a unique form of diurnal 
variation with peak production at night. This is perhaps due to 

lower glucocorticoid levels at night. Eosinophils are capable of 
phagocytosis followed by killing, although this is not their main 
function. The granules in eosinophils are much larger than in 
neutrophils and are actually membrane-bound organelles. The 
crystalloid core of the granules contains a large amount of major 
basic protein (MBP). MBP can neutralize heparin and is toxic. 
During degranulation, the granules fuse to the plasma mem-
brane, and their contents are released into the extracellular space. 
Organisms that are too large to be phagocytosed, such as para-
sites, can be exposed to cell toxins by this mechanism. MBP can 
damage schistosomes in vivo, but damage is minimized because 
the MBP is confined to a small extracellular space (Chapter 29). 
Eosinophils also release products that counteract the effects of 
mast cell mediators. Whether eosinophils are absolutely required 
for helminth control is controversial, and more study is needed 
(Chapter 30).

Eosinophils derive from a progenitor (CFU-Eo) that pro-
gresses through developmental stages similar to those of neu-
trophils.28 These stages begin with an eosinophilic myeloblast, 
followed by an eosinophilic promyelocyte, a myelocyte, and 
finally a mature eosinophil. Three cytokines are important in 
the development of eosinophils: GM-CSF, IL-3, and IL-5. GM-
CSF and IL-3 promote eosinophil growth and differentiation; 
SCF also has an effect on eosinophil function. The chemokine 
eotaxin (CCL11) (Chapter 15) also promotes eosinophilia. IL-5 
has more lineage-specific effects on eosinophil differentiation, 
although it also affects some subsets of T and B cells. IL-5 is also 
essential for eosinophil survival and maturation. These cells are 
recruited into inflammatory tissue via chemokines that target 
CCR3. Eosinophils are involved in the pathophysiology of asth-
ma (Chapter 43) by contributing to airway dysfunction and tis-
sue remodeling. IL-5 is a current target to control eosinophilia.

Basophils and mast cells. Basophils represent less than 1% 
of the cells in the peripheral circulation, and have characteris-
tic large, deep-purple granules. Mast cells are found in proxim-
ity to blood vessels and are much larger than peripheral blood 
basophils. The granules are less abundant, and nucleus is more 
prominent. There are two different types of mast cells, desig-
nated mucosal or connective tissue depending on their loca-
tion.29 Mucosal mast cells require T cells for their proliferation, 
whereas connective tissue mast cells do not. Both types have 
granules that contain effector molecules. After degranulation, 
which is effected by cross-linkage of cell surface IgE bound to 
cells via the high-affinity receptor for IgE, the basophils–mast 
cells release heparin, histamine, and other effector substances to 
mediate an immediate allergic attack (Chapter 46).

Since basophils and mast cells share a number of phenotypic 
and functional features, they have been considered to share a 
common precursor. They both contain basophilic-staining 
cytoplasmic granules, express the high-affinity IgE receptor 
(FcεRI), and release a number of similar chemical mediators 
that participate in immune and inflammatory responses, par-
ticularly anaphylaxis. They both have been implicated in aller-
gic inflammation and in fibrosis. However, basophils and mast 
cells have distinct morphologic and functional characteristics 
that suggest they are distinct lineages of cells, rather than cells 
at different stages within the same lineage. Analysis of human 
transcription factors places basophils closer to eosinophils than 
to mast cells.30

Basophils mature from a progenitor (CFU-BM) into baso-
philic myeloblasts, then basophilic promyelocytes, myelocytes, 
and finally mature basophils. Less is known about the stages of 
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mast cell development, although they are probably derived from 
the same CFU-BM progenitor as basophils.31,32

In humans, SCF induces the most consistent effects on the 
growth and differentiation of both basophils and mast cells. 
Both IL-3 and SCF are important for intestinal mast cell differ-
entiation. IL-6 can also increase mast cell numbers. This prob-
ably explains why T cells are needed for their development.29

While both IL-4 and -9 stimulate mast cell development in mice; 
in humans, only IL-9 acts in synergy with SCF to enhance mast 
cell growth.30 Additional cytokines that affect basophil growth 
include nerve growth factor and GM-CSF or TGF-β, and IL-5 
for basophil differentiation.

Platelets and Erythrocytes
Hematopoietic stem cells also give rise to platelets and erythro-
cytes. Platelets are necessary for blood clot formation and medi-
ate a number of immune functions. Mature RBCs are necessary 
for oxygen delivery to tissues.31 Platelets derive from CFU-
GEMM progenitors, which in turn differentiate into burst-
forming units for megakaryocytes (BFU-MEG). The BFU-MEG 
then differentiate into CFU-MEG, promegakaryoblasts, mega-
karyoblasts, megakaryocytes, and finally platelets.33 Several 
cytokines, particularly thrombospondin, IL-1, IL-3, GM-CSF, 
IL-6, IL-11, and LIF, affect the growth and differentiation of 
platelets. Platelets are a main producer of exosomes, small 80 
micron membranous vesicles with cell surface markers charac-
teristic of their cell source, as well as mRNA encoding for cell-
related molecules. Exosomes travel in the blood and the lymph 
and may be a significant way that cells function at a distance. 
Other immune cell types, including dendritic cells can transfer 
information via exosomes.

While erythrocytes also derive from CFU-GEMM progeni-
tors, their progenitors are burst-forming units for erythrocytes 
(BFU-E), which in turn differentiate into CFU-E, pronormo-
blasts, basophilic normoblasts, polychromatophilic normo-
blasts, orthochromic normoblasts, reticulocytes, and finally 
erythrocytes. Again, several cytokines, notably GM-CSF, SCF, 
IL-9, thrombospondin, and erythropoietin, regulate erythro-
cyte development.

Lymphocytes
Lymphocytes, the central cell type of the specific immune sys-
tem, represent about 25% of white cells in the blood (see Table 
2.4). Small lymphocytes range between 7 and 10 μm in diame-
ter. They are characterized by a nucleus that stains dark purple 
with Wright stain, and by a small cytoplasm. Large granular 
lymphocytes range between 10 and 12 μm in diameter and 
contain more cytoplasm and scattered granules. The three 
types of lymphocytes that circulate in the peripheral blood—T, 
B, and ILCs, including NK cells cells—constitute approximately 
80%, 10%, and 10% of the total blood lymphocyte population, 
respectively (Chapters 7, 9, and 12). In the thymus, most of the 
lymphocytes (90%) are T cells. However, in the spleen and lymph 
nodes, only about 30% to 40% are T cells. The preponderant lym-
phocytes in these locations are B cells (60% to 70%).34,35

T cells. T lymphocytes arise from lymphocyte progenitors in 
the bone marrow that are committed to the T-cell lineage even 
before they move to the thymus. Early in embryogenesis, T-cell 
precursors migrate to the thymus in waves.36,37 Associated with 
this migration is the developing ability of thymic education ele-
ments, epithelial cells, and DCs to select appropriate T cells.37

In the thymus, T cells rearrange their specific antigen receptors 

(TCR) and then express CD3 along with the TCR on their sur-
face (Chapter 9).

Resting T cells in the blood typically range between 7 and 
10 μm in diameter and are agranular, except for the presence 
of a structure termed a Gall body, which is not found in B cells 
(see Table 2.4). The Gall body is a cluster of primary lysosomes 
associated with a lipid droplet. A minority of T cells in the blood 
(about 20%) are also of the large granular type, meaning that 
they are 10 to 12 μm in diameter and contain primarily lyso-
somes that are dispersed in the cytoplasm. Golgi apparatus also 
are found.

The preponderant form of the TCR, found on about 95% of 
circulating T cells, consists of α and β chains (αβTCR+).38 Some 
CD3+ cells do not express either CD4 or CD8 (double-negative 
or DN) and are characterized by having an alternative TCR 
composed of γ and δ chains (γδTCR+). Further differentiation 
in the thymus occurs from CD3+ cells that express both CD4 
and CD8 (double-positive or DP) T cells expressing either CD4 
or CD8 but not both. These mature cells then circulate in the pe-
ripheral blood at a ratio of about 2:1 (CD4:CD8) and populate 
the lymph nodes, spleen, and other secondary lymphoid tissues.

T-cell progenitors, which are CD7+, arise in the bone mar-
row from a multipotential lymphoid stem cell. After migration 
to the thymus, the CD7+ progenitors give rise to a population of 
CD34+, CD3−, CD4−, and CD8− T-cell precursors. These cells 
undergo further differentiation into mature T cells. Cytokines 
produced by thymic epithelial cells (e.g., IL-1 and soluble CD23) 
promote differentiation into CD2+, CD3+ thymocytes (see Table 
2.3). IL-7 induces the proliferation of CD3+ DN (CD4− CD8−) 
thymocytes, even in the absence of co-mitogenic stimulation. 
IL-7 is absolutely required for human T-cell development.39

IL-2 and -4 demonstrate complex effects on thymocyte de-
velopment. Both can promote development of pro-thymocytes, 
as well as antagonizing their development. IL-6 acts as a co-
stimulator of IL-1- or -2-induced proliferation of DN thymo-
cytes and can stimulate the proliferation of mature, cortisone-
resistant thymocytes alone. Once T cells leave the thymus, a 
variety of cytokines affect their growth and differentiation.

T cell subsets. T cells can be divided into subsets based on 
surface expression of CD4 and CD8, as well as by function in an 
immune response. CD4 and CD8 T cells were originally charac-
terized by expression of the respective antigen and association 
with functional ability. For example, human T cells expressing 
CD4 provide help for antibody synthesis, whereas cells express-
ing CD8 develop into cytotoxic T cells. The distinction is bet-
ter described as which antigen-presenting molecule is used for 
TCR interaction. Thus, CD4 T cells recognize antigen in the 
context of MHC class II molecules, and CD8 T cells recognize 
antigen presented by class I molecules (Chapter 6).

Memory T cells are divided based on expression of CD45R0, 
CCR7, CD28 and CD95 that categorize functions of cells as 
stem cell memory, central memory, transitional memory, effec-
tor memory and terminal effector cells. Early memory T cells 
have high lymph node homing and proliferation potential. Later 
stage T cells home to the periphery, are effector cells, and do not 
proliferate.40,41

T-helper (Th) cells mature in response to foreign antigens. 
Their function is dependent on the production of cytokine 
patterns, which characterize them as Th type 1 (Th1), Th2 or 
Th17.39 The precursor Th cell first differentiates into a Th0 cell 
producing interferon-γ(IFN-γ) and IL-4. The cytokine envi-
ronment subsequently determines whether Th1 or Th2 cells 
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predominate. Th1 cells produce primarily IFN-γ, IL-2, and 
TNF-α and are important in cell-mediated immunity to intra-
cellular pathogens (Chapter 26), such as the tubercle bacillus. 
Th1 cells primarily use the T-bet transcription factor. Th2 cells 
produce predominantly IL-4, -5, -6, -10, and -13, as well as IL-2, 
and predominate in immediate or allergic type 1 hypersensitiv-
ity (Chapter 46) and primarily use the Gata-3 transcription fac-
tor. IL-33 also enhances production of Th2 cytokines.39

Other populations of CD4 T cells can develop and rely on IL-
23 or -12 action upon the cells. If T cells are exposed to IFN-γ, 
they upregulate both IL-12R and -23R, which then produce 
either conventional Th1 cells or another subset, Th17, which 
produces IL-17 and is important for controlling immune cell 
activation in the GI tract (Chapter 24). Overactive function of 
this subset has been associated with autoimmunity. The Th17 
population preferentially uses the ROR γ transcription factor.

T follicular helper cells are those classically determined to 
help B cell responses in germinal centers. They are CD4+, ICOS+, 
PD-1+ and express the transcription factor Bcl-6. It is likely that 
there are other epigenetically altered T cells that allow diversity 
of function during an immune response.41 Th9 cells express the 
transcription factor, PU.1 and secrete IL-9 and are produced in 
response to TGF-B and IL-4. These cells are increased in various 
immune-related diseases.42

A minor subpopulation (<5%) of CD3+ cells in the peripheral 
blood express γδ TCR molecules. Most of these cells do not ex-
press CD4 or CD8. However, some intraepithelial lymphocytes 
that express γδ TCR also express CD8 αα homodimers in place 
of conventional CD8 αβ heterodimers (see Fig. 2.10). These 
cells, which are thymus independent, are involved in the initial 
response to bacterial antigens presented in mucosal epithelium. 
Another minor subpopulation of T cells, NKT cells (Chapter 
12), can be CD4+ or CD8+ and express a single Vα chain, Vα24, 
which recognizes glycolipids in the context of CD1a rather than 
a classical MHC molecule (Chapter 6). NKT cells express MIP-
1 α and β, have a Th1 bias, but lack Il-10 production. 43,44 The 
final subset is regulatory T cells (Treg) (Chapter 13), which oc-
cur naturally and can be induced in vitro. They are CD4+ and 
express high levels of CD25 and the transcription factor Foxp3. 
Other definitive markers remain elusive.45 Tregs are reduced in 
autoimmunity in adipose tissue during obesity and increased in 
cancer to aid in immunosuppression.

B cells and plasma cells. B cells represent 5% to 10% of the 
lymphocytes in the blood (see Table 2.4; Chapter 7). They are 
typically 7 to 10 μm in diameter and lack Gall bodies and gran-
ules. B cells express cell membrane immunoglobulin (mIg), 
the majority expressing both IgM and IgD.46 The cytoplasm is 
characterized by scattered ribosomes and isolated rough endo-
plasmic reticulum (RER). The Golgi is not prominent unless the 
cells are activated. A small minority of B cells express either sur-
face IgG or IgA. A number of other cell surface molecules are 
found on B cells, including CD19, CD20, CD23, CD40, CD72, 
CD79a and b, MHC class II, Fcγ RII receptors (CD32) and com-
plement receptors C3b (CR1a; CD35) and C3d (CR2a; CD21). 
Similar to T cells, which surround the TCR with activation ef-
fector molecules, B cell mIg associates with CD19, CD21, and 
CD81 to enhance B cell activation (Chapter 7).

Upon activation and cross-linking of surface Ig by specific 
antigen, B cells undergo proliferation and differentiation to pro-
duce plasma cells. Plasma cells are non-dividing, specialized 
cells terminally differentiated from B cells, the function of which 
is to secrete Ig. They lose expression of mIg and MHC class II 

molecules. Plasma cells (10–15 μm) are not normally found in 
the blood. They display an eccentric nucleus and a basophilic 
cytoplasm with a well-developed Golgi. The plasma cell dis-
plays parallel arrays of expanded rough endoplasmic reticulum 
(RER) that contains Ig. B cell proliferation and differentiation 
processes take place in the germinal centers of the lymph nodes.

Several cytokines influence the development of B lympho-
cytes. In vitro studies of cytokines involved in the development 
of early B-cell progenitors show that combinations of SCF (but 
not IL-3) with IL-6, IL-11 or G-CSF can maintain B-lymphoid 
potential.47 Stromal cell-dependent differentiation of fetal pro-B 
cells occurs in conjunction with Flk-2/flt-3 ligand and IL-7 and 
on several transcription factors, including PU.1, IKAROS, E2A, 
EBF, PAX5 and IRF8. Unlike in mice, in humans IL-7, is not 
absolutely required for B cell development.48

IL-4 has a variety of important effects on B-cell growth and 
differentiation. Low doses of IL-4 induce pre-B cells to differ-
entiate into B cells expressing surface membrane IgM, whereas 
higher doses of IL-4 inhibit differentiation of B cells. In mature 
B cells, IL-4 increases expression of MHC class II, CD23, and 
CD40 molecules; promotes activation and progression to the 
G1 stage of the cell cycle; enhances proliferation after stimula-
tion through the Ig receptor; and induces immunoglobulin class 
switch in human to IgG4 and IgE (IgG1 and IgE in mouse). IL-
13, which is closely related to IL-4 and has many similar effects 
on B cells.

Other cytokines, such as IL-2, -5, -6, -11, and nerve growth 
factor (NGF), act on mature B cells and can either enhance their 
proliferation or promote their differentiation into immunoglob-
ulin-secreting cells. In addition, IL-10 enhances the viability of 
B cells in vitro, increases MHC class II expression, and augments 
the proliferation and differentiation of B cells after stimulation 
through the Ig receptor or CD40. TGF-β1 is a significant switch 
factor for IgA. This cytokine induces human B cells triggered by 
mitogen to switch to both IgA1 and IgA2.

SDF-1 (stromal cell-derived factor) attracts early-stage B-
cell precursors and is a likely mechanism whereby B cells form 
islands in the bone marrow. There are at least two major pop-
ulations of B cells: B-1 in the follicular mantle and peritoneal 
cavity, and conventional B-2 cells, found in lymphoid follicles. 
The B-1 lineage predominates early in gestation and produces 
natural antibodies of the IgM isotype.47 Local expression of IgA 
plasma cell precursors in the ileum important for bacterial con-
tainment.48

Innate Lymphoid Cells
Natural killer cells. Lymphocytes that do not express a T cell 

receptor but have cytolytic or non-cytolytic function typical of 
T cells are called innate lymphoid cells see (Chapter 3). The first 
described were cytolytic natural killer cells, which comprise 
about 10% to 15% of circulating lymphocytes (see Table 2.4; 
Chapter 12). These cells are usually larger than typical lympho-
cytes (10 to 12 μm) with less nuclear material and more cyto-
plasm small lymphocytes. They possess electron-dense peroxi-
dase-negative granules and a developed Golgi apparatus.

Functional NK cells are found in the fetal liver as early as 6 
weeks gestation. Fetal NK cells express cytoplasmic CD3 pro-
teins, but no TCR rearrangements. Evidence suggests that an 
Fcγ receptor-positive cell that does not express lineage-specific 
markers (LIN−) exists in the fetal mouse thymus where it nor-
mally gives rise to T cells. However, if removed from the thy-
mus, the cells develop into CD3− NK cells. Such CD3− cells with 
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variable CD16 expression exist in human thymus and can be 
induced to proliferate, express NK-associated antigens, and ex-
hibit NK cell function in vitro. These cells also express substan-
tial levels of CD3δ and CD3ε in the cytoplasm.49

Mature NK cells in the blood do not express conventional 
antigen receptors, such as TCR or Ig, and the genes for these 
receptors remain un-rearranged. Some express FcγRIII (CD16), 
and others express CD56, an adhesion molecule. More than 
90% of these cells express CD11b but not CD27. In the tissues, 
subsets of human NK cells express variable levels of CD11b and 
CD27, which defines their function (tolerant, cytotoxic or regu-
latory). NK cells, like T cells, also express the CD2 molecule. 
NK cells express the β chain of the IL-2 receptor, CD122, which 
allows resting NK cells to respond directly to IL-2.

The function of some NK cells is to provide nonspecific cy-
totoxic activity towards virally infected cells and tumor cells 
(Chapter 25). NK cells also can kill specifically when they are 
provided an antibody. This death delivery mechanism, known 
as antibody-dependent cellular cytotoxicity (ADCC), occurs via 
binding of the antibody to the Fcγ receptor CD16. After acti-
vation, NK cells produce cytokines, such as IFN-γ, that affect 
proliferation and differentiation of other cell types, especially 
DCs. Some of the recognition molecules on human NK cells are 
activating, some are inhibiting, and some act as receptors for 
MHC class I molecules.

The ontogeny of NK cells is now better understood. Although 
they express a number of membrane antigens in common with 
T cells and share functional properties with some T cell subsets, 
suggesting a common origin, NK cells are found in fetuses be-
fore the development of T cells or the thymus. In addition, NK 
cells develop normally in nude, athymic mice. NK cells probably 
develop extrathymically, and data suggest that they can develop 
from stem cells in lymph nodes. NK cells arise from triple-neg-
ative (CD3−CD4−CD8−) precursors that are CD56+, but do not 
express CD34 or CD5. T cells, on the other hand, develop from 
“triple-negative” precursors that are CD34+CD5+CD56+. It is 
likely that T and NK cells arise from a common “triple-negative” 
precursor with the phenotype CD7+CD34+CD5+CD56+.

The cytokine receptor that determines lineage specificity is 
the α chain of the IL-2 receptor, CD25. Once CD25 is upregu-
lated, the cell is destined to become a T cell. The cytokines most 
important in the early development of NK cells are IL-15 and 
IL-7. Flt ligand and c-kit also facilitate NK cell expansion. Sev-
eral cytokines promote the growth and differentiation of mature 
NK cells. IL-2 induces proliferation and activation of NK cells. 
This probably occurs via the IL-2 receptor β chain (CD122) as 
NK cells do not express CD25. IL-2 also induces the growth of 
NK cells from precursors in bone marrow cultures. Both IL-7 
and IL-12 activate NK cells. Although IL-4 inhibits the effects of 
IL-2 or IL-7 on NK cells, it acts synergistically with IL-12 to in-
duce proliferation of CD56+ cells. IL-6, despite having no effect 
by itself, enhances NK cell activity in thymocytes cultured with 
IL-2. Finally, IL-15 is also involved in signaling NK cells for sur-
vival.50 Subsets of human NK cells develop based on responsive-
ness to TGF-β and IL-10 (tolerant), IL-12 and IGF-1 (cytotoxic) 
and TGF-β, IL-7 and IL-15.50 There is now compelling evidence 
that NK cells can form a type of memory, especially after intense 
challenge.51

Non-cytotoxic innate immune cells. Non-cytotoxic innate 
immune cells, which are similar in function to T helper sub-
sets, are divided into three main groups: ILC1, ILC2, and IL 
3. These groups are defined by the cytokines they produce.52,53 

IlC-1 cells are non-cytotoxic Lin− cells that produce INF-γ and 
TNF-α. ILC2’s produce Th2 cytokines, such as Il-4, Il-5, Il-9 and 
Il-13; and some produce amphiregulin. They can be driven by 
IL-33.53 ILC3’s produce IL-17A, IL-17F, IL-22, GM-CSF, and 
TNF-α. ILC3 are the most heterogeneous subset. They express 
CCR6 and CD117 and can be divided based on expression of 
the NCR Nkp44. The role of these cells in normal host function 
and responses to chronic inflammatory stimuli and cancer indi-
cates that their roles are multifaceted.

KEY CONCEPTS
Tissues of the Immune System

1. Stem cells proliferate and mature into effector cells in the primary 
lymphoid organs, which include bone marrow and thymus.

2. Mature immune cells reside, undergo additional maturation, and gen-
erate immune responses in the secondary lymphoid organs.

3. Spleen and lymph nodes comprise the systemic immune system, 
which functions to protect the body from antigens in the lymphatic 
drainage and in the blood stream.

4. The mucosal immune system (respiratory, gastrointestinal, and geni-
tal) and the skin and adipose tissues have unique features that differ-
entiate the immune system at these sites from the systemic immune 
sites, including the mucosal associated lymphoid tissue (MALT).

5. Commensal organisms at mucosal surfaces are an important compo-
nent of the immune response at these sites. 

MAJOR LYMPHOID ORGANS
The primary lymphoid organs are sites where lymphocytes dif-
ferentiate from stem cells and proliferate and mature into effec-
tor cells. From birth to old age, these functions are carried out 
only in the bone marrow and the thymus.

Bone Marrow
The bone marrow provides the environment necessary for   
the development of most of the white blood cells of the body   
(Fig. 2.2). At birth, most bone cavities are filled with actively di-
viding blood-forming elements known as “red” marrow. By 3 to 
4 years, however, the tibia and femur become filled with fat cells, 
limiting their role in hematopoietic development. The ribs, ster-
num, iliac crest and vertebrae remain 30% to 50% cellular and 
produce hematopoietic cells throughout life.1

Main components of the bone marrow include blood ves-
sels, cells, and extracellular matrix. The production of cells from 
HSC occurs in areas separated by vascular sinuses. The walls of 
the surrounding sinus contain a layer of endothelial cells with 
endocytic and adhesive properties. These specialized endothe-
lial cells of the sinuses probably produce type IV collagen and 
laminin for structural support via CXCL-12 (SDF-1) interac-
tions. These cells also elaborate colony-stimulating factors and 
IL-6. The outer wall of the sinus is irregularly covered with re-
ticular cells, which branch into areas where cells develop and 
provide anchors by producing reticular fibers. Megakaryocytes 
lie against this wall, touching the endothelial cells.

A functional unit of marrow, called a spheroid, contains 
adipocytes, stromal cell types and macrophages. These reticu-
lar cell networks compartmentalize the developing progeni-
tor cells into separate microenvironments called hematons. 
Osteoblasts and osteoclasts regulate production of progenitor 
cell expansion.4
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The kind of distribution of stem and progenitor cells across 
the radial axis of the bone suggests that the HSC are next to 
the bone surface, whereas the more mature progenitor cells 
are nearer the central venous sinus, which facilitates release of 
mature cells. The production of new progenitor cells from stem 
cells occurs as a result of interactions between stem cells and 
stromal cells. Given the right stimulus, most of the progeny pro-
liferate and differentiate further, which may result in migration 
from the bone marrow. In migrating, the cells become detached 
from stromal elements and progress toward the central sinus.

Control of hematopoiesis is regulated by both positive and 
negative cytokines and by up- and downregulation of various 
adhesion molecules (Chapter 16) in committed progenitor 
cells. The molecules involved include the fibronectin recep-
tor, glycoproteins IIb and IIIa, ICAM-1 (CD54), LFA-1 (CD11, 
CD18), LFA-3 (CD58), CD2, and CD44. Adhesion molecules 
on stromal cell surfaces include fibronectin, laminin, ICAM-1 
(CD54), types I, III, and IV collagen, and N-CAM. The most 
clearly established role for adhesion molecules involves fibro-
nectin, which allows erythroid precursors to bind to stromal 
cells and thus facilitates progression from erythroblast to reticu-
locyte. Molecular signals important for the HSC niche include 
N-cadherin that regulates osteoblastic interactions with HSC, 
Wnt/B catenin signals important for self-renewal of HSC, VEGF   
important for coupling osteoblasts with vascular endothelial 
cells and PDE2, an inflammatory mediator that can increase 
HSC numbers

Accessory cell populations in bone marrow regulate many 
aspects of hematopoiesis, both positively and negatively. The 
upregulation of growth of the earliest progenitor cells is me-
diated by cytokines. For example, macrophages produce IL-1, 
which then induces stromal cells to express growth factors such 
as GM-CSF, IL-6, and IL-11. However, downregulation can oc-
cur at any stage. For example, T cells regulate hematopoiesis by 
producing factors that act on early erythroid progenitor cells, 
BFU-E. CFU-E, which are later progenitors, are fully differenti-
ated by erythropoietin. By contrast, activated T cells produce 
factors that suppress BFU-E and CFU-E in vitro.

Cells in the bone marrow were originally characterized by 
morphology. The predominant types are those of the myeloid 
lineage, which account for about 50% to 70% of the cells. Red 
blood cell precursors represent from 15% to 40% of the total 
cells. Other lineages exist in lower proportions (<5%). With 
the advent of cell surface antigen markers and flow cytometry, 
a more precise delineation could be made (Fig. 2.3). Thus, we 
now know that of the mature leukocytes in the bone marrow, 
approximately 70% are CD3+, CD14+, CD20+, or CD11b+.

Both memory T and B cells return to the bone marrow after 
generation. These are designated as Lin+. Of the Lin− cells, about 
6% are CD33+ and primarily of myeloid lineage. A Lin−CD71+

population comprises about 18% of the total and is mostly of the 
red blood cell lineage.

Thymus
The thymus is located below the sternum and in the mediasti-
num. This bi-lobed organ develops from the third and fourth 
pharyngeal pouches and is endodermal in origin. It is orga-
nized into a loose lobular structure. Areas in each lobe consist 
of a cortex of rapidly dividing cells and a medulla that contains 
fewer, but more mature, T cells (Figs. 2.4 and 2.5). This arrange-
ment has long suggested a scenario for differentiation where 
cells progress from the cortex to the medulla.

Non-lymphocyte cells play very important site-specific roles 
in development of T cells. Epithelial cells are scattered through-
out the thymus. Depending on their location, they are known as 
nurse cells, cortical epithelial cells, or medullary epithelial cells. 
Macrophage-type cells and interdigitating cells that are bone-
marrow derived are located at the junction between cortex and 
medulla and are involved in T-cell selection.

Enlarged, activated T-cell precursors from the bone marrow 
begin by colonizing the subcapsular region of each lobe. These 
are actively proliferating and can self-renew. Selection begins 
when their progeny encounter MHC class II molecule-bearing 
cortical epithelial cells. A further education process probably 
occurs by interaction with macrophage-like cells found at the 
cortico-medullary junction and in the medulla.
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FIG. 2.2 Bone marrow with erythroid precursors (circled red), myeloid precursors (circled yellow), megakaryocytes (M), sinusoids (S), 
and fat cell (FC).
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FIG. 2.4 Thymus showing medulla (M), cortex (C), Hassel corpuscle (H), trabecular (T), and mature adipose (A).
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FIG. 2.3 Flow cytometry cytogram of normal human bone marrow based on CD45 expression and light side scatter. This technique 
separates out the majority of marrow cells, including nucleated red blood cells (NRBC), myeloblasts (MB), and lymphoblasts (LB).



29CHAPTER 2 Organization of the Immune System

Thymus nurse cells, found in the cortex, were originally 
thought to contribute to the thymic education of T cells. Be-
cause large numbers of thymic cells (50 to 200) can be found 
inside each nurse cell, it was believed that these structures pro-
vided an environment where selection and expansion could oc-
cur. There is now evidence that secondary rearrangement of Vα
can also occur in these structures.54

A structure known as Hassall corpuscle, which consists of 
concentric whorls of epithelial cells, is found in the medulla. Its 
function remains unclear. The Hassall medullary epithelial cells 
contain secretory granules, and this network of cells may be ac-
tive in the production of thymic hormones. For example, thy-
mic stromal lymphopoietin (TSLP) plays a role in production 
of dendritic cells that select T regs in the thymus.55 In the fetus, 
these bundles of cells are widely scattered but become larger as 
the thymus matures. The center cells eventually become keratin-
ized and die.

The thymic differentiation process (Chapter 9) involves rear-
rangement of functional TCR, surface expression of CD3, and 
both positive and negative selection that allows only a small 
percentage of T cells to survive. Pre-T cells in the thymus ex-
press CD2, CD5, and CD7, as well as activation antigens such as 
CD38 and the transferrin receptor (CD71). Pre-T cells express 
intracytoplasmic CD3 and exhibit rearrangements in the TCR-β
chain. Successful rearrangement of TCR-α allows the cell to 
progress to the next stage of development with functional TCR 
and CD3 on the cell surface.36

Most cells in the thymus (85%) express both CD4 and CD8 
on their surface, termed the “double-positive” stage, as well as 
CD1 and CD69, an activation marker. CD69 is expressed until 
the cell reaches the single-positive stage, where it expresses ei-
ther CD4 or CD8, but not both. T cells are CD45RO+ at the dou-
ble-positive stage into the single-positive stage. Prior to leaving 
the thymus, CD45RO is downregulated and CD45RA appears. 
Mature thymocytes lose CD1 expression and either CD4 or 
CD8 expression. Most of these mature cells are also negative for 
activation molecules (CD38 and CD71). However, they acquire 

an adhesion molecule, CD44, which is necessary for homing. 
Upon completion of this process of thymus selection and edu-
cation, mature CD4 or CD8 T cells leave the thymus and enter 
the peripheral circulation via the post-capillary venules at the 
cortico-medullary junction.

After birth and during childhood, the thymus continues to 
grow and to select and educate T cells. This process promotes 
the development of a robust and diversified repertoire. Prior to 
puberty, however, the thymus begins to involute. The rapidly di-
viding cortex is the first to atrophy, leaving medullary areas in-
tact. The sensitivity of cortical thymocytes to hormone-induced 
death probably accounts for the involution, although human 
thymocytes are less sensitive to glucocorticosteroids than are 
murine thymocytes. However, an increase in steroids reduces 
immature thymocyte numbers and enhances thymus involu-
tion. Recent evidence suggests that active TCR rearrangements, 
and hence T cell development, continue in the adult thymus, 
albeit at a lower level than during childhood. There is an age-
associated decline in new T cell production, such that by age 75 
the ability to make new T cells in humans is severely reduced.

Peripheral Development of Hematopoietic and 
Lymphoid Cells
Although most of the key steps during the growth and de-
velopment of hematopoietic and lymphoid cells occur in the 
bone marrow and thymus, additional maturation steps occur 
after the cells leave those tissues. For example, monocytes and 
dendritic cell precursors migrate from blood vessels into tis-
sues where they mature into macrophages and dendritic cells, 
respectively. There is recent evidence for a tissue-associated 
macrophage that is fetal in origin. Mast cells and eosinophils 
also undergo further differentiation in resident tissues. After 
leaving the bone marrow and thymus, B and T cells undergo 
further maturation and memory cell development in second-
ary lymphoid organs. There is strong evidence that some T 
cells, particularly γδ T cells residing in mucosal epithelium, 
do not develop in the thymus.

Medulla

Cortex

FIG. 2.5 Thymus CD1a immunostain. Cortical thymocytes are extensively positive; medullary thymocytes are focally positive.
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SECONDARY LYMPHOID ORGANS
Secondary lymphoid organs are sites where mature lympho-
cytes reside and where immune responses are generated. Sec-
ondary lymphoid organs belong to either the systemic or muco-
sal immune systems. The systemic immune system includes the 
spleen and lymph nodes and functions to protect the body from 
antigens in the lymphatic drainage and circulating in the blood-
stream. The mucosal immune system responds to antigens that 
enter through mucosal epithelium and plays an important role 
in the inductive phase of the immune response. Unique features 
differentiate the mucosal immune system from the systemic im-
mune system (Chapter 24). These include efferent, but not affer-
ent, lymphatics, a specialized FAE involved in antigen sampling 
at the mucosal surface (Fig. 2.6), specialized dendritic cells that 
rapidly process and present antigens to initiate antigen-specific 
immune responses, unique distribution and subsets, and an en-
vironment that promotes class switching to IgA.

Systemic Immune System
Spleen
The human spleen is surrounded by a capsule of fibrous tissue 
with many trabeculae traversing from the capsule into the tissue 
of the spleen. These trabeculae branch and anastomose, form-
ing a complex framework of lobules. Splenic blood vessels enter 
and exit through the hilum of the spleen and branch into small-
er vessels within the trabeculae. Splenic tissue is supported by 
a fine network of reticular cells and fibers, called the reticulum, 
which connects and supports the trabeculae, blood vessels, and 
capsule.

The lobules of the spleen can be functionally divided into 
two compartments, the red pulp and the white pulp. The largest 
compartment is the red pulp, which contains numerous venous 
sinuses situated between arteries and veins. Blood is filtered 
through these sinuses, which contain many macrophages that 
phagocytose senescent red and white blood cells, bacteria, and 
other particulate material. Other leukocytes are found in the 
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FIG. 2.6 Colon. Shown is a mucosal lymphoid follicle containing a germinal center (GC) and mantle layer (M). Follicle associated   
epithelium is labeled (FE).

red pulp, including neutrophils, eosinophils, and lymphocytes, 
particularly plasma cells.56

The white pulp consists of lymphoid tissue surrounding 
central arterioles, which are branches of trabecular arteries. 
The human spleen is structurally different from rodent spleens 
in that there is no central organization of follicles and the cen-
tral artery.56 Rather, a T cell-predominant area is found im-
mediately surrounding a central arteriole, the so-called peri-
arteriolar lymphoid sheath (PALS). The PALS contains both 
CD4 and CD8 T cells. It is punctuated at intervals by B-cell-
predominant areas, termed follicles or so-called malpighian 
corpuscles. These B-cell-predominant areas include both pri-
mary and secondary follicles. Primary follicles consist of only 
a mantle zone, without germinal centers, whereas secondary 
follicles contain an inner germinal center in addition to the 
outer mantle zone (Fig. 2.7). Within the mantle zone are pre-
dominantly resting B cells, which express surface IgM/IgD and 
CD23 (FcεRII). It is within germinal centers that immuno-
globulin class switch, affinity maturation through somatic mu-
tation, and the development of memory B cells occurs. Germi-
nal centers are more prevalent at younger ages and diminish 
with aging. CD4 T cells play a key role in B-cell responses 
through CD40L and other interactions. The signaling that 
occurs through this interaction is central to B-cell activation 
and class switching. In addition to activated B cells and CD4 
T cells, the germinal center contains FDCs and macrophages.

At the interface between white pulp and red pulp is an ana-
tomical location known as the marginal zone, which receives 
blood from branches of central arterioles opening into this 
region. The marginal zone contains T cells, as well as subsets 
of macrophages and B cells. Marginal zone B cells (MZB) are 
distinct from follicular B cells. They express surface IgM, but 
only low levels of IgD and no CD23. The initial encounter of T 
cells and B cells with antigen occurs in the marginal zone after 
blood enters through branches of the central arteriole. Antigen 
presentation is enhanced by MZB cells, which are important in 
T-cell-independent responses.
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FIG. 2.7 Spleen showing trabecular containing central arteriole (CA) with associated periarteriolar lymphoid sheath (PS) and follicles 
containing germinal centers (GC), mantle layer (MN), and marginal zone layer (MG). R, Red pulp.

Lamina propria lymphocytes

Epithelial cells Intraepithelial lymphocytes

FIG. 2.8 Ileum with intraepithelial lymphocytes and lymphocytes within the lamina propria.

Lymph Nodes and Lymphatics
Lymph nodes occur as chains or groups located along lymphatic 
vessels. Lymph nodes exist in two major groups: those that drain 
the skin and superficial tissues (e.g., cervical, axillary, or ingui-
nal lymph nodes), and those that drain the mucosal and deep 
tissues of the body (e.g., mesenteric, mediastinal, and periaortic 
lymph nodes). Lymph nodes are oval structures surrounded by 
adipose tissue with an indentation at the region of a hilus, where 
blood vessels enter and leave the node (Fig. 2.8). A lymph node 
is surrounded by a fibrous capsule contiguous with trabeculae 

traversing the node (Fig. 2.9). Blood vessels and nerves, which 
enter through the hilum, branch through these trabeculae to the 
various parts of the node. Immediately beneath the capsule is a 
subcapsular (marginal) sinus. Afferent lymph vessels enter into 
this sinus opposite the hilum. Dendritic cells process antigen 
encountered in the skin and migrate into lymph nodes from af-
ferent lymphatics through the subcapsular sinus and into the 
lymph node. Lymph nodes vary in size, from barely visible in an 
unstimulated state to several centimeters in size when undergo-
ing an active immune response.
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CD3

GC

FIG. 2.10 Tonsil CD3 immunostain highlighting T cells predominantly within the interfollicular regions and scattered within germinal 
centers (GC).
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FIG. 2.9 Tonsil structure showing epithelium (E), follicles containing germinal centers (GC) and mantle layer (ML), trabecular (T), and 
crypts (C).

A lymph node is divided into two major regions, the cortex 
and the medulla. The cortex contains numerous primary and 
secondary lymphoid follicles, each approximately 0.5 mm in di-
ameter, similar to those in the spleen. Surrounding the lymphoid 
follicles in the cortex is the paracortical region, which contains 
mostly T cells along with some macrophages and dendritic cells. 
Both CD4 and CD8 T cells are present, as are macrophages and 
B cells (Figs. 2.10–2.13). Accessory cells, including interdigitat-
ing dendritic cells, present peptide antigens in association with 
MHC molecules to the TCR on T cells to activate the T cells (see 
Chapter 10). Additional accessory molecules (e.g., B7 [CD80] or 

LFA-3 [CD58]) on the accessory cell, and their ligands (CD28 
or CD2, respectively) on the T cell, provide important co-stim-
ulatory signals required for activation of the T cell. Other sur-
face antigens, particularly adhesion molecules such as LFA-1 
(CD18) and ICAM-1 (CD54), stabilize cellular interactions, as 
well as providing additional signals between cells.

In the center of the lymph node, beneath the cortex, lies the 
medulla, which is divided into medullary cords. Surrounding 
the medullary cords are medullary sinuses that drain into the 
hilum. B and T cells migrate from the follicles and paracortical 
region to the medulla. Medullary cords contain T cells, B cells, 



33CHAPTER 2 Organization of the Immune System

GC

E

C
T

FIG. 2.11 Tonsil CD4 immunostain highlighting follicular helper T cells within germinal centers (GC), and within the interfollicular re-
gions. C, Crypt; E, epithelium; T, trabecular.
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FIG. 2.12 Tonsil CD8 immunostain highlighting T cells predominantly within the interfollicular regions. C, Crypt; E, epithelium; GC, 
germinal center; T, trabecular.

and macrophages, as well as a large number of plasma cells that 
produce immunoglobulin, which drains into medullary sinuses 
that empty into the hilum. Efferent lymphatic vessels leave the 
hilum carrying lipids and antibodies together with mature B 
and T cells that migrate to other tissues and act as memory B 
and T cells. The lymphatic vessel system serves to carry lympho-
cytes derived from various tissue spaces through the network of 
lymph nodes and eventually to the thoracic duct.

Lymphatic capillaries are lined with lymphatic epithelial 
cells that serve as valves to move lymph fluid, cells, and nutri-
ents around the body. These epithelial cells express high levels 
of TLR4, which means they can be activated after LPS deliv-
ery to increase lymphaniogenesis.57 Lymph from the nodes is 

drawn into the left subclavian vein and back into the circula-
tion. Cancer cells found in lymph nodes may take advantage of 
this system to seed the body. This system of transport develops 
early in gestation with both lymphatic muscle cells for propul-
sion and valves that regulate unidirectional lymph flow. Lymph 
also serves as a carrier of lipids and the endothelial cells that line 
the lymphatics are responsive to metabolic signals.57 Lymph also 
is recognized as a major carrier of exosomes that may facilitate 
communication between lymphoid organs.58

Gastrointestinal Tract
The organized mucosa associated lymphoid tissue (MALT)   
of the gastrointestinal system is termed the gut-associated   
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lymphoreticular tissue (GALT). It is composed of Peyer patches, 
cecal and rectal patches, and isolated lymphoid follicles. Iso-
lated lymphoid follicles and cecal and rectal patches are found 
throughout the lamina propria and are similar to an individual 
follicle of a Peyer patch. Peyer patches consist of variably sized 
aggregates of closely associated lymphoid follicles located in the 
intestinal lamina propria, occurring predominantly in the ileum 
(Fig. 2.14). These structures arise during fetal life; their full   
development, with follicles containing germinal centers, does 
not occur until several weeks after birth, presumably in re-
sponse to antigenic stimulation. Their number and size increase 
until puberty and decline thereafter, similar to the thymus.
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FIG. 2.14 Lymph node showing capsule (C) with outer connective tissue (CT), cortex containing follicles with germinal centers (GC), 
and mantle layer (MN), paracortex (PC), sinusoids (S), and subcapsular sinuses (SS).

CD20
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FIG. 2.13 Tonsil CD20 immunostain highlighting B cells predominantly within germinal centers (GC), and scattered within the interfol-
licular regions.

Virtually all Peyer patch follicles have germinal centers that 
contain activated B cells, FDCs, CD4 T cells, and tingible-body 
macrophages (so called because of their appearance after they 
have phagocytosed cellular debris). Many of the B cells within 
Peyer patch germinal centers express surface IgA, and it is be-
lieved that this is where IgA class switch occurs. An inter-fol-
licular region contains predominantly CD4 and CD8 T cells, as 
well as dendritic cells, macrophages, and some B cells.

The diffuse tissue of the gastrointestinal tract consists of two 
components: the lamina propria and intraepithelial lymphocytes 
(IEL) (Fig. 2.15). The lamina propria is located immediately   
beneath the epithelium. It contains large numbers of B   
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FIG. 2.15 Ileum showing Peyer patches comprised of lymphoid follicles (F).
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FIG. 2.16 Adipose. The nucleus of a mature fat cell (N), a blood vessel (V), and a macrophage (M) are shown.

lymphocytes and plasma cells. A key effector function of the 
lamina propria is the secretion of antibodies, primarily IgA. IgM 
represents only 10% to 18% and IgG 3% to 5% of all Ig pro-
duced. Two IgA subclasses occur, IgA1 and IgA2. IgA1 repre-
sents greater than 90% of IgA in the respiratory tract and greater 
than 60% in the lamina propria of the small intestine.51 IgA2 
increases in the lower ileum and becomes predominant in the 
colon and rectum.

Adipose Tissue
In light of the obesity epidemic, adipose tissue has received re-
newed scrutiny, which has led to the realization that immune 
cells play central roles in adipose homeostasis and in obesity-
associated chronic inflammation (Fig. 2.16). Macrophages are a 

central component, switching from M2 type to M1 type during 
obesity. In lean adipose tissue there are numerous T regs, ILC2s 
and few CD8 T cells, which reverses during obesity when in-
flammation increases.59,60

Epithelial Innate Immunity and Commensal Organisms
It has become clear that epithelial cells have autologous immune 
capacity and that this property is conserved among epithelial 
tissues in the body. This immune capacity functions to reinforce 
the epithelial barrier, stimulate crosstalk within the epithelium, 
recruit underlying immune cells within the stromal connective 
tissue, and initiate repair of epithelial damage. In particular,   
the communication between the epithelium and underlying   
immune cells, including T cells, B cells, dendritic cells, and   
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macrophages, facilitates the coordination of a tissue and in-
flammatory response that ultimately can protect the epithelium 
from external damage (Fig. 2.17).

In some sense, the epithelium is a bidirectional immune me-
diator of antigens on one side and host on the other. The epithe-
lium has multiple sensors that alert the cells to environmental 
insults that range from the biologic (bacteria and viruses) to the 
non-living challenges (pollutants and allergens). These sensors 
include pattern associated molecular pattern (PAMP) receptors 
such as toll-like receptors (TLRs) and nucleotide binding and 
oligomerization domain (NOD) receptors (see Chapter 3).61,62

Binding of these receptors triggers the epithelial cell produc-
tion of cytokines and chemokines, hormones, anti-microbial 
peptides, MHCII expression and antigen presentation, mucous, 
carbohydrate moieties, and the transport of IgA.61 Many of these 
products play an important role in signaling both neighboring 
cells as well as the underlying stromal immune system to offer 
a rapid and immediate response to the triggering entity. Addi-
tionally, there is some evidence that the induction of the innate 
immune response of the epithelium can epigenetically rewire 
the epithelium resulting in the enhancement of epithelial repair 
upon seeing the insult additional times

All epithelial surfaces live in symbiosis with over 1000 dif-
ferent species of viruses, bacteria, protozoa, and fungi that to-
gether outnumber human cells by a factor of 10. Collectively 
called the commensal microbiota (Chapter 22), these organisms 
are essential to the development, maturation, organization, and 
regulation of both the epithelium and the underlying immune 
system at mucosal surfaces.63 The commensal microbiota gener-
ates a large number of metabolites that have significant effects 
on both the cells and their functional state and can affect regula-
tion of differentiation, production of cytokines and anti-micro-
bial products, and epithelial barrier function.64

Both the epithelium and mucosal immune cells express 
receptors for these metabolites. Examples of these metabo-
lites include single chain fatty acids (SCFAs), pyruvate, and 
lactate.64 These essential interactions activate and prime both 
innate and specific immune responses such as production of 

IgA, induction of regulatory T cells, and stimulation of anti-
inflammatory cytokines.64 Microbial metabolites induce me-
tabolite reactive mucosal-associated T cells (MAIT) that are 
located through all mucosal surfaces.65 Once activated, the T 
cell can respond to local cytokines produced by the epithelium 
as well as other environmental cues. Thus, the types and quan-
tities of microorganisms present at a mucosal surface are an 
important component of the mucosal immune response.66–68

New Modalities to Study Immune System Development 
and Function
Two new modalities have recently altered the landscape of knowl-
edge on the immune system: single cell sequencing and induced 
pluripotent stem cell (iPSC)-derived immune cells. Advances 
in next generation sequencing have overcome a critical barrier 
in characterization of the immune system and have allowed the 
immune system to be investigated at the single cell level. Many 
discoveries using single-cell transcriptomics combined with fluo-
rescent activated cell sorting (FACS) are now resolving immune 
cell heterogeneity, and what was once believed to be well-defined 
immune populations are now seen as a compilation of distinct 
cellular subsets that segregate by function yet express overlap-
ping phenotypic markers. This new approach is indicating that 
immune cell function is very dependent on environment and 
tissue context. Using iPSC derived technology, various hemato-
poietic and immune cells can be successfully generated from a 
pluripotent precursor. iPSC cultures can provide a constant and 
continuous production of immune cells from the same genetic 
individual. These cells are easily amenable to genetic manipula-
tion and, upon stimulation, can produce many immune effectors 
such as cytokines and chemokines. Applications towards custom-
ized immune therapies using iPSC derived hematopoietic cells 
are in their infancy. Both single-cell genomics and iPSC-derived 
immune cells help define key processes in immune cell differenti-
ation and maturation, understand hematopoiesis, and ultimately 
contribute to predicting immune cell function. These approaches 
hold promise to advance the fundamental knowledge of the   
human immune system.
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FIG. 2.17 Skin. Keratinocytes (K), Langerhans cells (LC), and melanocytes (M) are shown.
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1. Understanding how stem cells self-renew will be a key to exploiting 
them for gene therapy.

2. Exploiting innate and acquired immune cell function will require an 
understanding of subpopulations of cells and the manner in which 
they are induced.

3. Generation of new T and B cells later in life might prolong quality of 
life in the aged.

4. The role of adipose tissue in HSC development in the bone marrow 
and control of inflammation in obesity will be fundamental to control-
ling the obesity epidemic.

5. Exploiting interactions between the mucosal immune system and 
commensal populations is likely to improve health, prevent inflamma-
tion, and allow less antibiotic use.

6. The role of lymphatics in transportation of lymphocytes and exo-
somes will be crucial for spreading immunologic information; inflam-
mation and cancer spread might be reduced by controlling inflamma-
tion of the lymphatics. 
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• Composed of barriers to the environment (e.g., skin), antimicrobial 
peptides and proteins, cells (e.g., neutrophils), and soluble factors 
(e.g., cytokines, chemokines and complement).

• Provides the initial immune response to microbes and primes the 
adaptive immune system.

• Differentiates between pathogens and commensals.
• Pathogen detection is mediated by germline-encoded pathogen rec-

ognition receptors (PRRs) that recognize invariant microbial structures 
known as pathogen-associated molecular patterns (PAMPS).

• Has a form of memory termed “trained immunity,” whereby activa-
tion can modulate subsequent innate immune responses to unrelated 
stimuli or infections. 

Innate immunity is the first line of host defense against infec-
tion. All living organisms are continually exposed to microbes. 
For example, the human gut is colonized by trillions of com-
mensal bacteria, fungi, and viruses (Chapter 22). The innate 
immune system must accommodate commensal microbes yet 
recognize and respond to pathogens. Potentially life-threaten-
ing infections can result from naturally occurring defects in the 
innate immune response (Chapter 3).

A defining characteristic of innate immunity is its existence 
before microbial exposure. Innate immune responses are in-
duced rapidly by microbes and precede the development of 
adaptive immune responses. The adaptive immune system is 
characterized by the tremendous diversity of its receptors and its 
antigen ligands. The innate immune system responds to a more 
limited set of antigens that are typically essential and invariant 
structural components specific to microbes. These microbial 
components are known as pathogen-associated molecular pat-
terns (PAMPs). They include microbial cell wall components 
and nucleic acids. PAMPs are recognized by pattern recognition 
receptors (PRRs), and they are highly potent and effective in ini-
tiating inflammatory responses.

“Trained immunity” refers to the phenomenon of enhanced 
innate immune responses following microbial exposure.1 This 
increase in host resistance to reinfection can provide “cross-
protection” against other infectious agents. For example, mac-
rophages and natural killer (NK) cells can expand and contract 
their cell populations, upregulate genes involved in pathogen 
recognition and presentation, and secrete cytokines that aug-
ment the antimicrobial activity of bystander cells. Thus, there 
is an appreciation that the adaptive and innate immune systems 
have certain similar characteristics.

KEY CONCEPTS
The Innate Immune System

BARRIERS TO INFECTION

Skin and Mucosa
The epithelial layers of the skin (Chapter 23) and the linings 
of the gastrointestinal (GI) (Chapter 24), genitourinary (GU), 
and respiratory tracts provide a mechanical barrier to micro-
bial entry and thus play an essential role in host defense. The 
stratum corneum of the skin is the first barrier encountered by 
microbes. The skin is persistently colonized with numerous mi-
crobes. Thus, an intact physical barrier is essential to prevent 
activation of the immune system under nonpathological con-
ditions. Key cellular components of the skin’s immune barrier 
include keratinocytes, dendritic cells (DCs), macrophages, T 
lymphocytes, and mast cells. These cells express a wide variety 
of pathogen recognition receptors and secrete a broad range of 
cytokines, chemokines, and antimicrobial proteins and pep-
tides (APPs) that mediate inflammatory responses to infection. 
Genetic disorders of the skin that compromise skin integrity, 
such as epidermolysis bullosa (Chapter 63), can result in life-
threatening infections.

Skin disorders that impair barrier function, such as atopic 
dermatitis (AD) (Chapter 48) or eczema are common. Filaggrin 
(FLG) is a key structural component of the outermost layer of 
the epidermis. Loss of function variants in filaggrin (R510X, 
2282del4) is estimated to be present in up to 50% of patients 
with AD. FLG mutations are a risk factor for the development of 
early-onset AD and thus for sensitization to food and environ-
mental allergens via increased permeability of allergens, leading 
to allergic rhinitis and asthma (Chapter 43) (the atopic march). 
Eczematous skin can lead to reduced expression of APPs and 
increased susceptibility to cutaneous bacterial (e.g., Staphylo-
coccus, Streptococcus) and viral (e.g., herpes) infections.

The luminal surfaces of the intestines are sites of continual ex-
posure to numerous microbes. Intestinal epithelial cells (IECs) 
(Chapter 22) protect against infection by forming a physical 
barrier through tight junctions and by producing mucus (goblet 
cells) and APPs. IECs express apical junction complexes, includ-
ing E-cadherin, ZO-1, claudin, and occludin, which function to 
form a tight monolayer that prevents penetration by bacteria.2

A breakdown in epithelial gut homeostasis can lead to inflam-
matory bowel diseases (e.g., Crohn disease, ulcerative colitis) 
(Chapter 75) and increased susceptibility to bacterial infection.

Influenza viruses and respiratory syncytial viruses replicate 
in airway epithelial cells, leading to cell death and inflamma-
tion. The subsequent impaired barrier function of the airways 
can lead to increased susceptibility to secondary invasive bacte-
rial infections by Streptococcus pneumoniae and other pyogenic 
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TABLE 3.1 Epithelial Antimicrobial 
Proteins and Peptides

Antimicrobial 
Peptide Source

Target 
Organism

Dermicidin Eccrine sweat glands Broad spectrum
Psoriasin Keratinocytes, sebocytes G−

RNase 7 Keratinocytes Broad spectrum
RNase 5/angiogenin Keratinocytes Candida albicans
Cathelicidin (LL-37) Keratinocytes, sebocytes G+, G−

BPI Epithelia-oral, GI, urogeni-
tal tract

G−, (G+, fungi)

hBD-1 Keratinocytes, sebocytes G−

hBD-2 Keratinocytes, sebocytes G−

hBD-3 Keratinocytes Broad spectrum
hBD-4 Keratinocytes G+, G−

SLPI Keratinocytes Broad spectrum
Elafin Keratinocytes Broad spectrum
Adrenomedullin Keratinocytes, hair 

follicles, eccrine/apo-
crine sweat glands, 
sebocytes

G+, G−

MIP-3α/CCL20 Keratinocytes Broad spectrum
Lysozyme Keratinocytes, sebocytes, 

hair bulb cells
G+, G−

Lactoferrin Milk, saliva, tears, nasal 
secretions, neutrophils

Broad spectrum

BPI, Bactericidal/permeability-increasing protein; CCL, chemokine ligand; G+, 
gram-positive; G−, gram-negative; GI, gastrointestinal; hBD, human β-defensin; MIP, 
macrophage inflammatory protein; RNase, ribonuclease; SLPI, secretory leukocyte 
peptidase inhibitor.

TABLE 3.2 Neutrophil-Derived 
Antimicrobial Proteins and Peptides (APPs)

Neutrophil APP Granule Type Target Organism

Lysozyme Azurophil, 
specific

G+, G−

Azurocidin Azurophil, 
secretory

G+, G−, Candida albicans

Elastase Azurophil G+, G−

Cathepsin G Azurophil G+, G−

Proteinase 3 Azurophil G+, G−

BPI Azurophil G−, (G+, fungi)
α-Defensins (HNP-1 

to -4)
Azurophil G+, G−, fungi, viruses

Cathelicidin (hCAP-18) Specific G+, G−, mycobacteria
Lactoferrin Specific G+, G−, fungi, viruses
SLPI Specific G+, G−, Aspergillus fu-

migatus, C. albicans
NGAL Specific G+, G−, fungi
Lysozyme Azurophil, 

specific
G+, G−

Azurocidin Azurophil, 
secretory

G+, G−, C. albicans

Elastase Azurophil G+, G−

Cathepsin G Azurophil G+, G−

BPI, Bactericidal/permeability-increasing protein; G+, gram-positive; G−, gram-
negative; hCAP, human cathelicidin antimicrobial protein; HNP, human neutrophil 
peptide; NGAL, neutrophil gelatinase-associated lipocalin; SLPI, secretory leukocyte 
peptidase inhibitor.

bacteria. Inflammatory bowel diseases also result in impaired 
barrier functions of the small and large intestines, which can 
be associated with increased translocation of bacteria across gut 
mucosa, potentially leading to serious infection.

CLINICAL RELEVANCE
Innate Immunity: Barriers

• Barrier function is an underappreciated component of the innate   
immune system.

• Barriers include the epithelial layers of the skin and the gastrointesti-
nal, respiratory, and genitourinary tracts.

• Defects in barriers (e.g., epidermolysis bullosa and atopic dermatitis) 
increase the risk of infection.

• Production of antimicrobial peptides and proteins at barrier sites helps 
prevent microbial invasion. 

Antimicrobial Proteins and Peptides
Among the APPs produced by the skin and by the epithelia of 
the gastrointestinal, genitourinary, and respiratory tracts are 
bactericidal/permeability-increasing protein (BPI), defensins
(β-strand peptides connected by disulfide bonds), and catheli-
cidins (linear α-helical peptides) (Table 3.1).3 Most APPs have 
a net positive charge, which enhances their affinity for nega-
tively charged microbial cell membranes. Binding of APPs to 
microbes can permeabilize microbial membranes, leading to 
their destruction.

BPI is a ~55-kilodalton (kDa) cationic and hydrophobic pro-
tein with high affinity for the lipid A region of lipopolysaccharide   

(endotoxin). It is found in neutrophil primary (azurophilic)   
granules and is also inducible in epithelial cells. BPI shields 
against gram-negative bacteria via its microbicidal, opsonic, and 
endotoxin-neutralizing properties.4 Neutralization of endotoxin 
may serve to limit inflammatory responses to gram-negative 
bacteria.

Some APPs, such as lysozyme (Lz), have enzymatic activities, 
which cleave peptidoglycans found in bacterial cell walls. Other 
APPs bind to and compete for nutrients, a form of so-called nu-
tritional immunity. Lactoferrin (Lf), for example, binds iron, a 
nutrient essential to bacterial survival.4

Defensins are classified by the linking pattern of cysteines 
and their sizes. Alpha-defensins are expressed in neutrophils 
and Paneth cells of the small intestine (Chapter 22), whereas 
β-defensins are expressed by mucosal surface epithelia, includ-
ing those of skin, eyes, and the oral, urogenital, and respira-
tory tracts. Defensins exhibit broad specificity of antimicrobial 
activity against bacteria, mycobacteria, fungi, parasites, and 
viruses (Table 3.2). They have also been shown to enhance an-
tigen uptake and processing, and to stimulate the chemotaxis 
of monocytes, macrophages, and mast cells.5 The expression of 
several of the defensins is constitutive. For others, inflamma-
tory stimuli (bacterial products, proinflammatory cytokines) 
will increase defensin expression (human neutrophil proteins 
1–3 and human β-defensin-2). Given the increasing incidence 
of antibiotic-resistant bacteria, there is great interest in the 
potential uses of APPs as treatment for bacterial infections 
and infections with multidrug-resistant organisms.6 Exog-
enous administration of APPs may be most effective in those   
with reduced APP expression; for example, in the setting of 
neutropenia.7
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KEY CONCEPTS
Humoral Innate Immunity

• Chemokines and cytokines are essential mediators.
• Cytokine influences are both redundant and pleotropic.
• Due to the risk of collateral tissue damage, cytokine synthesis is tight-

ly controlled.
• Acute phase reactants are induced by cytokines and promote opso-

nization of microbes.
• The acute phase reactant C-reactive protein (CRP) is induced by IL-6.
• The CRP plasma level can be used to monitor infections and   

inflammation.
• The complement system protects against a wide variety of microbes. 

KEY CONCEPTS
Humoral Innate Immunity: Complement

HUMORAL INNATE IMMUNITY

The Acute Phase Response
A variety of soluble proteins found in plasma help recognize 
PAMPs and function as mediators of innate immunity. The cy-
tokines tumor necrosis factor-α (TNF-α) and interleukin-1β
(IL-1β) (Chapter 14) induce production of acute phase reac-
tants in hepatocytes, including members of the pentraxin fam-
ily (e.g., serum amyloid A [SAA], serum amyloid P [SAP], and 
C-reactive protein [CRP]). These pentraxins bind to compo-
nents of the bacterial cell wall. TNF-α and IL-1β also induce 
production of IL-6 (Chapter 14) from mononuclear phago-
cytes, endothelial cells, and fibroblasts. IL-6 is another potent 
inducer of acute phase reactants, including CRP and fibrino-
gen. An opsonin is a molecule, including an antibody, that can 
enhance phagocytosis by marking an antigen for an immune 
response or marking dead cells for recycling. CRP, SAA, and 
SAP function as opsonins. They can bind phosphorylcholine 
and phosphatidylethanolamine expressed on bacteria and 
apoptotic cells, thereby enhancing phagocytosis by marking 
these bacteria and apoptotic cells as targets for macrophages.

Lipopolysaccharide-binding protein (LBP) is an acute phase 
reactant synthesized by the liver in response to gram-negative 
bacterial infections. LBP binds to LPS and subsequently forms 
a complex with CD14, TLR4, and MD-2, which functions as a 
high-affinity receptor for LPS.

Mannose-binding lectin (MBL) is a member of the calcium-
dependent (C-type) lectins (collectins) produced by the liver in 
response to infection. MBL binds to carbohydrates with terminal 
mannose and fucose residues that are expressed on microbial cell 
surfaces.8 MBL can bind to the C1q receptor on macrophages to 
enhance phagocytosis and can activate the complement system 
(Chapter 40) via the lectin pathway (discussed below).

Surfactant protein A and surfactant protein D are collectins 
expressed in the lung and can bind a variety of microbes and in-
hibit their growth.6 They also function as opsonins that promote 
ingestion by alveolar macrophages.

Finally, ficolins are plasma proteins capable of binding to 
several types of bacteria and can activate complement.

• Defects in early complement cascade components paradoxically pro-
mote both immune deficiency (invasive infections with encapsulated 
bacteria) and autoimmunity (lupus-like syndromes).

• Defects in late complement cascade components (C5–9) promote 
susceptibility to meningitis due to Neisseria meningitidis.

• Defects in C1 inhibitor protein (or function) underlie hereditary angio-
edema.

• Defects in factor H are associated with membranoproliferative   
glomerulonephritis, hemolytic–uremic syndrome, and age-related 
macular degeneration.

• Defects in mannose-binding lectin (MBL) create susceptibility to bac-
terial infection in individuals with comorbid conditions (e.g., chemo-
therapy, cystic fibrosis). 

microbe. C1 is composed of the C1q, C1r, and C1s subunits. 
These form multimeric complexes that recognize IgM or IgG 
bound to microbial surfaces. C1r and C1s are serine proteases. 
Activated C1s generates a C3 convertase composed of C4b and 
C2b (C4b2b) bound to the microbial surface. C3 convertase 
cleaves C3, generating C3b. C3b binds covalently to C4b2b, 
generating C5 convertase. C5 convertase then activates the 
late steps of complement activation, leading to assembly of the 
membrane attack complex (MAC) and subsequent cytolysis 
(Fig. 3.1).

The alternative pathway is initiated by small amounts of C3b, 
which are spontaneously generated in plasma. C3b that remains 
unbound to a cell surface is rapidly hydrolyzed and inactivated. 
C3b bound to a microbe becomes a binding site for factor B. 
Bound factor B is cleaved by factor D, generating factor Bb that 
binds covalently to C3b, forming the AP C3 convertase, which 
activates the later steps of complement activation, as in the   
CP (see Fig. 3.1).

The lectin pathway is activated by MBL or ficolins binding to 
microbial surfaces. MBL then binds to MBL-associated serine 
proteases (MASPs)-1, -2, and -3. MASP-2 cleaves C4 and C2 
to activate the complement cascade, as in the CP (see Fig. 3.1).

Complement components also function as opsonins. 
Complement-coated microbes can be phagocytosed via 
complement receptors on phagocytes. Complement receptor 
type 1 (CR1) is a high-affinity receptor for the C3b and C4b 
fragments of complement and mediates the internalization 
of C3b- and C4b-coated particles. On erythrocytes, CR1 me-
diates clearance of immune complexes from the circulation. 
Complement type 2 receptor (CR2, also known as CD21) is 
expressed on B cells (Chapter 7) and follicular dendritic cells 
(FDCs) (Chapter 6). It binds C3 proteolytic fragments, in-
cluding C3d, C3dg, and iC3b. CR2 augments humoral im-
mune responses by enhancing B-cell activation by antigen 
and by promoting trapping of antigen–antibody complexes 
in germinal centers.10 Epstein-Barr virus (EBV) can use CR2 
as a receptor, thereby allowing EBV to enter B cells. Com-
plement receptor 3 (CR3) is composed of a heterodimer of 
CD18 and CD11b and is expressed in polymorphonuclear 
neutrophils (PMNs), monocytes, and macrophages. CR3 
binds to iC3b bound to the surface of microbes, leading to 
phagocytosis and destruction of the pathogen. Activation 
of complement via the AP can greatly enhance monocyte-
generated TNF-α elicited by gram-positive bacteria, such as 
group B streptococcus.

The Complement System
The complement system comprises a collection of plasma pro-
teins activated by microbes (Chapter 40). It helps mediate mi-
crobial destruction and inflammation.9 Complement activation 
can occur via three pathways: the classical pathway (CP), the 
alternative pathway (AP), and the lectin pathway (LP).

In the classical pathway, complement C1 detects immuno-
globulin M (IgM), IgG1, or IgG3 bound to the surface of a 
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There are multiple regulatory proteins within the comple-
ment pathways (see Fig. 3.1). C1 esterase inhibitor (C1INH) 
binds to, and inhibits, the enzymatic functions of C1r and C1s 
within the CP.11 Properdin stabilizes C3bBb complex, increas-
ing the life span of the AP C3 convertase. Conversely, factor 
H inhibits the formation of and degrades C3bBb complexes. 
Factor I inactivates C3b. CD55 (decay accelerating factor) 
and CD59 are cell surface, glycophosphatidylinositol (GPI)-
linked proteins that block complement-mediated cytolysis by 
inhibiting formation of C3bBb complex and binding of C9 to 
C5b678 complex, respectively. Paroxysmal nocturnal hemo-
globinuria, an acquired defect in the PIGA gene that causes a 
deficiency of GPI-linked proteins, is the result of absent cell 
surface expression of CD55 and CD59 that leads to hemolytic 
anemia caused by complement-mediated lysis of red blood 
cells (RBCs).

Complement Deficiency Diseases
Deficiencies of early components of the complement pathway 
are associated with invasive bacterial infections caused by en-
capsulated organisms (Chapter 40). Lack of early components 
of the complement pathway are also associated with rheumatic 
disorders, including a lupus-like syndrome that may be caused 
by impaired immune complex clearance, impaired clearance 
of apoptotic cells, and loss of complement-dependent B-cell 
tolerance (Chapter 52). Deficiency of factor I is also associated 
with increased incidence of invasive infection with encap-
sulated bacteria (Chapter 27), as well as glomerulonephritis 
(Chapter 68) and autoimmune disease (Chapter 40).

Deficiency of C1INH protein and function, either heredi-
tary or acquired, leads to hereditary angioedema (HAE) or ac-
quired angioedema (AAE) (Chapter 40). C1INH inhibits C1, 
factors XIa and XIIa, and kallikrein. Dysregulation of these 
cascades leads to generation of vasoactive products that result 
in angioedema. Deficiencies of late components of comple-
ment, including C5 through C9, as well as factors B, D, and 
properdin create susceptibility to meningococcal infections.12 

Deficiency of factor H function is associated with membrano-
proliferative glomerulonephritis (Chapter 68), hemolytic–ure-
mic syndrome, and age-related macular degeneration (AMD) 
(Chapter 74). Deficiency of MBL is associated with increased 
susceptibility to bacterial infections in infancy and particu-
larly in individuals with other comorbid conditions, such as 
cystic fibrosis.

• While short lived, polymorphonuclear leukocytes (neutrophils) are the 
most abundant and earliest cells of the innate immune system to re-
spond to infection.

• Several days later in an infection, monocytes and macrophages pre-
dominate.

• Activated neutrophils, monocytes, and macrophages kill phagocy-
tosed bacteria with reactive oxygen intermediates and antimicrobial 
peptides and proteins (APPs).

• Dendritic cells take up and present foreign antigens and thus link the 
innate to the adaptive immune system.

• Natural killer (NK) cells can kill infected or malignant cells without prior 
activation.

• Mast cells are found at the interface between the host and the envi-
ronment, are first responders to microbes, and recruit other inflamma-
tory cells. 

KEY CONCEPTS
Cellular Innate Immunity

CELLULAR INNATE IMMUNITY

Polymorphonuclear Leukocytes
PMNs are the most abundant leukocyte (Chapter 39). They 
have a short life span of ~6 hours in circulation, and in the 
healthy adult, ~109 PMNs are produced per hour. PMNs are 
readily identified by light microscopy by segmented nuclei di-
vided into 3 to 5 lobules. Their cytoplasm contains four types 
of granules: azurophilic (or primary), specific (or secondary), 

Classical pathway Lectin pathway Alternative pathway
Microbial carbohydrates

MBL and ficolins
Mannose

MASP1, 2, 3
C4b2b

C3 convertase

CD55 C3 cleavage

C4b2b3b C3bBb3b Factor I, H

C4, C2

C5 convertase
C5 C5

C5b

C5b-9CD59

Antigen–antibody Microbial surfaces

C3bFactor B

Factor D

C3bBb
C3 convertase

Properdin

C3Antibody

C1q, r, s
Y

C4, C2 C4a, C2a

FIG. 3.1 Complement Activation Pathways. The classical complement cascade is activated by antibody bound to microbial surfaces, 
which is a binding site for the C1 complex. The alternative pathway is activated by the binding of spontaneously generated C3b to 
microbial surfaces. Microbe-bound C3b binds factor B, which is converted to factor Bb, forming a C3 convertase. The lectin pathway 
is activated by the binding of mannose-binding lectin (MBL) to mannose residues on microbial surfaces. MBL binds MBL-associated 
serine proteases, which bind and cleave C4 and C2, forming a C3 convertase.
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anti-inflammatory functions and promote healing. M2 macro-
phages have been shown to inhibit T-cell activation through pro-
duction of IL-10 and transforming growth factor-β (TGF-β).14

Recently, animal models evaluating SARS-CoV infection 
in macaques has demonstrated that antibodies against the S 
protein of SARS-CoV can activate FcγR on M2 macrophages 
in the lung, triggering an exaggerated inflammatory response 
from classically anti-inflammatory M2 macrophages. This hy-
perinflammatory response is characterized by the production 
of large quantities of IL-6 and IL-8 (CXCL-8), and recruitment 
of inflammatory cells to the lungs, leading to acute lung injury 
(ALI), diffuse alveolar damage (DAD), and death.15 Thus, in 
certain inflammatory conditions, even anti-inflammatory M2 
macrophages can contribute to tissue damage.

Neutrophil and Macrophage Microbicidal Mechanisms
Microbicidal Molecules
Activated PMNs and macrophages kill phagocytosed bacteria 
by releasing microbicidal molecules both extracellularly and 
within phagolysosomes. Microbes are detected by pattern rec-
ognition receptors, as well as by Fc and complement C3 recep-
tors. Bacteria are internalized into phagosomes. Phagosomes 
fuse with lysosomes containing proteolytic enzymes (e.g., elas-
tase, cathepsin G) to form phagolysosomes.

Reactive Oxygen Intermediates
Activated PMNs and macrophages produce ROIs, which are 
toxic to microbes. ROIs are produced by phagocyte-derived nic-
otinamide adenine dinucleotide phosphate (NADPH) oxidase, 
a multisubunit enzyme. NADPH oxidase consists of five sub-
units, p22phox, p40phox, p47phox, p67phox, and gp91phox. 
This phagocyte oxidase is activated following engulfment of 
opsonized bacteria (oxidative burst). Genetic defects in com-
ponents of the NADPH oxidase complex create susceptibility to 
invasive infections with bacteria and fungi (chronic granuloma-
tous disease), as well as impaired wound healing (Chapter 39).

A variety of stimuli activate the phagocyte oxidase complex, 
including the complement fragment C5a; formylated peptides, 
such as FMLP (N-formyl-methionine-leucine-phenylalanine); 
LTB4 (leukotriene B4); PAF (platelet-activating factor); and 
pattern recognition receptors, such as TLR4. Upon cellular ac-
tivation, p40phox, p47phox, and p67phox are phosphorylated 
and recruited to cellular membranes, where they associate with 
membrane-bound gp91phox and p22phox (flavocytochrome 
b558) and GTP-bound Rac1 (monocytes) or Rac2 (PMNs). The 
activated enzyme generates superoxide radicals, which are then 
converted to hydrogen peroxide by superoxide dismutase. Hy-
drogen peroxide is combined with halide ions by myeloperoxi-
dase to generate hypohalous acids, which are toxic to bacteria.

The phagocyte oxidase complex also generates an environ-
ment within the phagolysosome conducive to proteolytic en-
zyme activation. The oxidase functions as an electron pump 
that generates an electrochemical gradient across the phagoly-
sosomal membranes, which is compensated by the movement 
of ions into the vacuole. This results in the increase in vacuolar 
pH and osmolarity required for activation of the antimicrobial 
proteases elastase and cathepsin G.16

Neutrophil Extracellular Traps
In addition to phagocytosis of microbes, release of neutrophil 
extracellular traps (NETs) is another mechanism employed by 
neutrophils to neutralize and kill a variety of pathogens, including 

• Severe neutropenia (<500/μL) creates susceptibility to overwhelming 
bacterial infection, regardless of whether it is primary or secondary.

• Defective production of reactive oxygen intermediates leads to chron-
ic granulomatous disease, which is marked by:
• Susceptibility to invasive bacterial and fungal infections, and
• Impaired wound healing.

• Myeloperoxidase deficiency is asymptomatic in the majority of affected 
individuals.
• Candidal infections (mucocutaneous and invasive) have been   

reported. 

KEY CONCEPTS
Defects in Neutrophil Number or Function

gelatinase, and secretory. PMN granules contain a wide variety 
of APPs with a broad spectrum of antimicrobial activities (see 
Table 3.2). Azurophilic granules contain enzymes, such as pro-
teinase 3, cathepsin G, and elastase, as well as α-defensins and 
BPI. Specific granules contain lactoferrin and the proforms of 
cathelicidin peptides. Gelatinase granules are rich in gelatinase 
and are a marker of terminal neutrophil differentiation. Secre-
tory granules contain a variety of receptors that are inserted into 
the cell membrane upon activation. Exocytosis of these recep-
tors convert PMNs into cells more responsive to inflammatory 
stimuli. PMNs are the earliest responders to infection. Those not 
recruited to sites of infection undergo apoptosis and are cleared 
by the reticuloendothelial system. Individuals with severely low 
numbers of neutrophils (<500 cells/μL) are susceptible to over-
whelming bacterial infections.

Monocytes and Macrophages
Mononuclear phagocytes include monocytes and macro-
phages. Monocytes originate in bone marrow and migrate into 
the peripheral circulation. CD14+ monocytes are efficient in 
phagocytosis and in the production of reactive oxygen inter-
mediates (ROIs) and proinflammatory cytokines in response 
to a wide variety of microbial stimuli. A subset of monocytes 
with low CD14 expression (CD14dim), but expressing CD16, 
is associated with vascular endothelia and appears to be spe-
cialized for response to viruses and nucleic acid–containing 
immune complexes. This subset may also be involved in the 
pathogenesis of autoimmune disorders.13 CD14+ monocytes 
enter tissues where they mature into macrophages.

Distinct macrophage populations in different tissues are giv-
en specific names, including Küpffer cells in the liver, alveolar 
macrophages in the lungs, osteoclasts in bone, and microglia 
within the brain. Macrophages differ from PMNs in that they 
are not terminally differentiated and can proliferate at sites of 
infection. They are longer-lived than PMNs and are the pre-
dominant innate immune cell several days after an infection.

Macrophages display considerable plasticity in their functions, 
depending on the cytokine milieu. Classically activated macro-
phages (M1) are induced by Th1 cytokines, like interferon-γ
(IFN-γ), TNF-α, and bacterial products, leading to enhanced 
killing of phagocytosed microbes. M1 macrophages secrete 
higher amounts of TNF-α, IL-1α, IL-1β, IL-6, IL-12, and IL-23, 
and lower amounts of IL-10. M1 macrophages can cause ROS-
induced tissue damage and impair tissue regeneration and 
wound repair. In contrast, alternatively activated macrophages 
(M2) are induced by Th2 cytokines (e.g., IL-4, IL-13) and have   
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bacteria, fungi, parasites and viruses.17 NETs are extracellular, 
web-like structures composed of decondensed chromatin im-
bedded with a variety of cytosolic and granule proteins. These 
proteins include neutrophil elastase, myeloperoxidase, calpro-
tectin, cathelicidins and defensins. The composition of NETs 
may vary, depending upon the stimulus. NET release is trig-
gered by a cell death process, termed NETosis.17 Generation of 
reactive oxygen species (ROS) is critical in generation of NETs 
and neutrophils from patients with chronic granulomatous dis-
ease (CGD), who are unable to generate ROS, are unable to pro-
duce NETs, likely contributing their susceptibility to invasive 
bacterial and fungal infections.

A variety of signaling pathways trigger NETosis, including 
TLR2, TLR4, TLR7, TLR8, Dectin2, complement receptor 3, Si-
glec-14, FcγRIIIb and receptor for advanced glycation endprod-
ucts (RAGE).17 NETosis is typically triggered by larger, difficult 
to phagocytose, pathogens, such as fungal hyphae. NETosis is a 
tightly regulated process and excessive NET formation has been 
shown to induce lung damage in pulmonary fungal infections. 
In addition, it is hypothesized that NETs may contribute to the 
pathogenesis of autoimmune diseases, such as rheumatoid arthri-
tis (Chapter 53) and systemic lupus erythematosus (Chapter 52).

Reactive Nitrogen Intermediates
Macrophages produce reactive nitrogen intermediates in re-
sponse to microbes. Nitric oxide (NO) is produced by induc-
ible nitric oxide synthetase (iNOS). Expression of iNOS is 
induced by activation of Toll-like receptors (TLRs), and ex-
pression is augmented further by IFN-γ.18 iNOS catalyzes the 
conversion of arginine to citrulline, releasing diffusible nitric 
oxide gas. Within phagolysosomes, NO combines with hydro-
gen peroxide or superoxide to produce peroxynitrite radicals, 
which contribute to microbial killing. Although ROIs and NO 
are effective antimicrobial agents, they are nonspecific and are 
also capable of inducing damage to host tissues.

Dendritic Cells
Dendritic cells (Chapter 6) have long membranous extensions 
for surveying the local environment and are highly phagocytic. 
They link innate to adaptive immune responses after activation 
by microbes. DCs express a variety of PRRs, which allow them 
to respond to microbes by phagocytosis and cytokine secre-
tion. Activated DCs rapidly take up antigens and then home to 
draining lymph nodes where they localize to T-cell zones. Dur-
ing their migration to lymph nodes, DCs mature and become 
efficient antigen-presenting cells (APCs). Once in the lymph 
node, DCs express high levels of costimulatory molecules, such 
as B7 and IL-12p70, and present antigen to naïve T cells, induc-
ing their differentiation into effector T cells (Th1 T cells). Plas-
macytoid dendritic cells (pDCs) are specialized for response to 
viral infection and secrete large amounts of type 1 IFNs.

One subset of DC characterized by CD11chighCD103+ expres-
sion in the lamina propria of the small intestine (Chapter 24) 
facilitates the differentiation of regulatory T cells (Chapter 13) 
in a retinoic acid– and TGF-β–dependent manner. Such DC 
subsets may play a role in the development of tolerance to com-
mensal bacteria (Chapter 22).

Natural Killer Cells
NK cells are derived from common lymphoid progenitor cells 
and constitute 5% to 20% of mononuclear cells in the periph-
ery (Chapter 12). They do not express somatically rearranged 

antigen receptors. Target cells are identified using germline 
DNA-encoded receptors. NK cells are divided into two subsets, 
CD56brightCD16− and CD56dimCD16+, which have different func-
tions. CD56dim NK cells account for roughly 90% of NK cells in 
the periphery and express the low-affinity Fcγ receptor (CD16), 
which mediates antibody-dependent, cell-mediated cytotoxicity 
(Chapter 8). CD56bright NK cells are poorly cytotoxic but pro-
duce large amounts of cytokine and represent the majority of 
NK cells in peripheral lymphoid organs. NK cells are a major 
source of IFN-γ, which augments the microbicidal functions of 
macrophages. Conversely, NK cells are primed by IL-15 derived 
from DCs and IL-12 or IL-18 derived from macrophages, dem-
onstrating the regulatory interactions that occur between NK 
cells and other cells of the immune system.

NK-cell function is regulated by a delicate balance between 
signals generated by inhibitory and activating receptors. NK 
cells possess the ability to recognize and kill infected or ma-
lignantly transformed cells, while leaving healthy host cells 
unharmed. Inhibitory receptors on NK cells recognize class I 
major histocompatibility complex (MHC) molecules expressed 
on most healthy cells in the body, preventing NK-cell activation.

NK inhibitory receptors include three families of receptors: 
heterodimers composed of CD94 and NKG2A, the Ig-like tran-
scripts (i.e., ILT-2), and the killer cell Ig-like receptor (KIR) 
family (Chapter 12). The immunoreceptor tyrosine-based in-
hibition motifs (ITIMs) in their cytoplasmic tails recruit phos-
phatases (Src homology region 2 [SH2] domain-containing 
phosphatase-1 [SHP-1], SHP-2, and SHIP [SH2-containing 
inositol polyphosphate 5-phosphatase]), which oppose the ef-
fects of kinases activated by activating receptors. When NK cells 
encounter host cells expressing MHC class I molecules, protein 
tyrosine phosphatases are activated, reducing signaling down-
stream of activating receptors and opposing NK-cell activation 
(Fig. 3.2).

NK cells also possess activating receptors. CD16 mediates 
antibody-dependent, cell-mediated cytotoxicity and natural 
cytotoxicity receptors (e.g., NKp46, NKp30, NKp44, NKG2D, 
CD94/NKG2C, 2B4). Activating receptors are linked to mol-
ecules (e.g., CD3-ζ, FcR-γ, or DAP12) that contain immunore-
ceptor tyrosine-based activation motifs (ITAMs). Upon ligand 
binding, tyrosine residues within ITAMs are phosphorylated by 
Src family kinases. The tyrosine phosphorylated ITAMs serve 
as binding sites for the activation of other protein tyrosine ki-
nases, such as Syk and ZAP-70, which activate downstream ef-
fector molecules in a signaling cascade. Infection of host cells 
with some viruses can lead to reduced MHC class I expression 
(Chapter 5), thereby reducing viral antigen presentation to T 
cells. Reduced expression of MHC class I by infected cells pro-
motes activation of NK cells, which then kill infected cells. Con-
comitantly, ligands for activating receptors are expressed by the 
infected cell, also leading to NK-cell activation and killing of the 
infected cell.

NK cells play an important role in immunosurveillance 
against tumors (Chapter 80). In humans, NK-cell receptors that 
mediate tumor recognition include NKp46, NKp30, NKp44, 
DNAM-1 (DNAX accessory molecule-1), and NKG2D. Ligands 
expressed on target cells include MHC I-related chain (MIC)-A, 
MICB, unique long 16-binding proteins (ULBP), poliovirus re-
ceptor (PVR), and nectin-2. DNAM-1 specific ligands include 
PVR and nectin-2, which are expressed in cell lines that include 
carcinomas, melanomas, and neuroblastomas. Nectin expression 
is not specific to tumors, since nectins are expressed on normal 
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FIG. 3.2 Regulation of Natural Killer (NK) Cell Function. Upon encountering normal host cells, inhibitory receptors on NK cells that 
contain immunoreceptor tyrosine-based inhibitory motifs (ITIMs) preferentially activate phosphatases (e.g., SHP-1/2, SHIP) that send 
inhibitory signals, inhibiting NK-cell function. NK cells that encounter virally infected cells or tumor cells receive signals through activat-
ing receptors that contain immunoreceptor tyrosine-based activation motifs (ITAMs) that activate tyrosine kinases (e.g., Syk), leading 
to NK-cell activation, release of perforin and granzyme, and target cell death.

cells. DNAM-1–nectin interactions on normal cells do not result 
in NK-cell lysis because normal cells are protected by MHC class 
I expression. Conditions favoring NK cell–mediated lysis include 
tumors in which nectins are overexpressed and/or MHC class I 
expression is reduced, favoring NK-cell activation (see Fig. 3.2).

Natural killer T (NKT) cells are a small, but highly vari-
able, population of thymus-derived T cells that express NK-cell 
markers and a restricted repertoire of T-cell receptors (TCRs) 
that recognize lipids bound to the MHC-like molecule CD1d 
(Chapter 5).19 Type 1 NKT cells (also referred to as invariant 
NKT [iNKT] cells) express the invariant Vα24 and Jα28 TCR 
α chain, whereas type 2 NKT cells have a more diverse TCR 
repertoire. Mature human NKT cells can be further divided into 
three groups, CD4+CD8−, CD4−CD8−, and CD4−CD8+ subsets. 
The most completely characterized NKT antigen is the lipid 
α-galactosylceremide (α-GalCer), which is often used to acti-
vate NKT cells experimentally.

Identification of natural NKT ligands has proven difficult. 
NKT cells express perforin and granulysin and are capable of cy-
totoxic activity. NKT cells are also able to influence innate and 
adaptive immune responses through release of large amounts of 
cytokines, including IFN-γ, TNF-α, IL-4, IL-13, IL-10, and gran-
ulocyte macrophage–colony-stimulating factor (GM-CSF). In 
general, NKTs found in blood can produce large amounts of cyto-
kines, whereas NKTs in the thymus are poor cytokine producers.

Decreased NKT cell frequency and/or function may in-
crease susceptibility to some autoimmune diseases, including 
type 1 diabetes (Chapter 71) and multiple sclerosis (Chapter 66). 
Mice with NKT defects are susceptible to tumors and adoptive 
transfer of normal NKTs can provide protection against tu-
mors (Chapter 80). NKT cells may also contribute to the patho-
genesis of the airway hyperresponsiveness (AHR) in asthma 
(Chapter 43), which is dependent on IL-4 and IL-13 production 
in the airways. iNKT cells are necessary for AHR in several mu-
rine models of asthma, since NKT-deficient mice fail to develop 
AHR following allergen challenge, ozone challenge, or viral   

infection.20 iNKT cell deficiency was associated with severe 
varicella infection, demonstrating a role for iNKT cells in in-
nate antiviral immunity.

Intraepithelial Lymphocytes, B-1 and MZ B Cells, 
Innate Lymphoid Cells, and Mast Cells
Intraepithelial Lymphocytes
Barrier epithelia of skin and the GI tract contain unique types 
of lymphocytes, including intraepithelial T lymphocytes (IELs) 
and B-1 B cells (Chapter 7), which respond to commonly en-
countered microbes. Because of their more limited diversity of 
receptors, IELs can be considered part of the innate immune 
system. The main immune cell populations within the epider-
mal layer include keratinocytes, melanocytes, a type of DC 
known as the Langerhans cell, and IELs (Chapter 23).

Keratinocytes and melanocytes express a variety of PRRs, 
enabling detection of microbes, resulting in secretion of cyto-
kines that can contribute to innate immune responses through 
recruitment and activation of phagocytes. Langerhans cells form 
an elaborate network of dendritic processes that allow them to 
capture antigens that gain access to skin. Following activation 
by microbes, Langerhans cells migrate to draining lymph nodes 
and express chemokine receptor-7 (CCR7) (Chapter 15), which 
allows them to migrate to the T-cell zones within lymph nodes 
in response to the chemokine ligands CCL 19 and CCL 21 and 
present antigen to T cells.21

Intraepidermal T lymphocytes constitute roughly 2% of lym-
phocytes within the skin. This lymphocyte subset expresses a 
more restricted set of antigen receptors, which include both αβ
and γδ TCRs (Chapter 4), similar to IELs found in the intestines. 
These specialized T cells appear to be committed to recognizing 
microbial peptide antigens commonly found at epithelial surfaces 
and thus function as components of the innate immune system.

IELs are a significant component of the GI immune system 
and reside at the basolateral side of the intestinal epithelial cell 
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layer (Chapters 2 & 24). IELs are among the first immune cells to 
encounter pathogens that have breached intestinal epithelia. IELs 
consist of CD8 T cells (Chapter 12), as well as memory-effector T 
cells bearing αβ or γδ TCRs. IELs contain a greater proportion of 
TCRγδ+ cells than is found in the peripheral circulation.22

CD4+TCRαβ+ and CD8+αβTCRαβ+ IELs are MHC class II 
and class I restricted (Chapter 5), respectively. These IELs have 
likely undergone thymic selection (Chapter 9) and subsequent-
ly homed to the gut after antigenic stimulation. As such, these 
IELs are likely specific for foreign antigens.22 They have a mem-
ory phenotype and an oligoclonal TCR repertoire. IELs in the 
small intestine frequently express CD8+αα (CD4+CD8+αα or 
CD8+αβCD8+αα), a characteristic of activated mucosal T cells 
within the gut microenvironment. Upon antigenic stimulation, 
CD8+αβTCRαβ+ IELs are cytolytic and kill via granzymes and 
perforin or through engagement of Fas (Chapter 17).22

TCRγδ+ IELs emigrate from the thymus and subsequently 
take up residence in the intestinal epithelium (Chapter 24). They 
constitute approximately 10% of intestinal IELs in humans, and 
the majority expresses CD8αα. TCRγδ+ IELs recognize non-
classic MHC molecules (Chapter 5), such as thymus leukemia 
antigen or MHC class I–like molecules, MICA (MHC I–related 
chain [MIC]-A) and MICB, and may help modulate inflamma-
tory immune responses. These IELs can be cytolytic and express 
FasL. TCRγδ+ IELs can produce keratinocyte growth factor 
and promote intestinal epithelial integrity.22

B1 and Marginal Zone B Cells
The B1 and marginal zone (MZ) subsets of B lymphocytes have 
been characterized as innate-like B cells (Chapter 7). They express 
antigen receptors enriched for germline sequence. These cell 
types have been mostly studied in mice. Their identity in humans 
is less clear. B1 cells and MZ B cells can function as APCs, but un-
like conventional B cells, B1 cells and MZ B cells do not develop 
into memory B cells. B1 cells and MZ B cells share characteristics: 
(i) they are the main source of natural antibodies; (ii) they express 
high surface levels of IgM and low surface levels of IgD; and (iii) 
they are rapidly activated by microbes through pattern recogni-
tion receptors to produce large amounts of natural antibodies. 

B1 cells and MZ B cells produce IL-10 upon activation, which 
may downregulate immune responses. The natural antibodies 
produced by B1 cells and MZ B cells function as the first line of 
defense against invading microbes.

Innate Lymphoid Cells
Innate lymphoid cells (ILCs) are a heterogeneous population of 
cells. ILCs do not express rearranged antigen-specific receptors. 
This lymphoid subset includes killer ILCs (e.g., NK cells) and help-
er ILCs. Helper ILCs are further classified as ILC1, ILC2, and ILC3.

ILC1 cells express T-bet, similar to NK cells (Chapter 12), 
and produce IFN-γ but lack cytolytic activity. They are found 
mainly within tissues and are barely detectable in peripheral 
blood. Oncogene-induced murine cancer model studies suggest 
that ILC1 cells may play a role in cancer immunosurveillance.

ILC2 development is dependent on expression of the tran-
scription factor GATA-3 and produces the cytokines IL-5 and 
IL-13. ILC2 cells were first identified in mice as a source of T- 
 helper (Th2) cytokines (IL-4, IL-5, IL-13). ILC2 cells may play 
a role in anti-helminthic immunity, immune surveillance, im-
mune regulation, and wound healing. ILC2 cells have been 
shown to accumulate in the skin of patients with AD and within 
nasal polyps of patients with chronic rhinosinusitis. ILC2 cells 
produce IL-4, IL-5, and IL-13 in response to epithelial-derived 
IL-33, IL-25, and thymic stromal lymphopoietin (TSLP). The 
production of Th2 cytokines by ILC2 cells may represent an 
early step in the development of atopic disorders.

ILC3 cells express the retinoic acid receptor–related orphan 
receptor γt (RORγt) and produce IL-17 and IL-22 (Fig. 3.3). 
ILC3 cells include fetal lymphoid tissue inducer (LTi) cells, 
which drive secondary lymphoid organ development during 
embryogenesis. LTi cells can induce upregulation of adhesion 
molecules on stromal cells and the release of chemokines in-
volved in the recruitment of T and B lymphocytes and DCs to 
lymph nodes, leading to the subsequent differentiation of naïve 
T cells into effector T cells and B-cell activation and the pro-
duction of antibody-secreting cells. Postnatal ILC3 cells influ-
ence tissue homeostasis and host defense against extracellular 
organisms. ILC3-produced IL-22 induces expression of APPs by   
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FIG. 3.3 Developmental Regulation and Functions of Innate Lymphoid Cells. The development of innate lymphoid cells (ILCs) 
is regulated by master transcriptional regulators, including T-bet, GATA-3, and RORγt. Three subsets are recognized: ILC1, ILC2, and 
ILC3. ILC play roles in tumor immunosurveillance, immune regulation, wound healing, mucosal immunity, atopic disorders, psoriasis, 
and mucosal immunity.
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intestinal epithelial cells. Production of IL-17 by ILC3 cells 
likely contributes to host defense against Candida. ILC3 cells 
can also produce IL-2, GM-CSF, TNF-α, and leukemia inhibi-
tory factor (LIF). Production of GM-CSF by splenic ILC3 cells 
is believed to promote survival and activation of splenic neutro-
phils. A significant population of ILC3 cells have been found in 
lesional skin of patients with psoriasis.

Mast Cells
Mast cells (Chapter 44) are components of innate immunity 
that are also commonly found at the interface between host and 
environment. They are derived from progenitors in bone mar-
row and circulate as immature precursors to the periphery. Mast 
cells take up residence and mature in skin, airways, and the GI 
tract. They are positioned to be first responders to environmen-
tal stimuli, including infectious agents. Stem cell factor (SCF, 
also known as c-kit ligand) is their main survival and develop-
mental factor.

Mast cells express TLR-1 through TLR-9 and therefore are 
capable of responding to a wide variety of pathogens. TLR-in-
duced mast-cell activation leads to production of proinflamma-
tory cytokines and chemokines. Murine models of peritonitis, 
such as cecal ligation and puncture, demonstrate that mast cells 
enhance resistance to bacterial infection. Mast cells are also well 
known for mediating allergic reactions through IgE-bound al-
lergens that are anchored by FcεRI on the mast-cell surface. 
Ligation of FcεRI leads to release of tryptase, histamine, leu-
kotrienes, prostaglandins, and cytokines, which cause type 1 
hypersensitivity reactions (Chapter 46).

ACTIVATING INNATE IMMUNITY
The innate immune response is initiated when cells of the in-
nate immune system encounter pathogens and recognize them 
by means of PRRs binding to microbial molecules (e.g., lipo-
polysaccharide, DNA, RNA). These interactions activate sig-
naling pathways that lead to the production of secreted factors 
involved in the inflammatory response, including chemokines 
(Chapter 14) and cytokines (Chapter 15). Characteristics of cy-
tokines include pleiotropism (e.g., the ability to activate a variety 
of responses on multiple cell types) and redundancy. Cytokines 
can function locally and distantly and can affect the production 
of other cytokines. Exposure to cytokines can induce changes 
in gene expression that affect cell function (e.g., enhanced mi-
crobicidal activity or proliferation). Secretion of cytokines (IL-
1β, IL-6, TNF-α) is a transient event, thereby limiting potential 
destruction of host tissue. However, severe infections (e.g., bac-
teremia, sepsis) can result in overproduction of TNF-α, IL-1β, 
IL-6, and IFN-γ, which leads to vascular collapse, disseminated 
intravascular coagulation, and metabolic disturbances (septic 
shock) that are often fatal.

Cytokine synthesis is a transient process because the mes-
senger RNA (mRNA) of most cytokines is unstable, thus limit-
ing cytokine production. Production of certain cytokines is also 
regulated by a posttranslational process. For example, TNF-α
is a membrane-bound protein that is proteolytically cleaved by 
a membrane-associated metalloproteinase. IL-1β is a 33-kDa 
protein that is proteolytically processed by the IL-1β-converting 
enzyme caspase-1 to generate the biologically active 17-kDa 
mature IL-1β (described below).

TNF-α and IL-1β can recruit PMNs and monocytes to sites 
of infection and enhance their ability to eliminate microbes. 

• Toll-like receptors (TLRs) contain an extracellular domain with leucine- 
rich repeats (LRRs) and a cytoplasmic Toll/IL-1 receptor domain.
• The extracellular domain binds ligand.
• The cytoplasmic domain links to adapter proteins and signaling 

pathways.
• Nucleotide oligomerization domain (NOD)-like receptors are a family 

of 22 proteins.
• LRRs are used for ligand binding.
• The NOD is used for oligomerization.
• A caspase activation and recruitment domain (CARD), a Pyrin do-

main, or a baculovirus inhibitor of apoptosis (BIR) domain is used 
for initiation of signaling.

• Retinoic acid-inducible gene (RIG)-like receptors contain two N-termi-
nal CARDs for signaling and an RNA helicase domain.

• C-type lectin receptors (CLRs) contain a C (Ca2+)-type recognition   
domain.
• They mediate diverse functions that depend upon the signaling 

pathways activated.
• Scavenger receptors and receptor for advanced glycated end prod-

ucts (RAGE) are diverse groups of receptors.
• They recognize a variety of ligands.
• They mediate the uptake of oxidized lipoproteins or glycated   

proteins.
• They may be involved in atherosclerotic plaque formation. 

KEY CONCEPTS
Pattern Recognition Receptors

TNF-α and IL-1β induce expression of adhesion molecules 
(Chapter 16), such as selectins (P-selectin, E-selectin) and the 
integrin ligands, ICAMs (intercellular adhesion molecules) and 
VCAMs (vascular cell adhesion molecules), on vascular endo-
thelial cells near the sites of infection. Expression of selectins 
on vascular endothelium induces leukocyte rolling on endothe-
lium. Chemokines, such as CXCL8, activate PMNs and mono-
cyte integrins and increase their affinity for ligands (ICAMs, 
VCAMs) on vascular endothelium, allowing migration of 
PMNs and monocytes through endothelium to sites of infec-
tion. TNF-α and IL-1β both induce prostaglandin synthesis in 
the hypothalamus, which induces fever.

Pattern Recognition Receptors
Our understanding of the mechanisms by which pathogens are 
detected has increased greatly over the past decade. Pathogen 
recognition by the innate immune system leads to engulfment 
and destruction of invading pathogens, but clearance is often 
incomplete. The subsequent adaptive immune response is usu-
ally required to complete clearance.

The innate immune system expresses a wide variety of PRRs 
that mediate pathogen recognition. These include TLRs, nucle-
otide oligomerization domain (NOD)-like receptors (NLRs), 
and the retinoic acid-inducible gene-I (RIG-I)-like receptors 
(RLRs). These receptors play an essential role in initiating the 
innate immune response. Unlike T-cell and B-cell antigen re-
ceptors, PRRs are germline encoded, do not undergo somatic 
recombination, and are expressed constitutively by immune 
and nonimmune cells. PRRs recognize PAMPs, components of 
pathogens that are invariant and required for pathogen survival 
(Table 3.3). Although PRRs detect the PAMPs expressed by mi-
crobes, they may also recognize self-molecules (e.g., host nucle-
ic acids), which may underlie some autoimmune diseases such 
as systemic lupus erythematosus (Chapter 52) and rheumatoid 
arthritis (Chapter 53).
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Drosophila host defense against fungal infection, which led to 
cloning of mammalian homologues, the TLRs. Mammalian 
TLRs consist of 11 members that can recognize a wide variety of 
PAMPs. TLRs are type 1 integral membrane glycoproteins char-
acterized by an extracellular domain with varying numbers of 
leucine-rich repeats (LRRs) and a cytoplasmic signaling domain 
homologous to the IL-1 receptor (IL-1R), referred to as the Toll/
IL-1R (TIR) homology domain. The TIR domain links the re-
ceptor to adaptor proteins (e.g., myeloid differentiation factor 
88 [MyD88]) and downstream signaling molecules. This leads 
to transcription of genes that regulate inflammation (Fig. 3.4).

TLRs are widely expressed on or within cells of the im-
mune system and the epithelia. TLRs detect a wide variety of 
pathogens (see Table 3.3). They are classified into subfamilies 
based on their genetic tree. The TLR1, TLR2, and TLR6 subfam-
ily recognizes bacterial lipoproteins, whereas the TLR3, TLR7, 
TLR8, and TLR9 subfamily recognizes nucleic acids. TLR4, in 
conjunction with MD-2, recognizes lipopolysaccharide (LPS), 
TLR5 binds bacterial flagellin, and TLR11, which is functional 
in mice but probably not in humans. TLR5 recognizes a pro-
filin-like molecule of Toxoplasma gondii. However, ligand bind-
ing by TLRs can be promiscuous. For example, TLR4 can also 
bind respiratory syncytial virus F protein and pneumolysin of 
S. pneumoniae; and TLR9 binds malarial hemozoin and hypo-
methylated CpG-rich DNA.23 TLRs can also recognize endoge-
nous danger signals: for example, damage-associated molecular 
patterns (DAMPs) that include heat shock proteins. Recently, 
TLR10 was found to bind HIV gp41 and high expression of 
TLR10 was associated with enhanced HIV infection.24

The cellular localization of TLRs varies. TLR1, -2, -4, -5, -6, 
-10, and -11 are found on cell surfaces, whereas TLR3, -7, -8, and 
-9 are located within endosomes. The cell surface expression of 

TABLE 3.3 Classes of Pattern Recognition 
Receptors

Pattern Recognition 
Receptor Family Receptor Ligand

Toll-like receptors (TLRs) TLR1/2 Triacyl lipopeptides
TLR2 Zymosan
TLR3 dsRNA
TLR4 LPS, RSV glycoprotein, 

HSPs, pneumolysin
TLR2/6 Diacyl lipopeptide
TLR7 ssRNA
TLR8 ssRNA
TLR9 dsDNA, hemozoin
TLR10 HIV gp41
TLR11 Profilin-like protein

NOD-like receptors 
(NLRs)

NOD1 DAP, MDP
NOD2 MDP
CIITA ?
NAIP Legionella pneumophilia, 

flagellin?
IPAF PAMPs
NLRP1 PAMPs, MDP, microbial 

toxins
NLRP2 TBK1 (negative regulator)
NLRP3 PAMPs, toxins, DAMPs
NLRP4–14 TBK1 (negative regulator)?

RIG-like receptors 
(RLRs)

RIG-I dsRNA, ssRNA
MDA5 dsRNA, ssRNA

C-type lectin receptors 
(CLRs)

Mannose 
receptor

Bacterial carbohydrates

Dectin-1 Fungal wall glucans
Scavenger receptors SRA, SRB Oxidized lipoproteins, 

apoptotic cells
CD36, CD68, β-Amyloid

RAGE LPS, microbial DNA, 
β-amyloid

CIITA, Class II major histocompatibility complex transactivator; DAMP, damage-
associated molecular pattern; DAP, meso-diaminopimelic acid; dsRNA, double-
stranded RNA; IPAF, IL-1beta converting enzyme protease activating factor; LPS, 
lipopolysaccharide; MDA-5, melanoma differentiation-associated gene-5; MDP, 
muramyl dipeptide; NAIP, neuronal apoptosis inhibitory protein; NLRP, NOD-like 
receptor related protein; PAMP, pathogen-associated molecular pattern; RAGE, 
receptor for advanced glycation end products; RSV, respiratory syncytial virus; SR, 
scavenger receptor; ssRNA, single-stranded RNA.

Toll-like receptor
IL-1/18 receptor

Leucine-rich repeats (LRRs)
ligand binding

Toll-IL-1 receptor
domain (TIR)

Downstreaming signaling

Transcriptional activation

MyD88

Nucleus

FIG. 3.4 Toll-Like Receptors (TLRs) and Interleukin (IL)-1/-
18 Receptors Share a Common Signaling Pathway. Upon 
ligand binding, signals are transduced intracellularly by the in-
teraction of the adaptor protein MyD88 with the TIR domain of 
receptor. MyD88 interacts with IL-1 receptor associated kinase 
(IRAK)-4 through death domain interactions, activating a signal-
ing cascade, which results in transcriptional activation of genes 
involved in inflammation.

CLINICAL RELEVANCE
Innate Immunity: TLRs, CARDs, NLRs, and 
Inflammasomes

• TLRs play a non-redundant role in host defense.
• Defective TLR function (e.g., IRAK-4, MyD88 deficiency) creates 

susceptibility to invasive, pyogenic infections.
• Infection in newborns and infants is increased with TLR defects, 

suggesting the role of TLR is particularly important early in life.
• NOD2 missense mutations have been associated with Crohn disease 

and Blau syndrome.
• NLRP3 mutations are associated with Muckle-Wells syndrome, famil-

ial cold autoinflammatory syndrome, and neonatal onset multisystem 
inflammatory disease (NOMID).

• CARD9 mutations create susceptibility to chronic mucocutaneous 
candidiasis. 

Toll-Like Receptors
Toll was initially identified in Drosophila melanogaster as a re-
ceptor required for dorsal–ventral patterning. Subsequently, 
the Toll pathway was found to be an essential component of 
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TLRs, such as TLR4, which recognizes LPS, allows recognition 
of extracellular molecules released from pathogens. Endosomal 
expression of TLR3, -7, -8, and -9 allows recognition of micro-
bial nucleic acids following their uptake and degradation in pha-
golysosomes. Endosomal expression of TLR3, -7, -8, and -9 may 
prevent activation by host nucleic acids and the development of 
autoimmunity. The broad cellular expression of TLRs and their 
diverse and promiscuous agonist recognition allows detection 
of a wide variety of pathogens despite the existence of a limited 
number of TLRs.

TLR-mediated cellular responses are essential to host de-
fense. TLR activation stimulates a brief burst of macropinocy-
tosis, which results in antigen uptake at sites of infection and al-
lows antigen presentation to T cells (Chapter 6). TLR activation 
leads to production of proinflammatory cytokines (e.g., TNF-α, 
IL-6) and chemokines (e.g., CXCL8). TLR pathway engagement 
induces transcription and translation of mRNA encoding pro-
IL-1β, but production of mature IL-1β requires activation of the 
inflammasome (described below).

Production of proinflammatory cytokines recruits phagocytes 
to sites of infection and augments their antimicrobial functions. 
Production of IL-12p70 by TLR-activated DCs leads to activation 
of naïve T cells and their subsequent differentiation into effector 
Th1 cells. Presentation of foreign peptides and increased expres-
sion of MHC molecules along with expression of costimulatory 
molecules (e.g., B7–1, B7–2, IL-12p70) results in subsequent de-
velopment of adaptive immune responses. IL-12p70 stimulates 
IFN-γ production by T cells, which further augments the micro-
bicidal activities of phagocytes. Stimulation of TLR3, -7, -8, and 
-9 elicits the production of proinflammatory cytokines, as well as 
type 1 IFNs, which play a crucial role in innate antiviral immunity 
and also influence adaptive immune responses.

Engagement of TLRs activates complex signaling pathways 
that have been characterized through biochemical analyses and 
in gene-targeted mice.25–27 TLRs, IL-1R, and IL-18R share simi-
lar signaling pathways (Fig. 3.5). Upon ligand binding, the cyto-
plasmic adaptor protein MyD88 is recruited to the TIR domain 
of the receptor for all TLRs, except TLR3.
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FIG. 3.5 MyD88-Dependent and -Independent Toll-Like Receptor (TLR) Signaling Pathways. Engagement of MyD88-dependent 
TLR (TLR5) results in activation of IL-1 receptor associated kinase (IRAK)-4 and IRAK-1, IRAK-2, leading to activation of TRAF6 and 
TAK-1. Subsequently, activation of the IκB kinase (IKK) complex and MAP kinases activates NF-κB and AP1 transcription factors, re-
spectively. The transcription factor IRF5 is also activated downstream of TNF receptor–associated factor 6 (TRAF6). The TLR4 signaling 
pathway utilizes four adaptor proteins. The adaptors MAL and MyD88 are activated upon ligand interaction at the cell surface, leading 
to activation of an “early” signaling cascade through the IRAKs. Subsequently, TLR4 is internalized and a “late” signaling cascade, 
which is dependent on the adaptors TRAM and TRIF, is activated. TLR3 activates a TRIF-dependent pathway that activates RIP1 and 
TBK1/IKKι, leading to production of proinflammatory cytokines and IFN-β. TLR7, -8, and -9 are MyD88 dependent and activate the tran-
scription factors NF-κB, IRF5, AP1, and IRF7, resulting in production of proinflammatory cytokines and type 1 interferons.
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Recruitment of MyD88 leads to recruitment of IL-1 receptor 
associated kinase-4 (IRAK-4), through death domain interac-
tions. IRAK-4 activation leads to recruitment and activation of 
IRAK-1 and IRAK-2. In monocytes, IRAK-M is also recruited 
to this complex and functions as a negative regulator of signal-
ing. Both IRAK-1 and IRAK-2 activation are required for full 
activation of NF-κB and MAP kinases. IRAK activation leads 
to interaction with TNF receptor–associated factor 6 (TRAF6), 
which is an E3 ubiquitin ligase. Along with the E2 conjugating 
complex of Ubc13 and Uev1a, TRAF6 is K-63 ubiquitinated, 
recruiting TGF-β–activated protein kinase-1 (TAK-1). TAK-
1 then activates the inhibitor of NF-κB (IκB) kinase complex 
(IKK), which consists of NF-κB essential modifier (NEMO), 
IKKα, and IKKβ, leading to phosphorylation of IκB (inhibitor 
of NF-κB) proteins and their subsequent K-48 linked ubiquiti-
nation and degradation. NF-κB is subsequently released from 
inhibition, allowing translocation to the nucleus, where it me-
diates transcriptional activation of numerous genes involved in 
inflammation.

The transcription factor interferon regulatory factor-5   
(IRF-5) is also activated downstream of TRAF6 and is required 
for production of proinflammatory cytokines. TAK-1 activation 
also leads to activation of p38 MAP kinase and c-Jun N termi-
nal kinase (JNK), which then activates the AP1 transcriptional 
complex (see Fig. 3.5).

TLR signaling can proceed via multiple pathways, impact-
ing both the kinetics and nature of the subsequent innate   
response. For example, TLR4 also interacts with the adaptors 
MAL (MyD88-like adaptor protein), TRAM (translocating 
chain-associating membrane protein), and TRIF (TIR domain–
containing adaptor-inducing IFN-β (see Fig. 3.5). TLR4 initially 
recruits MAL and MyD88 to trigger “early phase” NF-κB and 
MAP kinase activation. TLR4 is subsequently endocytosed and 
trafficked to the endosome, where it forms a signaling complex 
with TRAM and TRIF, which leads to activation of TANK-bind-
ing kinase-1 (TBK-1), IKKε, and IRF-3, and “late phase” acti-
vation of NF-κB and MAP kinases. Activation of IRF3 induces 
IFN-β production.

Antiviral TLRs are located in endosomes and interact with 
an endoplasmic reticulum membrane protein called UNC93B 
(see Fig. 3.5). Upon activation, TLR3 does not recruit MyD88, 
but rather TRIF, leading to recruitment of TRAF3 and activa-
tion of TBK1, IKKι, IRF-3, and IFN-β production. TRIF also 
recruits RIP1 and TRAF6, which leads to activation of NF-κB. 
While the other antiviral TLRs, TLR7, -8, and TLR9, are MyD88 
dependent, they activate a pathway utilizing IRAK-1, IKKα, 
TRAF3, and intracellular osteopontin (iOPN), activating IRF7 
and leading to production of IFN-α.28 TLR7, -8, and -9 also uti-
lize a TRAF6-dependent pathway that leads to NF-κB/MAP ki-
nase activation. Bruton tyrosine kinase (BTK) (Chapter 33) also 
plays a critical role in TLR8- and TLR9-induced production of 
TNF-α and IL-6.

Given the ubiquitous expression of TLRs and their essen-
tial roles in detection of pathogens, it is not surprising that ge-
netic defects that impair TLR function (e.g., IRAK4 deficiency, 
MyD88 deficiency) are associated with susceptibility to infec-
tions, notably invasive, pyogenic infections (e.g., S. aureus, S. 
pneumococcus, P. aeruginosa) and herpes simplex I (defects in 
TLR3 function) (Chapter 35).29 Additionally, numerous single 
nucleotide polymorphisms (SNPs) in individual TLRs have 
been identified that have been associated with increased sus-
ceptibility to a variety of pathogens or increased susceptibility to 

autoimmune diseases (e.g., rheumatoid arthritis, systemic lupus 
erythematosus). However, in many instances the effects of these 
SNPs on TLR function is unclear and their importance in hu-
man health requires further investigation.30

The innate immune system in natura encounters intact 
pathogens that express multiple PAMPs, including bacterial 
cell wall components as well as microbial DNA and RNA. 
Thus, DCs and other phagocytes are activated through mul-
tiple PRRs. Activation of DCs through combinations of TLRs, 
such as TLR4 and TLR8, can induce synergistic production 
of Th1 cell–inducing cytokines, as well as the Th1-inducing 
ligand, Delta-4, leading to stronger Th1 differentiation of T 
cells than occurs following activation of a single TLR.31 In-
terestingly, the use of combinations of TLR agonists on virus-
sized nanoparticles containing antigen induce enhanced and 
better-sustained antibody responses in mice and nonhuman 
primates.32 Thus the use of combinations of TLR agonists as 
adjuvants in vaccines may result in enhanced efficacy of future 
vaccines (Chapter 87), as well as in immunotherapy against 
tumors (Chapter 80).

During an infection, multiple factors can mitigate TLR-in-
duced inflammation. One such factor is adenosine, an endoge-
nous purine metabolite whose levels rise during stress or hypoxia. 
Adenosine binds receptors expressed on leukocytes, leading to 
increased intracellular concentrations of cyclic adenosine mo-
nophosphate (cAMP), dampening TLR-mediated production of 
Th1-polarizing cytokines while preserving production of Th2 and 
anti-inflammatory cytokines. Anti-inflammatory/pro-resolving 
lipid metabolites, such as resolvins and lipoxins, can differentially 
regulate TLR4-mediated responses of macrophages, inhibiting 
TNF response to pure LPS but enhancing uptake, killing, and 
TNF-α production to whole gram-negative bacteria.33

Within the GI tract, the factors that maintain tolerance to 
commensal host flora while detecting/containing pathogenic 
bacteria with appropriate inflammatory responses are incom-
pletely understood (Chapter 22). The detection of common 
PAMPs in pathogenic and nonpathogenic bacteria would be an-
ticipated to activate the same inflammatory response. Neverthe-
less, the detection of commensal bacteria within the intestines 
can induce tolerance. TLR signaling can contribute to intesti-
nal homeostasis by regulating intestinal epithelial cell prolif-
eration and epithelial integrity. Expression and localization of 
TLRs in the intestinal epithelium may directly relate to their 
role in maintaining homeostasis versus inducing inflammation. 
For example, within the intestinal epithelium, TLR9 activation 
through the apical membrane induces tolerance, whereas TLR9 
activation via the basolateral membrane induces an inflam-
matory response through the canonical NF-κB pathway. Dif-
ferential spatial expression of PRR in epithelia may constitute 
a critical mechanism of distinguishing nonpathological from 
pathological bacteria that have breached intestinal epithelium.

NOD-Like Receptors
NOD-like receptors (NLRs) are cytoplasmic PRRs that are un-
related to the transmembrane PRRs. NLRs mediate detection 
of intracytoplasmic bacterial products. Among the NLRs are 
five members of the NOD family, 14 members of the NALP 
family, CIITA, IPAF, and NAIP (see Table 3.3). NLR family 
proteins possess LRRs for ligand detection; a NOD domain 
(also referred to as a NACHT domain); a domain for initia-
tion of signaling, such as caspase activation and recruitment 
domain (CARD); pyrin domains; or baculovirus inhibitor of 
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FIG. 3.6 NOD-Like Receptor (NLR), RIG-I–Like Receptor (RLR), and Inflammasome Signaling. NOD2 is activated following expo-
sure to bacterial muramyl dipeptide (MDP) and leads to dimerization and activation of RIP2, TAK1, CARD9, and the IκB kinase (IKK) 
complex. This results in inflammatory gene transcription. RLRs, like RIG-I and MDA-5, are activated by double-stranded RNA gener-
ated by intracellular, replicating viruses, inducing activation of transcription factors, including NF-κB, IRF3, and IRF7, leading to produc-
tion of proinflammatory cytokines and type 1 interferons. Inflammasomes can be activated by microbial products (PAMPs), as well 
as endogenous products released by damaged host cells (DAMPs), leading to activation of caspase 1. Active caspase 1 processes 
pro-IL-1β and pro-IL-18 into mature IL-1β and IL-18. Active caspase 1 also processes GSDMD to form pores in the cell membrane that 
allows release of IL-1β and IL-18.

apoptosis repeat (BIR) domains. NOD1 and NOD2 were the 
first NLRs identified. They detect components of bacterial 
peptidoglycan: NOD1 detects mesodiaminopimelic acid, and 
NOD2 detects muramyl dipeptide. Direct ligand binding by 
NLR has not yet been demonstrated, leaving open the possibil-
ity that detection of pathogens and other signals by NLRs may 
be indirect. Following activation, NODs oligomerize and re-
cruit the protein kinase RIP2 and CARD9 via CARD domains, 
leading to activation of NF-κB and MAP kinases, respectively 
(Fig. 3.6). NOD2 may also play a role in activation of some 
inflammasomes (described below).

In humans, missense mutations in NOD2 that impair func-
tion have been associated with susceptibility to Crohn disease. 
Conversely, missense mutations in NOD2 that lead to constitu-
tive activation of NF-κB lead to Blau syndrome, an autosomal 
dominant disorder characterized by granulomatous arthritis, 
iritis, and skin granulomas.34 Although many NLRs function as 
activators of inflammation, NLRP2 and NLRP4 were found to 
be negative regulators of innate antiviral inflammation through 
blockade of TBK1 activation, leading to inhibition of the tran-
scription factor IRF3 and inhibition of type 1 interferon pro-
duction.35 Thus, some NLRs play+ homeostatic roles in inflam-
matory responses.

RIG-I–Like Receptors
RIG-I–like receptors (RLRs) detect the presence of viral nucleic 
acids generated by intracellular, replicating viruses. The RLRs 
consist of two receptors: RIG-I and melanoma differentiation-
associated gene-5 (MDA-5). Both have two N-terminal CARDs 
and an RNA helicase domain and mediate virus-induced type 

1 IFN expression in fibroblasts and conventional DCs. A third 
RLR, laboratory of genetics and physiology 2 (LGP2), lacks the 
N-terminal CARD domains and plays a role in repression of 
signaling. RIG-I and MDA-5 are activated by double-stranded 
RNA (dsRNA) generated during viral replication with distinct 
specificities for viral recognition. RIG-I detects Orthomyxoviri-
dae, Rhabdoviridae, Paramyxoviridae, and Flaviviridae, where-
as MDA-5 detects Picornaviridae, Caliciviridae, and Corona-
viridae. Polyinosine:cytosine (poly I:C) is a nonspecific dsRNA 
analogue used experimentally to activate TLR3 and RIG-I/
MDA-5. Relatively short poly I:C (<1 kb) is recognized prefer-
entially by RIG-I, whereas long poly I:C (>1 kb) is preferentially 
recognized by MDA-5.23

dsRNA-induced activation of RIG-I and MDA-5 induc-
es their association with a mitochondria-associated adaptor 
known as interferon-β promoter stimulator-1 (IPS-1) or mito-
chondrial antiviral signaling protein (MAVS) through CARD 
domain interactions. Downstream effectors include TBK-1 
and IKKι, which activate IRF3 and IRF7, leading to produc-
tion of type-1 interferons (see Fig. 3.6). It is worth noting that 
live bacteria are more effective inducers of STAT-1, type I IFN, 
and inflammasome pathways compared with killed organisms, 
a property that may reflect the importance of bacterial RNA   
to innate recognition of live infection.36 Some viruses have   
developed strategies to circumvent innate immune responses. 
For example, the coronavirus that causes severe acute respirato-
ry syndrome (SARS-CoV) expresses a protein encoded by open 
reading frame-9b (ORF-9b), which targets the MAVS signalo-
some. ORF-9b causes the degradation of MAVS, TRAF3, and 
TRAF6, inhibiting host cell interferon production.37
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into Th17 T cells, which play a critical role in antifungal immu-
nity (Chapters 11 and 28). Activation of Syk induces generation 
of ROIs, which can activate the NLRP3 inflammasome, leading 
to processing of pro-IL-1β to mature IL-1β. The importance of 
CLR function in antifungal immunity is demonstrated by inac-
tivating mutations in Dectin-1 and CARD9 that lead to chronic 
mucocutaneous candidiasis, as well as invasive fungal infections 
in the case of CARD9 deficiency.39

Mincle (macrophage inducible C-type lectin) recognizes 
α-mannans and glycolipids and associates with the FcRγ
chain. Upon ligand binding, Syk is recruited to the ITAM of 
FcRγ, leading to cellular activation. Mincle also binds the en-
dogenous nucleoprotein SAP130, which is exposed by dead 
cells. The Mincle-mediated response to dead cells leads to in-
filtration of PMNs into damaged tissue and may contribute to 
tissue repair.

Other CLRs, such as DCIR (DC-inhibitory receptor), possess 
an inhibitory ITIM motif. DCIR is expressed on myeloid cells, 
DCs, and B cells. DCIR inhibits TLR8-induced IL-12p70 and 
TNF-α production by myeloid DCs and TLR9-induced IFN-α/β
production by pDCs. Inhibition of TLR responses may reflect 
inhibition of tyrosine kinases and/or PI3 kinase pathways.

Pathogens express multiple PAMPs that activate a variety of 
PRRs. Indeed, CLRs and TLRs cooperate in antimicrobial re-
sponses. Coordinated activation of Dectin-1 and TLR2, for ex-
ample, via stimulation with zymosan, enhances production of 
proinflammatory cytokines via activation of both Dectin-1-Syk 
and TLR2-MyD88 signaling pathways (see Fig. 3.7). DC-SIGN, 
which recognizes mycobacteria and viruses, can enhance TLR-
induced NF-κB activation through a Raf-1–dependent signal-
ing pathway.

Scavenger Receptors
Scavenger receptors are a diverse group of receptors that in-
clude CD36, CD68, SR class A, and SR class B.40 The receptors 
mediate the uptake of oxidized lipoproteins into cells. Scaven-
ger receptors also mediate the uptake of microbes and contrib-
ute to the response of macrophages to mycobacteria. SR class 
A can also mediate an inflammatory response to β-amyloid fi-
brils that may contribute to Alzheimer disease (see Table 3.3). 
Scavenger receptors play a pathological role in the generation 
of cholesterol-laden foam cells that comprise atherosclerotic 
plaques in blood vessels.

Receptor for Advanced Glycation End Products
RAGE is an inflammatory transmembrane receptor that be-
longs to the immunoglobulin superfamily of receptors (see 
Table 3.3). RAGE is capable of binding a variety of DAMP 
molecules, including advanced glycation end products, 
HMGB1, S100 proteins, and DNA. Additionally, RAGE can 
bind various PAMPs, including LPS, microbial DNA and 
respiratory viruses. RAGE preassembles into dimers and 
multimers at the cell surface. Upon ligand binding, intra-
cellular signaling pathways are activated through the adap-
tor protein diaphanous-1/mDia-1, which include Rho GT-
Pases, phosphoinositol-3 kinase, mitogen-activated kinases, 
AKT, and transcription factors (e.g., NF-κB, STAT3), induc-
ing production of proinflammatory cytokines (e.g., TNFβ,   
IL-6). Chronic activation of RAGE has been implicated in 
numerous pathological conditions, including cardiovascu-
lar disease, diabetic inflammatory complications, Alzheimer 
disease, and some cancers.41
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FIG. 3.7 C-Type Lectin Signaling. C-type lectin receptors 
(CLRs), like Dectin-1, contain immunoreceptor tyrosine-based 
activation motifs (ITAMs) that interact with the cytosolic tyro-
sine kinase, Syk, leading to activation of transcription factors 
including NF-κB, NFAT, and AP1. Dectin-1 activates the serine 
kinase, Raf1, which contributes to NF-κB activation. Toll-like re-
ceptors (TLRs), such as TLR2, can cooperate with Dectin-1 sig-
naling to activate NF-κB, leading to an enhanced inflammatory 
response.

C-Type Lectin Receptors
C-type lectin receptors (CLRs) are a diverse group of receptors 
originally identified as Ca2+-dependent carbohydrate-binding 
proteins.38 CLRs are defined as any protein that contains a 
C-type carbohydrate recognition domain (CRD), regardless 
of calcium- or carbohydrate-binding ability. CLRs include 
numerous members with diverse functions, including cell 
adhesion, regulation of NK-cell function, phagocytosis, en-
docytosis, platelet activation, complement activation, tissue 
remodeling, and innate immunity. In myeloid cells, CLRs can 
mediate internalization of microbes to allow for antigen pro-
cessing and presentation. Some CLRs function analogously to 
TLR, resulting in direct cellular activation and generation of 
inflammatory responses. Other CLRs are capable of binding 
PAMPs, but function to modulate cell activation. The func-
tions of myeloid CLRs are dictated by the signaling pathways 
they activate.

Dectin-1 is a CLR expressed on DCs and other myeloid cells 
that recognizes β-1,3-linked glucans present in the cell wall of 
fungi, mycobacteria, and plants. Dectin-2 recognizes high man-
nose structures and α-mannans found in fungi, mycobacteria, 
and dust mites. Following ligand binding, Dectin-1 and Dec-
tin-2 activate signaling pathways by utilizing the tyrosine kinase 
Syk, CARD9, and Raf-1, leading to activation of the transcrip-
tion factors NF-κB, NFAT, and AP1 and production of proin-
flammatory cytokines (Fig. 3.7). The production of cytokines 
downstream of Dectin-1 and Dectin-2 (e.g., IL-1, IL-6, TGF-β, 
IL-23) induces the subsequent differentiation of naïve T cells 
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INNATE IMMUNITY IN CLINICAL PRACTICE

Our growing understanding of the molecular and cellular basis 
for innate immunity is paralleled by increasing appreciation of 
its importance to clinical medicine. Examples include (1) rec-
ognition of novel primary immunodeficiencies in the innate 
immune pathways presenting with heightened susceptibility to 
bacterial (e.g., MyD88 deficiency, IRAK4 deficiency) and fungal 
infection (e.g., CARD9 deficiency); (2) appreciation of immune 
ontogeny (i.e., the change in immune function in a given in-
dividual across their life span, which parallels age-specific sus-
ceptibility to infection); (3) clinical studies of the potential use 
of APP congeners to prevent or treat infection; (4) leveraging 
PRR agonists, such as TLR agonists, as vaccine adjuvants (e.g., 
the TLR4 agonist monophosphoryl lipid A [MPLA], which is 
a detoxified form of lipopolysaccharide or endotoxin used in a 
licensed human papillomavirus [HPV] vaccine [Cervarix]); and 
(5) employing certain live attenuated vaccines, such as bacille 
Calmette-Guérin (BCG) or measles, mumps, rubella (MMR) 
vaccine that activate multiple PRRs to reduce infections to anti-
genically distinct pathogens—so-called beneficial heterologous 
or “nonspecific” effects—that may be mediated via epigenetic 
reprograming of monocytes and enhancement of innate im-
mune responses.45

Our understanding of the complexity of innate immunity has 
advanced considerably over the past decade. The importance of 
the innate immune system to human health is underscored by 
single gene mutations, such as IRAK4 deficiency, that result in 
immune deficiencies and infection, particularly in early life.29

Continued elucidation of the cell types comprising the innate 
immune system has expanded our understanding of the delicate 
balance between tolerance to nonpathogenic commensal bacteria 
and inflammatory responses to pathogenic, invasive microbes. As 
innate immunity is expressed in an age-specific manner, a better 
understanding of the ontogeny of the innate immune system, as 
well as the mechanisms by which innate and adaptive immunity 
interact, will guide development of adjuvants, resulting in more 
effective vaccines and tumor immunotherapy.
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In 1890, von Behring and Kitasato reported the existence of an 
agent in the blood that could neutralize diphtheria toxin. The 
following year, glancing references were made to “Antikörper” 
in studies describing the ability of the agent to discriminate 
between two immune substances, or bodies. The term antigen
(Chapter 6) is a shortened form of Antisomatogen + Immunkör-
perbildner, the substance that induces the production of an an-
tibody. Thus, the definition of antibody and antigen represent a 
classic tautology.

In 1939, Tiselius and Kabat used electrophoresis to sepa-
rate immunized serum into albumin, α-globulin, β-globulin, 
and γ-globulin fractions. Absorption of the serum against the 
antigen depleted the γ-globulin fraction, yielding the terms 
gammaglobulin, immunoglobulin (Ig), and IgG. Subsequently, 
“sizing” columns were used to separate Igs into those that 
were “heavy” (pentameric IgM), “regular” (IgA, IgE, IgD, 
IgG, or monomeric IgM), and “light” (light-chain dimers), 
culminating with the discovery of the last major class of Ig, 
IgE, in 1966.

In 1949, Porter used papain to digest IgG molecules into two 
types of fragments, termed Fab (fragment antigen binding) and 
Fc (fragment crystallizable) (Chapter 8). The constancy of the 
Fc fragment permitted its crystallization, and thus the eluci-
dation of its sequence and structure. The variability of the Fab 
fragment precluded analysis until Bence Jones myeloma pro-
teins were identified as clonal, isolated light chains.

In 1976, Hozumi and Tonegawa demonstrated that the 
variable portion of κ chains was the product of the rearrange-
ment of a variable (V) and joining (J) gene segment. In 1982, 
Alt and Baltimore reported that terminal deoxynucleotidyl 
transferase (TdT) could be used to introduce non-germline en-
coded sequence between rearranging V, D for diversity, and J 
gene segments, potentially freeing the preimmune heavy-chain 
repertoire from germline constraints. In 1984, Weigert and   
colleagues determined that during affinity maturation variable 
domains could undergo mutation at a rate of 10−3 per base pair, 
per generation. These discoveries clarified how lymphocytes 
could generate an astronomically diverse antigen receptor rep-
ertoire from a handful of gene elements.

In 1982 Allison and colleagues raised antisera against a 
cell-surface molecule that could uniquely identify individual 
T-cell clones. A year later, Kappler and a consortium of col-
leagues demonstrated that these surface molecules were het-
erodimers composed of variable and constant region domains, 
just like Ig. Subsequently, Davis and Mak independently 
cloned the β chain of the T-cell antigen receptor (TCR). Initial 
confusion regarding the identity of the companion α chain 
led to the realization that there were two mutually exclusive 
forms of TCR, αβ and γδ.

PARATOPES AND EPITOPES
Igs and TCRs both belong to the eponymous immunoglobu-
lin superfamily (IgSF).1 The study of antibodies precedes that 
of TCR by decades; hence much of what we know is based on 
knowledge first gleaned from the study of Igs.

Ig–antigen interactions typically take place between the 
paratope, the site on the Ig at which the antigen binds, and the 
epitope, which is the site on the antigen that is bound. Thus, 
lymphocyte antigen receptors do not recognize antigens; they 
recognize epitopes borne on those antigens. This makes it pos-
sible for the cell to discriminate between two closely related an-
tigens, each of which can be viewed as a collection of epitopes. 
It also permits the same receptor to bind divergent antigens that 
share equivalent or similar epitopes, a phenomenon referred to 
as cross-reactivity.

Although both Igs and TCRs can recognize the same antigen, 
they do so in markedly different ways. Igs tend to recognize intact 
antigens in soluble form, preferentially identifying surface epit-
opes that are often composed of conformational structures that 
are noncontiguous in the antigen's primary sequence. In contrast, 
most TCRs recognize fragments of antigens, both surface and 
internal, that have been processed by a separate antigen-present-
ing cell and then bound to a major histocompatibility complex 
(MHC) class I or class II molecule (Chapters 5 and 6).

THE B-CELL AND T-CELL RECEPTOR 
ANTIGEN RECOGNITION COMPLEX
Both B-cell antigen receptor (BCR) and TCR cytoplasmic do-
mains are exceptionally short. In order for surface binding of 
antigen to elicit a response from the cell, the BCR and TCR each 
associate noncovalently with signal transduction complexes: 
heterodimeric Igα:Igβ (also known as CD79a:CD79b, respec-
tively) for B cells, and multimeric CD3 for T cells. Loss-of-func-
tion mutations in either of these complexes leads to cell death, 
which becomes clinically manifest as hypogammaglobulinemia 
in the case of B cells (Chapter 33), or severe combined immune 
deficiency (SCID) in the case of T cells (Chapter 34).

IMMUNOGLOBULINS AND T-CELL 
RECEPTOR STRUCTURES

The Immunoglobulin Domain, the Basic 
Immunoglobulin Superfamily Building Block
Igs consist of two heavy (H) and two light (L) chains (Fig. 4.1). 
The L chain can be either a κ or a λ chain. TCRs consist of  either 
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an αβ or a γδ heterodimer. Each component chain contains 
two or more IgSF domains, each of which consists of two sand-
wiched β pleated sheets “pinned” together by a disulfide bridge 
between two conserved cysteine residues.1 Considerable vari-
ability is allowed to the amino acids that populate the external 
surface of the IgSF domain and the loops that link the β strands. 
These solvent-exposed surfaces offer multiple targets for dock-
ing with other molecules.

Two types of IgSF domains, “constant” (C) and “variable” 
(V), are used in Igs and TCRs (see Fig. 4.1). C-type domains, 
which are the most compact, have seven antiparallel strands dis-
tributed as three strands in the first sheet and four strands in the 
second. Side chains positioned to lie between the two strands 
tend to be nonpolar in nature, creating a hydrophobic core of 
considerable stability. V-type domains add two additional anti-
parallel strands to the first sheet, creating a five-strand–four-
strand distribution. The two additional strands, which encode 
framework region 2 (FR2), are used to steady the interaction 
between heterodimeric V domains, allowing them to create a 
stable antigen-binding site.2

While each Ig and TCR chain contains only one amino-ter-
minal V Ig domain, the number of carboxy-terminal C domains 
varies. Ig H chains contain between three and four C domains, 
whereas both Ig L chains and all four TCR chains contain only one 
C domain each. IgH chains with three C domains tend to include a 

spacer hinge region between the first (CH1) and second (CH2) do-
mains. Each V or C domain consists of approximately 110 to 130 
amino acids, averaging 12,000 to 13,000 kDa. A typical L or TCR 
chain will thus mass approximately 25 kDa, and a three C domain 
Cγ H chain with its hinge will mass approximately 55 kDa.

Idiotypes and Isotypes
Immunization of heterologous species with monoclonal antibod-
ies (mAbs; or a restricted set of Igs) has shown that Igs and TCRs 
contain both common and individual antigenic determinants. In-
dividual determinant(s), termed idiotype(s), are contained within 
V domains. Common determinants, termed isotypes, are specific 
for the constant portion of the antibody and allow grouping of Igs 
and TCRs into recognized classes. Each class defines an individual 
type of C domain. Determinants common to subsets of individu-
als within a species, yet differing between other members of that 
species, are termed allotypes and define inherited polymorphisms 
that result from allelic forms of the genes.3

The V Domain
Three hypervariable intervals, termed complementarity-deter-
mining regions (CDRs), that are situated between four frame-
work regions of stable sequence (Fig. 4.2) can be distinguished 
by comparisons of the primary sequences of V domains.4 The 
international ImMunoGeneTics information system, or IMGT, 
maintains an extremely useful website, http://www.imgt.org
that contains a large database of Ig and TCR sequences as well 
as a multiplicity of software tools for their analysis.

Antigen Recognition and the Fragment Antigen Binding
Initial studies of Ig structure were facilitated by the use of pa-
pain and pepsin to fragment IgG molecules. Papain digests 
IgG into two antigen-binding fragments (Fab) and a single 
crystallizable (or constant) fragment (Fc). Pepsin splits IgG 
into an Fc fragment and a single dimeric F(ab')2 that can 
cross-link as well as bind antigens. The Fab contains one com-
plete L chain in its entirety and the V and CH1 portion of one 
H chain (see Fig. 4.2). The Fab can be further divided into a 
variable fragment (Fv) composed of the VH and VL domains, 
and a constant fragment (Fb) composed of the CL and CH1 do-
mains. Single Fv fragments can be genetically engineered to 
recapitulate the monovalent antigen-binding characteristics 
of the original, parent antibody.5 The extracellular domains of 
TCRαβ and TCRγδ correspond to Ig Fab.
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FIG. 4.1 Immunoglobulin Superfamily Domain Structures. 
(A) A typical compact C domain structure. The β strands are 
labeled A through G. The sequence at the core is conserved 
and nonpolar. The external surface and the β loops are available 
for docking and often vary in sequence. (B) A typical V domain 
structure. Two additional strands, C′ and C″, have been added. 
Note the projection of the C–C′ strands and loop away from the 
core.

Effector Function and the Fragment Crystallizable
The Fc portion (see Fig. 4.2) encodes the effector functions of 
the Ig. These functions are generally inflammatory reactions 
that include fixation and activation of complement, and bind-
ing of antibody to Fc receptors on the surface of other cells 
(Chapter 8). Each Ig class and subclass exhibits its own set of 
effector functions.6 For example, the IgG CH2 domain plays a 
key role in complement fixation and in binding to class-specific 
Fc receptors on the surface of effector cells. Both these interac-
tions are important in initiating the process of phagocytosis, in 
allowing certain subclasses to traverse the placenta, and in in-
fluencing the biologic functions of lymphocytes, platelets, and 
other cells.

Gm Allotype System
A series of serologically defined C-domain allotypes have been 
identified. In the case of the H chain, they are termed Gm for 

http://www.imgt.org
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IMMUNOGLOBULIN CLASSES AND SUBCLASSES
The constant domains of the H chain define the class and sub-
class of the antibody. Table 4.1 lists the five major classes of Igs 
in human and describes some of their physical and chemical 
features. Two of the five major H-chain classes, α and γ, have 
undergone duplication. IgG1, IgG2, IgG3, and IgG4 all have the 
same basic structural design and differ only in the primary se-
quence of their constant regions and in the location of their in-
terchain disulfide bonds. The H chain in each of these subclasses 
is referred to as γ1, γ2, etc. IgA consists of the two subclasses, α1 
and α2. Table 4.2 compares the four subclasses of IgG, the two 
of IgA, and the classes of IgM, IgD, and IgE from the standpoint 
of their biologic functions. In humans, the two L-chain classes, 
κ and λ, are expressed at roughly equal frequencies. No specific 
effector function has been identified for either L-chain class.

Immunoglobulin M
IgM exists in monomeric, pentameric, and hexameric forms. The 
8 S monomeric 180 kDa IgM has the molecular formula μ2L2. It is 
a minor fraction in serum, but in its transmembrane form IgM 
plays a key role in B-cell development and function as the antigen 
recognition portion of the B-cell antigen receptor. The major form 
in serum is the 19 S, 900 kDa pentameric IgM, which contains five 

• Both Igs and TCRs are heterodimeric proteins.
• Igs consist of two identical H and two L chains.
• αβ TCRs consist of one α and one β chain.
• γδ TCRs consist of one γ and one δ chain.

• Ig and TCR contain two or more IGSF domains, which are identified by 
their characteristic beta barrel structure.
• Each Ig and TCR chain contains a V-type IgSF domain that will form 

one-half of the antigen-binding site.
• Each V domain contains three hypervariable intervals known as 

CDRs.
• The CDRs of paired heterodimers chains are juxtaposed to form the 

antigen-binding site.
• The C domains of Ig H chains define the Ig class or subclass.
• The two distal C IgH domains determine the effector function of the 

antibody. 

KEY CONCEPTS
Immunoglobulin and T-Cell Receptor Structure
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TABLE 4.1 Selected Properties of Immunoglobulin (Ig) Classes

IgG IgA IgM IgD IgE

Molecular weight 160,000 170,000 or polymer 900,000 160,000 180,000
Approximate concentration 

in serum (mg/dL)
700–1500 75–400 50–250 0.3–30 0.0015–0.2

Valence 2 2 (monomer) 10 (small antigen) 2 2
5 (large antigen)

Molecular formula γ2L2 (α2L2)n (μ2L2)5 δ2L2 ε2L2

Half-life (days) 23 6 5 3 2.5
Special property Placental passage Secretory Ig Primary response 

lymphocyte surface
Lymphocyte surface Immediate hypersensi-

tivity reactions

the gammaglobulin fraction of the serum in which they were 
first identified.3 Allotypes have been identified for γ1, γ2, γ3, γ4, 
α2, and ε H chains and for the κ L chain. Associations between 
certain Gm allotypes and predisposition to develop certain dis-
eases of immune function have been reported.
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Overproduction of IgG4 is seen in a disparate group of in-
flammatory diseases. Fibro-inflammatory masses can develop 
in virtually all organs except the brain, with an unexplained 
preference for salivary glands, lymph nodes, and pancreas. To-
gether, these are referred to as IgG4-related disease (IgG4-RD).12

Immunoglobulin A
IgA generally exists in a monomeric form (α2L2) in the serum. 
However, it can also interact with J chain to form a polymer 
(α2L2)2,3-J. Second in concentration to IgG in serum, IgA func-
tions as the predominant form of Ig in mucosal secretions.13

Secretory IgA (SIgA) is largely synthesized by plasma cells 
associated with mucosal tissues. In the secretions, the molecule 
typically exists in polymeric form with two subunits in asso-
ciation with the 70 kDa secretory component (α2L2)2-SC. SC is 
synthesized by the epithelial cells that line the lumen of the gut. 
It appears to render the SIgA complex more resistant to proteo-
lytic digestion and it enhances the immune functions of SIgA.

Immunoglobulin E
IgE is largely found in extravascular spaces. Its plasma turnover 
is rapid, with a half-life of about 2 days. IgE antibodies help pro-
tect the host from parasitic infections (Chapter 30). In Western-
ized, affluent societies, IgE is primarily associated with allergy. 
Through their interaction with Fcε receptors on mast cells and 
basophils, IgE antibodies, in the presence of antigens, induce 
the release of histamine and various other vasoactive substanc-
es, which are responsible for clinical manifestations of various 
allergic states.14

Immunoglobulin D
Although the H chain of IgD can undergo alternative splicing to 
a secretory form, IgD serum antibodies in human are uncom-
mon and are absent in the serum of mice and primates. Instead, 
IgD typically is co-expressed with IgM on the surface of ma-
ture lymphocytes. The appearance of IgD is associated with the 
transition of a B lymphocyte from a cell that can be tolerized to 
antigen to a cell that will respond to antigen with the production 
of antibody (Chapter 7).

T-CELL RECEPTOR αβ AND γδ
TCR α, β γ, and δ chains are members of the IgSF and thus share 
a number of structural similarities with Ig. Each chain contains 

subunits [(μ2L2)5] linked together by disulfide bridges, and by one 
molecule of an additional polypeptide chain, the J chain, which 
joins two of the subunits by a disulfide bridge.7

IgM is the first Ig to be secreted (as pentameric IgM) dur-
ing development and in the absence of antigenic challenge. It is 
also the predominant Ig produced during the primary immune 
response. Occasionally, particularly in the case of carbohydrate 
antigens such as isohemagglutinins, it will remain the major or 
sole antibody class. IgM differs from most other Igs in having an 
extra CH domain in place of a hinge.

IgM avidly fixes complement. This property is focused in CH3, 
the homologue of IgG CH2.8 Although the valence of each μ2L2
subunit is 2, when binding to large protein antigens 5 of the 10 an-
tigen-binding sites in pentameric IgM appear blocked due to steric 
hindrance. As a consequence, the valence for large antigens is five.

Immunoglobulin G
IgG, the major Ig class, generally exists in a monomeric form 
(γ2L2) in the serum, although it can form hexameric assemblies 
at cell surfaces.9 IgG accounts for the bulk of serum antibody 
activity in response to most protein antigens.

The four IgG subclasses are numbered in relation to their se-
rum levels relative to each other, with IgG1 predominant and 
IgG4 the least common.10 IgG1 and IgG3 fix complement and 
bind phagocyte Fcγ receptors well, whereas IgG2 fixes comple-
ment but binds Fcγ receptors more poorly. Recently it has been 
shown that IgG1 can use non-covalent Fc-Fc interactions to 
form hexameric assemblies, which facilitate complement activa-
tion. IgG4 does not fix complement effectively in the native state 
but has been reported to do so after proteolytic cleavage. IgG1 
and IgG3 are most frequently elicited by viral antigens, IgG2 by 
carbohydrates, and IgG4 by helminthic parasites.

IgG4 can attenuate allergic responses by inhibiting the activ-
ity of IgE.11 IgG4 can function as a blocking antibody, prevent-
ing cross-linking of receptor bound IgE. It can co-stimulate the 
inhibitory IgG receptor FcγRIIb, which can negatively regulate 
FcεRI signaling and thus inhibit effector cell activation. Finally, 
the disulfide bonds of the IgG4 hinge are easily reduced, which 
allows the H chains to separate and randomly re-associate to 
produce a mixed population of IgG4 molecules with random-
ized heavy-chain and light-chain pairs. This impairs the ability 
of IgG4 to form immune complexes and thus has an anti-
inflammatory effect, facilitating immunotherapy for allergic 
diseases (allergy shots).

TABLE 4.2 Selected Biologic Properties of Classes and Subclasses of Immunoglobulins (Igs)

IgG IgA
1 2 3 4 1 2 IgM IgD IgE

Percentage of total (%) 65 20 10 5 90 10
Complement fixation ++ + ++ − − − ++ − −
Complement fixation (alternative) + + +/− +/−
Placental passage + + + + − − − − −
Fixing to mast cells or basophils − − − − − − − − +
Binding to:

Lymphocytes + + + + − − + − −
Macrophages + +/− + +/− − − − − −
Neutrophils + + + + + + − − −
Platelets + + + + − − − − −

Reaction with stapylococcal protein A + + − + − − − − −
Half-life (days) 23 23 8−9 23 6 4.5 5 3 2.5
Synthesis (mg/kg/day) 25 ? 3.5 ? 24 ? 7 0.4 0.02
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a leader peptide, and extracellular, transmembrane, and intra-
cytoplasmic components. The extracellular component can be 
divided into three domains: a polymorphic V domain encoded 
by VJ (α and γ chains) or VDJ (β and δ chains) gene segments, 
a C domain, and a hinge region.15 The hinge region typically 
contains an extra cysteine (none in γ chains encoded by Cγ2) 
that forms a disulfide bond with the other partner of the het-
erodimer. The transmembrane domains all include a lysine plus 
or minus an arginine residue that facilitate the association of the 
TCR heterodimer with components of the CD3 signal transduc-
tion complex, each of which has a matching negatively charged 
residue in their own transmembrane portions (see below). The 
intracytoplasmic components are tiny and play a relatively lim-
ited  role in signal transduction.

T-Cell Receptor αβ
The TCR α and β chains are glycoproteins with molecular 
weights that vary from 42 to 45 kDa, depending upon the pri-
mary amino acid sequence and the degree of glycosylation. De-
glycosylated forms have a molecular mass of 30 to 32 kDa. These 
chains share a number of invariant residues in common with Ig 
heavy and light chains, in particular residues that are thought to 
be important for interactions between heavy and light chains. 
The structures of a number of partial or full-length TCRs have 
been solved by X-ray crystallography (Fig. 4.3).16 In general, the 
structure of the TCR αβ heterodimer is similar, but not identi-
cal, to that of an Ig Fab fragment.

T-Cell Receptor γδ
The TCR γ and δ chains are glycoproteins with a more complex 
molecular size pattern than α and β chains. TCRs that use the 
Cγ1 gene segment, which contains a cysteine-encoding exon 
are disulfide-linked (MW 36 to 42 kDa). TCRs that use Cγ2 ex-
ist in two non-disulfide-linked forms, one of 40 to 44 kDa and 
one of 55 kDa.17 The differences in molecular size are due to 
variability of both N-linked glycosylation and primary amino 
acid sequence. The 55-kDa form uses a Cγ2 allele that contains 
three (rather than two) exons encoding the connecting piece, as 
well as more N-linked carbohydrate. The TCR δ chain is more 
straightforward, being 40 to 43 kDa in size and containing two 
sites of N-linked glycosylation. The overall architecture of the 
γδ TCR closely resembles that of αβ TCRs and antibodies, al-
though the angle between the V and C domains, known as the 
elbow angle, appears more acute.

Ligand Recognitions
TCR αβ T cells primarily recognize peptide-MHC complexes 
(pMHC) (see Fig. 4.3; Chapters 5 and 6); however, other types 
of ligands exist. Some αβ TCRs can bind nonpeptidic antigens 
(atypical antigens) that are bound to “non-classic” MHC class 
Ib molecules. These specificities tend to define unique popula-
tions of T cells. For example, some natural killer T cells (NKT) 
express a distinctive combination of TCR αβ chains that recog-
nize lipid-based antigens presented by CD1d molecules, while 
mucosal-associated invariant T cells (MAIT), using other com-
binations of TCR αβ chains, recognize vitamin metabolites pre-
sented by the MHC class-I related gene protein (MR1).18 Many 
γδ T cells recognize atypical antigens that may or may not be 
associated with an antigen-presenting molecule, although some 
can bind peptides. Finally, many αβ TCRs bind superantigens 
(SAgs) in a predominantly Vβ-dependent fashion (Chapter 6).

β2m

α3

α2

α1

P1

P8

Vα

Cα

Cβ

Vβ

FIG. 4.3 Backbone Representation of Murine αβ T-Cell Re-
ceptor Bound to Murine Major Histocompatibility Complex 
Class I and an Octamer Peptide. The T-cell receptor is above. 
The Vα CDR1 and CDR2 are magenta, Vβ CDR1 and CDR2 are 
blue, both CDR3s are green, and the Vβ HV4 is orange. β2 m 
refers to β2-microglobulin. The peptide is in yellow, and the 
NH2-terminal and COOH-terminal residues are designated P1
and P8. (Reproduced with permission from Garcia KC, Degano 
M, Stanfield RL, et al. An alphabeta T cell receptor structure 
at 2.5 A and its orientation in the TCR-MHC complex. Science.
1996;274(5285):209–219.)
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Binding to Peptide-Major Histocompatibility Complex
TCRs recognize peptide antigens bound to the binding groove 
of MHC-encoded glycoproteins (see Fig. 4.3). TCR recognition 
of pMHC requires a trimolecular complex in which all the com-
ponents (antigen, MHC, and TCR) contact one another.16 Thus, 
recognition is highly influenced by polymorphisms in the MHC 
molecule (Chapter 5). As in the case of Ig, TCR CDR1 and 
CDR2 are encoded in the germline V regions, whereas CDR3 
is formed at the junction of the V gene with a J gene segment 
(TCR α and γ) or D and J gene segments (TCR β and δ chains). 
Vβ also has a fourth region of variability within Framework 3 
that is juxtaposed to the other CDRs in the tertiary structure. 
This region, variously termed hypervariable region 4 (HV4) or 
CDR4, can participate in SAg binding.

The co-crystallization of different combinations of soluble 
TCR αβ interacting with MHC class I bound to antigen peptide 
(pMHC) has made it possible to directly address the manner 
in which antigen recognition occurs (see Fig. 4.3). The TCR 
αβ combining site is relatively flat, allowing it to interact with a 
rather broad surface at the point of contact with pMHC.

The TCR footprint on the pMHC complex tends to occur in 
a diagonal across the MHC antigen-binding groove, with TCR 
Vα positioned over the MHC α2 helix and TCR Vβ overlying 
the MHC α1 helix. This geometry would permit consistent ac-
cess of the CD8 co-receptors to the MHC class I molecule. The 
CDR1 and CDR2 loops, which are entirely encoded by germ-
line sequence, tend to interact more with the MHC molecule; 
whereas the CDR3 loops, which are composed of both germline 
and somatic (N region) sequence, appear to dominate the inter-
action with MHC-bound peptide.

The binding of TCR to pMHC appears to be driven by en-
thalpy: that is, binding increases the stability of the CDR loops, 
especially CDR3. These results have led to the suggestion that 
initial binding focuses on the interaction between CDRs 1 and 2 
and the MHC. After this initial recognition, the CDR3s change 
their shape to maximize the area of contact. Conformational 
flexibility, or “induced fit,” would allow TCRs to rapidly sam-
ple many similar pMHC complexes, stopping only when their 
CDR3s are able to stabilize the interaction.

T-Cell Receptor Binding Affinity
The affinity with which the TCR ultimately binds its ligand is a 
critical determinant of T-cell activation. It is, however, only one 
factor in determining the overall avidity of the interaction, since 
other cell-surface molecules of the T cell (e.g., CD4, CD8, CD2, 
and various integrins) bind to cell-surface molecules on the an-
tigen-bearing cell to stabilize cell–cell TCR–ligand interactions. 
Furthermore, since both the TCR and the pMHC ligand are sur-
face membrane proteins, each T cell can provide multiple TCRs 
in the same plane that can bind multiple pMHC molecules on 
the surface of the antigen-presenting cell. This makes binding of 
TCR to pMHC functionally multivalent, enhancing the appar-
ent affinity of the interaction.

Atypical Antigens
Some αβ T cells can recognize lipid antigens when they are 
complexed with members of the CD1 family. There are four 
members of the CD1 family that are expressed on the cell sur-
face. TCR that recognize CD1a, b, and c likely follow the same 
recognition scheme as T cells. But crystal structures of NKT 
TCR that recognize CD1d show binding that is parallel, rather 

than diagonal. Allelic polymorphism in CD1 is limited, which 
theoretically would restrict the range of lipid antigens that can 
be bound. However, a surprisingly large variety of different lip-
id-based antigens can be accommodated.19

Rather than binding to a single groove on the MHC, lipids 
attach themselves to one of several hydrophobic pockets that 
can be found on the surface of CD1. Pocket volume can range 
from 1300 to 2200 Åtrs3. The number and length of the pockets 
differ between the various CD1 isoforms. For example, CD1b 
has three pockets that share a common portal of entry, as well as 
a fourth pocket that connects two of the three pockets to each 
other. This connecting pocket permits the insertion of lipids 
with a long alkyl chain, such as mycobacterial mycolic acid.

MAIT cells are generally low in frequency in laboratory 
mice. However, they are abundant in humans, on average repre-
senting approximately 5% of total blood T cells, 10% of CD8 T 
cells, and up to 45% of liver T cells. Natural MR1 ligands include 
derivatives of vitamin B9 (folate) and also unstable pyrimidine 
intermediates derived from the vitamin B2 (riboflavin) synthe-
sis pathway. A range of small organic molecules, drugs, drug 
metabolites and drug-like molecules, including salicylates and 
diclofenac, have also been described as MR1-binding ligands.20

The MR1 Ag-binding cleft is ideally predisposed to bind to these 
small metabolites, forming an aromatic cradle that closely seques-
ters the ligands, with some of the ligands forming a covalent bond 
(Schiff base) with MR1. The MAIT TCR docks in a conserved 
manner with MR1, analogous to typical TCR–MHC-I–peptide 
docking, in which the α and β chains of the MAIT TCR are posi-
tioned over the α2 and α1 helices of MR1, respectively.

γδ T cells are activated by conserved stress-induced ligands, 
enabling them to rapidly produce cytokines that regulate patho-
gen clearance, inflammation, and tissue homeostasis in re-
sponse to tissue stress.21 Antigen recognition by γδ TCRs resem-
bles recognition of intact antigens by antibodies more closely 
than recognition of pMHC by αβ TCR. γδ TCRs can recognize 
protein antigens, such as nonclassical MHC molecules and viral 
glycoproteins, as well as small phosphate- or amine-containing 
compounds, such as pyrophosphomonoesters from mycobacte-
ria and alkylamines.

Binding to nonpeptide antigens plays an important role 
in the biology of γδ T cells. About 5% of peripheral blood T 
cells bear γδ TCRs, and most of these are encoded by Vγ9 JγP 
and Vδ2 gene segments. (In an alternative nomenclature, Vγ9 
is known as Vγ2 and JγP as Jγ1.2. See the IMGT database at: 
http://www.imgt.org.) These Vγ9 JγPVδ2 TCRs recognize non-
peptide pyrophosphate- or amine-containing antigens, such as 
pyrophosphomonoesters from mycobacteria or isobutylamine 
from various sources. Other common naturally occurring small 
phosphorylated metabolites that stimulate γδ T cells include 
2,3-diphosphoglyceric acid, glycerol-3-phosphoric acid, xylose-
1-phosphate, and ribose-1-phosphate. In addition to myco-
bacteria, Vγ9 JγPVδ2 T-cell populations are seen to expand in 
response to listeriosis, ehrlichiosis, leishmaniasis, brucellosis, 
salmonellosis, mumps meningitis, malaria, and toxoplasmosis.

Superantigens
SAgs are a special class of TCR ligands that have the ability to acti-
vate large fractions (5% to 20%) of the T-cell population (Chapter 6).   
Activation requires simultaneous interaction between the SAg, the 
TCR Vβ domain, and an MHC class II molecule on the surface 
of an antigen-presenting cell. Unlike conventional antigens, SAgs   
do not require processing to allow them to bind class II molecules 

http://www.imgt.org
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or activate T cells. Instead of binding to the peptide antigen-
binding groove, SAgs interact with polymorphic residues on the 
periphery of the class II molecule. And, instead of binding to 
TCR β CDR3 residues, SAg interact with polymorphic residues 
in CDR1, CDR2, and HV4. Soluble TCR β chains can also bind 
the appropriate SAg in the absence of a TCR α chain. As a con-
sequence, although SAg link the TCR to the MHC, the T-cell   
responses are not “MHC-restricted” in the conventional sense, 

• Ig and TCR variable domains are created by site-specific V(D)J recom-
bination.

• Starting with a small set of individual gene segments, combinatorial 
gene segment rearrangement, combinatorial association of H and L 
chains, or TCR β and α, and mechanisms of junctional diversity gener-
ate a broad repertoire of antigen-binding structures.

• Each receptor is assembled in a stepwise fashion
• Igs: DH→JH; VH→DHJH; cytoplasmic μ chain expression; Vκ→Jκ and, 

if needed, Vλ→Jλ; surface IgM expression.
• TCRαβ: Dβ→Jβ; Vβ→DβJβ; cytoplasmic β-chain expression; Vα→Jα; 

surface αβ TCR expression.
• CDRs 1 and 2 begin with exclusively germline sequence.
• CDR3 is created by the (V[D]J) joining reaction and often includes non-

germline N nucleotides between the V and the D, and between the D 
and the J.
• Thus, CDR-H3, CDR-B3, and CDR-D3 are the most variable compo-

nents of IgM, TCRαβ, and TCRγδ; respectively.
• The antigen-binding site is a product of a nested gradient of diversity. 

Conserved framework regions surround CDR1 and CDR2, which in 
turn surround the paired CDR3 intervals that form the center of the 
antigen-binding site.

• The variability of the Ig and TCR repertoires is restricted during preg-
nancy, limiting the immune response of the fetus and newborn infant. 

KEY CONCEPTS
Features Common to Immunoglobulin and 
T-Cell Receptor Genes

• Variable domain somatic hypermutation (SHM) permits affinity matu-
ration, which further diversifies the B-cell repertoire.

• Class switch recombination (CSR) allows replacement of an upstream 
C domain by a downstream one, altering effector function while main-
taining antigen specificity. 

KEY CONCEPTS
Features Specific to Immunoglobulin Genes

IMMUNOGLOBULIN GENE ORGANIZATION
The component chains of Igs and TCRs are each encoded by a 
separate multigene family.22,23 The paradox of variability in the 
V region in conjunction with a nearly invariable constant re-
gion was resolved when it was shown that immunoglobulin V 
and C domains are encoded by independent elements, or gene 
segments, within each gene family. As a result, several gene ele-
ments are used to encode a single polypeptide chain. For exam-
ple, while κ constant domains are encoded by a single Cκ exon 
in the κ locus on chromosome 2, κ variable domains represent 
the joined product of Vκ and Jκ gene segments (Fig. 4.4).

VL gene segments typically contain their own promoter, a 
leader exon, an intervening intron of approximately 100 nucleo-
tides, an exon that encodes the first three framework regions 
(FR 1, 2, and 3), the first two CDRs in their entirety, the amino 
terminal portion of CDR3, and a recombination signal sequence 
(RSS). A JL (J for joining) gene segment begins with its own re-
combination signal, the remaining portion of CDR 3, and the 
complete FR 4 (see Fig. 4.2).
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FIG. 4.4 Rearrangement Events in the Human κ Locus. C, Constant region of the κ light chain; J, joining region; V, variable region. 
See text for further description.

since a T cell with the appropriate Vβ will respond to a SAg bound 
to a variety of polymorphic class II molecules.
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Initiation of the V(D)J recombination reaction requires re-
combination activating genes 1 and 2 (RAG1 and RAG2). These 
genes are expressed only in developing lymphocytes.25 The gene 
products, RAG-1 and RAG-2, act by precisely introducing a 
DNA double-strand break (DSB) between the terminus of the 
rearranging gene segment and its adjacent RSS (Fig. 4.5). These 
breaks are then repaired by ubiquitously expressed components 
of a DNA repair process that is known as nonhomologous end 
joining (NHEJ). Lack-of-function mutations in NHEJ proteins 
yields susceptibility to DNA damage in all cells of the body and 
can lead to a SCID phenotype (Chapter 34).

The NHEJ process creates precise joins between the RSS 
ends, and imprecise joins of the coding ends. TdT, which is 
expressed only in lymphocytes, adds non-germline encoded 
nucleotides (N-nucleotides) to the coding ends of the recom-
bination product.

Lymphoid-specific expression of RAG-1 and RAG-2 limits 
V(D)J recombination to B and T lymphocytes. To ensure that 
TCR genes are rearranged to completion only in T cells and Ig 
genes are rearranged to completion only in B cells, V(D)J re-
combination is further regulated by limiting the accessibility 
of the appropriate gene segments to the specific lineage as well 
as to the specific stage of development. For example, H-chain 
genes are typically assembled before L-chain genes.

The RAG-1 and RAG-2 recombinases cooperatively associ-
ate with 12- and 23-bp RSSs and their flanking coding gene seg-
ments to form a synaptic complex. Typically, the initial event 
will be recognition of the nonamer sequence of a 12-bp spacer 
RSS by RAG-1, which appears to function as the catalytic com-
ponent of the recombinase. RAG-1 binding to the heptamer 
provides specificity. RAG-2 does not bind DNA independently 
but does make contact with the heptamer when in a synaptic 
complex with RAG-1. Binding of a second RAG-1 and RAG-2 
complex to the 23-bp, two-turn RSS permits the interaction of 
the two synaptic complexes to form what is known as a paired 
complex. Creation of this paired complex is facilitated by the ac-
tions of the DNA-bending proteins HMGB1 and HMGB2 and 
by the presence of a divalent metal ion.

After paired complex assembly, the RAG proteins single-
strand cut the DNA at the heptamer sequence. The 3′ OH of 
the coding sequence ligates to 5′ phosphate and creates a hair-
pin loop. The clean-cut ends of the signal sequences enable for-
mation of precise signal joints. However, the hairpin junction 
created at the coding ends must be resolved by re-nicking the 
DNA, usually within four to five nucleotides from the end of 
the hairpin. This forms a 3′ overhang that is amenable to further 
diversification. It can be filled in via DNA polymerases, nibbled 
back, or may serve as a substrate for TdT-catalyzed N addition. 
DNA polymerase μ, which shares homology with TdT, appears 
to play a role in maintaining the integrity of the terminus of the 
coding sequence.

The cut ends of the coding sequence are then repaired by the 
nonhomologous end-joining proteins. NHEJ proteins involved 
in V(D)J recombination include Ku70, Ku80, DNA-PKcs, Arte-
mis, XRCC4, XLF (Cernunnos), and ligase 4.

Ku70 and Ku80 form a heterodimer (Ku) that directly associ-
ates with DNA DSBs to protect the DNA ends from degradation, 
permit juxtaposition of the ends to facilitate coding end liga-
tion, and help recruit other members of the repair complex. The 
DNA protein kinase catalytic subunit (DNA-PKcs) phosphory-
lates Artemis, inducing an endonuclease activity that plays a 
role in the opening of the coding joint hairpin. Thus  absence   

V

V

V

V

V

D J

D J

D J

J

+

J

RAG-1, 2

Signal joint

Coding joint

Nonhomologous end joining

D

D

FIG. 4.5 VDJ Recombination. Lymphoid-specific RAG-1 and 
RAG-2 bind to the recombination signal sequences (RSS) flank-
ing V, D, or J gene segments, juxtapose the sequences, and 
introduce precise cuts adjacent to the RSS. Components of the 
nonhomologous end-joining repair pathway subsequently unite 
the cut RSSs to form a signal joint, and the coding sequences of 
the rearranging gene segments to form a coding joint.

(Use of the same abbreviation—V—for both the complete 
variable domain of an Ig peptide chain and for the gene seg-
ment that encodes only a portion of that same variable domain 
is the result of historic precedent. It is unfortunate that one must 
depend on the context of the surrounding text in order to de-
termine which V region of the antibody is being discussed. The 
same holds true for the use of J to represent both the J gene seg-
ment and the J joining protein.)

The creation of a V domain is directed by the RSSs that flank 
the rearranging gene segments.24 Each RSS contains a strongly 
conserved seven base-pair, or heptamer, sequence (e.g., CA-
CAGTG) that is separated from a less well-conserved nine base-
pair, or nonamer, sequence (e.g., ACAAAACCC) by either a 
12- or 23-base-pair (bp) spacer. For example, Vκ gene segments 
have a 12-bp spacer and Jκ elements have a 23-bp spacer. These 
spacers place the heptamer and nonamer sequences on the same 
side of the DNA molecule, separated by either one or two turns 
of the DNA helix. A one-turn RSS (12-bp spacer) will preferen-
tially recognize a two-turn signal sequence (23-bp spacer). This 
helps prevent wasteful V-V or J-J rearrangements.
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of DNA-PKcs or Artemis inhibits proper coding joint forma-
tion. Signal joint formation is normal in Artemis deficiency, 
but it is impaired in the absence of DNA-PKcs. Finally, XRCC4, 
XLF, and ligase 4 help rejoin the ends of the broken DNA.

Depending on the transcriptional orientation of the rear-
ranging gene segments, recombination can result in either in-
version or deletion of the intervening DNA (see Fig. 4.3). The 
products of inversion remain in the DNA of the cell, whereas 
deletion leads to the loss of the intervening DNA. The increased 
proximity of the V promoter to the C domain enhancers pro-
motes the subsequent transcription of the Ig gene product.

There is a price to the use of V(D)J recombination to cre-
ate antigen receptor diversity. Aberrant recombination in non-
receptor genes can create deleterious genomic rearrangements 
that promote B-cell and T-cell neoplasias.24 For example, dele-
tional recombination at the SIL/SCL locus and in Notch1, Izkf1, 
PTEN, and other critical genes appear to be major drivers of 
lymphoid neoplasms in humans and in mice.

The κ Locus
The κ locus is located on chromosome 2p11.2. It contains 5 Jκ
and 75 Vκ gene segments upstream of Cκ (Fig. 4.6). The Vκ
gene segments can be grouped into six different families of vary-
ing size.26 Each family is composed of gene segments that share 
extensive sequence and structural similarity.27

One-third of the Vκ gene segments contain frameshift mu-
tations or stop codons that preclude them from forming func-
tional protein, and of the remaining sequences less than 30 of 
the Vκ gene segments have actually been found in functional 
Igs. Each of these active Vκ gene segments has the potential to 
rearrange to any one of the 5 Jκ elements, generating a poten-
tial repertoire of more than 140 distinct VJ combinations. Even 
more diversity is created at the site of gene segment joining. The 
terminus of each rearranging gene segment can undergo a loss 
of 1 to 5 nucleotides during the recombination process. In hu-
mans, but not mice, N addition can either replace some or all of 
the lost nucleotides or can be inserted in addition to the original 
germline sequence. Each codon created by N addition increases 
the potential diversity of the repertoire 20-fold. Thus, the focus 
for the diversity of the κ repertoire lies in the VJ junction that 
defines CDR-L3.

The λ Locus
The λ locus, on chromosome 22q11.2, contains four functional 
Cλ exons, each of which is associated with its own Jλ (see Fig. 4.6).   
The Vλ genes are arranged in three distinct clusters, each con-
taining members of different Vλ families.28 Depending on the 
individual haplotype, there are approximately 30 to 36 poten-
tially functional Vλ gene segments and an equal number of 
pseudogenes.

In addition to normal κ and λ peptides, H chains can also 
form a complex with unconventional λ light chains, known as 
surrogate or pseudo light chains (SLC). The genes encoding the 
SLC proteins, VpreB and λ5 (λ14.1), are located within the λ
light-chain locus on chromosome 22 and are restricted in ex-
pression to discreet B-cell developmental stages (Chapter 7). 
Together, these two genes create a product with considerable 
homology to conventional λ light chains. A critical difference 
between these unconventional SLC genes and other L chains 
is that VpreB-λ5 gene rearrangement is not required for SLC 
expression.

The H-Chain Locus
The H-chain locus, on chromosome 14q32.33, is considerably 
more complex than the κ and λ loci. There are approximately 
80 VH gene segments near the telomere of the long arm of 
chromosome 14.29 Of these, approximately 39 are functional 
and can be grouped into 7 different families of related gene 
segments. Adjacent to the most centromeric VH, V6-1, are 
27 DH (D for diversity) gene segments (see Fig. 4.6) and 6 JH
gene segments. Each VH and JH gene segment is associated 
with a two-turn RSS, which prevents direct V→J joining. A 
pair of one-turn RSSs flanks each DH. Recombination begins 
with the joining of a DH to a JH gene segment, followed by 
the joining of a VH element to the amino terminal end of the 
DJ intermediate. The VH gene segment contains FR1, -2, and 
-3, CDR1 and -2, and the amino terminal portion of CDR3; 
the DH gene segment forms the middle of CDR3; and the JH
element contains the carboxy terminus of CDR3 and FR4 in 
its entirety (see Fig. 4.1). Random assortment of one of ap-
proximately 50 active VH and one of 27 DH with one of the 6 
JH gene segments can generate up to 104 different VDJ com-
binations (Fig. 4.7).

D
1-

1

D
7-

27
C

D
25

2

C
µ

C
δ

C
γ3

C
γ1

C
α1

C
α2

C
γ2

C
γ4

C
ε

V6
-1

V3
-7

4

4.
1

C
κ

3D
-7

3.
1

C
λ1

Jλ
1

C
λ2

Jλ
2

C
λ3

Jλ
3

C
λ7

Jλ
7

4.
69

123456
S

iEκ 3’Eκ

S S S S S S S
3’5’

Ig H chain locus
Chr. 14q32.2

CH (9)JH (6)DH (27)VH (39)

12345

3’5’

Ig κ chain locus
Chr. 2p 1.2

Jκ (5) Cκ (1)Vκ (40)

κde

3’Eκ
3’5’

Ig λ chain locus
Chr. 22q 11.2

Jλ - Cλ cluster (4)Vλ (40)

FIG. 4.6 Chromosomal Organization of the Ig H, κ, and λ Gene Clusters. The typical numbers of functional gene segments are 
shown. The κ gene cluster includes a κ deleting element that can rearrange to sequences upstream of Cκ in cells that express λ chains, 
reducing the likelihood of dual κ and λ light-chain expression. These maps are not drawn to scale.



64 PART I Principles of Immune Response

Although combinatorial joining of individual V, D, and J 
gene segments maximizes germline-encoded diversity, the ma-
jor source of variation in the preimmune repertoire is focused 
on the CDR-H3 interval which is created by VDJ joining (see 
Fig. 4.7). First, DH gene segments can rearrange by either inver-
sion or deletion and each DH can be spliced and translated in 
each of the three potential reading frames. Thus, each DH gene 
segment has the potential to encode six different peptide frag-
ments. Second, the terminus of each rearranging gene segment 
can undergo a loss of one or more nucleotides during the re-
combination process. Third, the rearrangement process creates 
a hairpin ligation between the 5′ and 3′ termini of the rearrang-
ing gene segment. Nicking to resolve the hairpin structure leaves 
a 3′ overhang that creates a palindromic extension, termed a 
P junction. Fourth, non-germline-encoded nucleotides (N re-
gions) can be used to replace or add to the original germline se-
quence. Every codon added by N-region addition increases the 
potential diversity of the repertoire 20-fold. N regions can be 
inserted both between the V and the D, and between the D and 
the J. Together, the imprecision of the joining process and varia-
tion in the extent of N addition permits generation of CDR-H3's 
of varying length and structure. As a result, more than 1010 dif-
ferent H-chain VDJ junctions, or CDR-H3's, can be generated 
at the time of gene segment rearrangement. Together, somatic 
variation in CDR3, combinatorial rearrangement of individual 
gene segments, and combinatorial association between different 
L and H chains yields a potential preimmune antibody reper-
toire of greater than 1016 different Igs.

Class Switch Recombination
Located downstream of the VDJ loci are nine functional CH gene 
segments (see Fig. 4.7). Each CH contains a series of exons, each 
encoding a separate domain, hinge, or terminus. All CH genes 
can undergo alternative splicing to generate two different types 
of carboxy termini: either a membrane terminus that anchors Ig 

on the B-lymphocyte surface, or a secreted terminus that occurs 
in the soluble form of the Ig. With the exception of CH1δ, each 
CH1 constant region is preceded by both an exon that cannot be 
translated (an I exon) and a region of repetitive DNA, termed 
the switch (S). Through recombination between the Cμ switch 
region and one of the switch regions of the seven other H-chain 
constant regions (a process termed class switching or class switch 
recombination), the same VDJ heavy-chain variable domain can 
be juxtaposed to any of the H-chain classes (Fig. 4.8).30 Thus, the 
system can tailor both the receptor and the effector ends of the 
antibody molecule to meet a specific need.

Somatic Hypermutation
A final mechanism of Ig diversity is engaged only after expo-
sure to antigen.30 With T-cell help, the variable domain genes of 
germinal center lymphocytes undergo somatic hypermutation at 
a rate of up to 10−3 changes per base pair per cell cycle. SHM 
is correlated with transcription of the locus and current stud-
ies suggest that at least two separate mechanisms are involved. 
The first mechanism targets mutation hot spots with the RGYW 
(purine/G/pyrimidine/A) motif and the second mechanism 
incorporates an error-prone DNA synthesis that can lead to 
a nucleotide mismatch between the original template and the 
mutated DNA strand. SHM allows affinity maturation of the an-
tibody repertoire in response to repeated immunization or ex-
posure to antigen as B cells bearing receptors that have mutated 
to higher affinity for the cognate antigenic epitope are prefer-
entially stimulated to proliferate, especially under conditions of 
limiting antigen concentration.

Activation-Induced Cytidine Deaminase
Activation-induced cytidine deaminase (AID) plays a key role 
in both CSR and SHM.31 AID is a single-strand DNA (ssDNA) 
cytidine deaminase that can be expressed in activated germi-
nal center B cells. Both SHM and CSR require transcription. 
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Transcription helps target AID to the requisite chromosomal 
location, and also contributes to formation of requisite ssDNA 
substrates. For example, transcription of an Ig V domain or of 
the switch region upstream of the CH1 domain opens the DNA 
helix to generate ssDNA that can then be deaminated by AID to 
form mismatched dU/dG DNA base pairs. Both CSR and SHM 
then co-opt the activities of normal cellular base excision repair 
(BER) and mismatch repair (MMR) to convert AID cytidine 
deamination lesions to mutations and/or double strand breaks. 
The BER protein uracil DNA glycosylase (UNG) removes the 
mismatched dU base, creating an abasic site. Cleavage of the 
DNA backbone at this abasic site by an apurinic/apyridimic 
(AP) endonuclease, generates a ssDNA nick adjacent to the aba-
sic site. The nick is then processed to a single-nucleotide gap. 
The gap is filled in by DNA polymerase β; and then sealed by 
DNA ligase 1 or DNA ligase 3. The MMR proteins MSH2 and 
MSH6 can also bind and process the dU:dG mismatch. Deficien-
cies of AID, UNG underlie some forms of the hyper-IgM syn-
drome (Chapter 33). UNG and MMR double deficiency ablates 
CSR. It also eliminates both C/G transversion mutations and 
spreading of mutations, leaving only C/G transition mutations.

The benefits of diversity created by AID are balanced by the 
tendency of AID to target non-Ig genes. AID can create clusters of 
mutations in a number of genes, including BCL6, CD95, CD79A, 
CD79B, PIM1, MYC, RHOH, and paired box 5 (PAX5).32 The pro-
cess is termed kataegis. These mutations clusters can contribute to 
the development of lymphoproliferative disorders.

Diversity and Constraints on Immunoglobulin Sequence
In theory, combinatorial rearrangement of V(D)J gene seg-
ments, combinatorial association of H and L chains, flexibility in 
the site of gene segment joining, N-region addition, P junctions,   

hypermutation, and class switching can create an antibody 
repertoire, the diversity of which is limited only by the total 
number of B cells in circulation at any one time. In practice, 
constraints and biases on both the structure and sequence of the 
antibody repertoire are apparent.

The representation of individual V gene elements is nonran-
dom. Among Vκ and VH elements, half of the potentially func-
tional V gene elements contribute minimally to the expressed 
repertoire. Among Vλ elements these restrictions are even 
greater, with three gene segments contributing to half of the ex-
pressed repertoire.

Particular patterns of amino acid composition in the sequenc-
es of the V domains create predictable canonical structures for 
several of the hypervariable regions. In κ chains, CDR2 is found 
in a single canonical structure, whereas four structures are pos-
sible for CDR1.33 In the H chain, most germline CDR1 and CDR2 
elements encode one of three or one of five distinct canonical 
structures, respectively.34 Preservation of these key amino acids 
during affinity maturation tends to maintain the canonical struc-
ture of CDR1 and CDR2 even while they are undergoing SHM.

The enhanced sequence diversity of the CDR3 region 
is  mirrored by its structural diversity. Few canonical structures 
have been defined for the H-chain CDR3, and even in κ chains 
30% of the L-chain CDR3 can be quite variable. However, at the 
sequence level there is a preference for tyrosine and glycine resi-
dues and a bias against the use of highly charged or  hydrophobic 
amino acids in the H-chain CDR3, which reflects preferential 
use of only one of the six potential DH reading frames, natu-
ral selection of reading frame content, and selection during 
development.35

The T-Cell Receptor αδ-Chain Locus
The α and δ loci are located on chromosome 14q11-12. This 
region is unusual in that the gene segments encoding the two 
different TCR chains are actually intermixed (Fig. 4.9). There 
are 38 to 40 Vα, 5 Vα/Vδ, no Dα, and 50 Jα functional gene seg-
ments, as well as one Cα gene.36

The δ locus lies between the Vα and Jα gene segments. There 
are three committed Vδ, five Vα/Vδ, three Dδ, and three Jδ gene 
segments, as well as one Cδ gene. Vδ3 lies 3′ of Cδ, and thus must 
rearrange by inversion. Although V-region use by α and δ chains 
is largely independent of one another, this unusual gene organi-
zation is accompanied by sharing of five V gene segments. For 
example, Vδ1 can rearrange either to Dδ/Jδ or to Jα elements, 
and thus can serve as the V region for both γδ and αβ TCRs.

In the large majority of αβ T cells analyzed, the α chain on 
both chromosomes has rearranged. This occurs by the rear-
rangement of the 5′ RSS δRec to a pseudo-J segment, ΨJα, at 
the beginning of the Jα cluster (see Fig. 4.9) as well as by the 
subsequent rearrangement of Vα to Jα on both chromosomes. 
Both types of rearrangement delete all of the Dδ, Jδ, and Cδ
genes, thus preventing co-expression of αβ and γδ TCRs.

The T-Cell Receptor β-Chain Locus
The β locus is positioned at chromosome 7q35.44. It contains 
40 to 48 functional Vβ genes, 2 Dβ, 2 Jβ clusters, each contain-
ing 6 or 7 gene segments, and 2 Cβ genes (see Fig. 4.9). There 
is one Vβ immediately downstream of Cβ2, which rearranges 
by inversion. Each Cβ is preceded by its own Dβ–Jβ cluster. 
There is no apparent preference for Vβ gene rearrangement to 
either Dβ–Jβ cluster. Dβ1 can rearrange to the Jβ1 cluster or the 
Dβ2–Jβ2 cluster. Dβ2 can only rearrange to Jβ2 gene segments.   
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The two Cβ segments differ by only six amino acids and are 
functionally indistinguishable from each other.

The T-Cell Receptor γ-Chain Locus
The γ locus is located at chromosome 7p14-15. There are four 
to six functional Vγ region segments intermixed with pseudo-
genes, no Dγ, and two J clusters with a total of five J segments. 
Each J cluster is 5′ to its C region (see Fig. 4.9). The Vγ segments 
have been divided into six families, although only Vγ1 (nine 
members, five of them functional) and Vγ2 (one member) en-
code functional proteins. The number of Cγ gene exons varies: 
Cγ1 has three, while there are two alleles of Cγ2 that have four 
and five, respectively. The first Cγ exon encodes most of the ex-
tracellular portion of this region. The last Cγ exon encodes the 
intracytoplasmic portion of the molecule. The middle exon(s) 
(one for Cγ1, two or three for Cγ2) encode the connecting 
piece, which does (Cγ1), or does not (Cγ2), include a cysteine. 
Since this cysteine can form a disulfide bond with another cys-
teine in the δ chain, TCRs using Cγ1 contain a covalently linked 
γ–δ pair, while TCRs using Cγ2 do not. The nomenclature of the 
human γ locus differs between laboratories and reports and is 
extensively cross-referenced on the IMGT website (http://www.
imgt.org).

Allelic Exclusion
Because of the inherently imprecise nature of coding joints, only 
one in three V(D)J Ig or TCR rearrangements will be in-frame 
and capable of creating a functional protein. Theoretically, one 
in nine cells might be expected to express two different Ig or 
TCR chains. However, almost all B cells express the functional 
products of only one IgH allele and one IgL allele, and mature 
αβ T cells express only one functional TCRβ gene. The process 
of limiting the number of receptors expressed by an individual 
cell is known as allelic exclusion.

The mechanisms that ensure monoallelic expression are 
regulated at the level of gene rearrangement. Mechanisms that 

have been shown to contribute to allelic exclusion include asyn-
chronous replication of the two alleles, with rearrangement oc-
curring at the allele that replicates early; localization of the ac-
tive allele to a more central, euchromatic region of the nucleus; 
and DNA demethylation of the active allele. Once a functional 
V domain has been generated, rearrangement terminates with 
the expression of a membrane-bound Ig (mIg) or TCR product 
capable of transducing a signal. In pre-B cells, a functional μ H 
chain associates with the surrogate light chain to form the pre-
BCR. Similarly, in developing T-cell progenitors a productive 
TCR β chain associates with pre-Tα to form the pre-TCR. These 
preliminary antigen receptors signal to shut down RAG expres-
sion, promote cell division, and limit the accessibility of the IgH 
and TCRβ loci to further rearrangement while promoting the 
accessibility of the IgL and TCRα loci, respectively.

In pre-B cells, the κ locus is the first to rearrange, with λ
rearrangement occurring in cells that have failed to produce a 
proper κ chain. Surface expression of an acceptable membrane-
bound IgM BCR invokes the mechanism of allelic exclusion 
among the L-chain loci, termed isotypic exclusion, and promotes 
further maturation of the B cell.

Productive TCRα rearrangement in CD4+CD8+ T-cell pro-
genitors allows the expression of a functional TCR αβ heterodi-
mer (Chapter 9). Unlike IgH and TCRβ; TCRα does not under-
go allelic exclusion at the level of gene rearrangement. Instead, 
in cells that express two functional TCRα alleles, one of the two 
alleles tends to preferentially pair with the one functional TCRβ
chain. This is termed phenotypic allelic exclusion.

Allelic exclusion can be overcome by selection pressures. 
Cells that express self-reactive antigen receptors can downregu-
late IgH or TCR expression and reactivate gene rearrangement 
to replace one of the two offending chains. This process, termed 
receptor editing, occurs most often in the IgL or TCRα loci, 
whose gene structures lend themselves to repeated rearrange-
ment. The VH in the H chain can also be replaced by rearrange-
ment to a cryptic RSS at the terminus of the VH gene segment.
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B-CELL RECEPTOR COMPLEX: STRUCTURE 
AND FUNCTION
Although the ability of surface Ig to recognize antigen was ap-
preciated very early, the mechanism by which mIg transmit-
ted an antigen recognition event to the cell took longer to un-
derstand. The predominant isotypes expressed on the surface 
of mature B cells, mIgM and mIgD, contain only three amino 
acid residues exposed to the cytoplasm. It was thought unlikely 
that these Ig heavy chains could function as signal transduc-
tion molecules by themselves. Subsequently, it was shown that 
all membrane Ig isotypes associated noncovalently with a het-
erodimeric complex consisting of two transmembrane proteins, 
Igα (CD79a) and Igβ (CD79b), each of which is capable of 
transducing signals into the cell (Table 4.3).

Membrane-Bound Immunoglobulin
Igs mediate their effector functions as secreted products of 
plasma cells. However, Igs also serve as the membrane-bound 
antigen recognition component of the BCR complex. Although 
all Ig classes can be expressed at the B-cell surface, the vast ma-
jority of circulating mature B cells co-express membrane-bound 
IgM and IgD. Appropriate activation of a naïve IgM and IgD 
expressing B cell leads to plasma cell differentiation and anti-
body secretion. Membrane-bound IgM and IgD are the product 
of alternative splicing of the Ig transcript at the 3′, or carboxy, 
terminus of the heavy chain (Fig. 4.10). The two membrane ex-
ons encode the transmembrane hydrophobic stretch of amino 
acids and an evolutionarily conserved cytoplasmic tail encoding 
lysine, valine, and lysine.

Signal Transduction and the Immunoglobulin-α/β
(CD79a/CD79b) Heterodimer
The heterodimeric signal transduction component of the BCR 
complex that associates with membrane Ig has been designated 
CD79. It is composed of an Igα (CD79a) and Igβ (CD79b) het-
erodimer. CD79 is responsible for transporting mIg to the cell 
surface and for transducing BCR signals into the cell.37

CD79a/Igα is encoded by CD79a/MB-1 (chromosome 
19q13.2) as a 226-amino acid glycoprotein of approximately 
47 kDa. The exact molecular weight depends on the extent 
of glycosylation. CD79b/B29 (chromosome 17q23) encodes 
CD79b/Igβ, which is a 229-amino acid glycoprotein of approxi-
mately 37 kDa. CD79a and CD79b share an exon–intron struc-
ture, which is similar to that of the genes that encode the CD3 
TCR co-receptor molecules. These similarities suggest that both 
BCR and TCR co-receptors are the progeny of a common ances-
tral gene. Igα and Igβ both contain a single IgSF Ig domain (111 
residue C-type for Igα and 129 residue V-type for Igβ). Each 
also contains a highly conserved transmembrane domain and 
a 61- (Igα) or 48- (Igβ) amino acid cytoplasmic tail that also 
exhibits striking amino acid evolutionary conservation.

Igα and Igβ are expressed by the earliest committed B-cell 
progenitors prior to Igμ H-chain rearrangement. The CD79 
heterodimer has been observed on the surface of early B-cell 
progenitors in the absence of Igμ, although neither protein is 
required for progenitors to commit to the B-cell lineage.38 Later 
in development, Igα and Igβ are co-expressed together with Ig 

• The BCR–antigen complex consists of a mIg that is responsible for 
antigen recognition and an Igα/β heterodimer that is responsible for 
transducing the recognition signal into the cell.

• BCR engagement leads to the phosphorylation of tyrosines in the 
Igα/β Immunoreceptor Tyrosine-based Activation Motifs (ITAMs). This 
signal is then transmitted to one or more other intracellular signaling 
pathways.

• Recognition of antigen by B lymphocytes can also involve binding of 
antigen complexed with C3d and IgG to additional B-cell co-receptors.

• Binding of complexed antigen by individual co-receptors can lead to 
either positive or negative signals, each of which can influence the 
ultimate outcome of an antigen-B lymphocyte interaction.

• Deficiency of the components of the BCR–antigen complex impairs 
B-cell development and can lead to agammaglobulinemia. 

KEY CONCEPTS
B-Cell Receptor and Co-Receptors

TABLE 4.3 The B-Cell Receptor and Its 
Co-Receptor Molecules

Molecule Mr Chromosome Function

BCR
mIgM (μ2L2) 180,000 14 (IgH; 14q.32) Antigen recogni-

tion2 (Igκ; 2p12)
22 (Igλ; 22q11.2)

Igα (CD79a) 47,000 19 (19q13.2) Signal transducer
Igβ (CD79b) 37,000 17 (17q23) Signal transducer

Co-Receptors
CD21 140,000 1 (1q32) Activating co-

receptor
Ligand for C3d, 

EBV, CD23
CD19 95,000 16 (16p11.2) Activating co-

receptor
Signal transducer

FcγRIIB (CD32) 40,000 1 (1q23-24) Inhibitory co-
receptor

Low-affinity re-
ceptor for IgG

CD22 140,000 19 (19q13.1) Inhibitory co-
receptor

Adhesion mol-
ecule

Signal transducer

BCR, B-cell receptor; EBV, Epstein–Barr virus; IgG, immunoglobulin G; mIgM, 
membrane-bound immunoglobulin M.
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of all isotypes on the surface of B cells as a mature BCR com-
plex.39 The CD79 proteins are specific to the B lineage and are 
expressed throughout B lymphopoiesis. This has led to their use 
as markers for the identification of B-cell neoplasms.40

The signaling capacity of both Igα and Igβ resides within an 
ITAM that has the consensus sequence of D/IxxYxxL(x)7YxxL, 
where x is any amino acid. Similar ITAMs are also found within 
the cytoplasmic domain of the molecules that associate with, 
and signal for, the T-cell antigen receptor (CD3) and certain 
Fc receptors (Chapter 18). The phosphorylation of both tyro-
sines in both Igα/β ITAMs is considered an obligate initial step 
in the propagation of antigen receptor engagement to the cell 
nucleus.37,41

Tyrosine-phosphorylated ITAMs serve as efficient binding 
sites for Src homology 2 (SH2) domains, which are present with-
in a large number of cytosolic signaling molecules. Whether Igα
and Igβ make qualitatively different contributions towards BCR 
signaling or are functionally redundant remains unclear, as evi-
dence exists to support both views. Moreover, the high degree of 
evolutionary conservation within the non-ITAM portion of the 
cytoplasmic domains suggests additional, as yet uncharacter-
ized, signaling roles for the cytoplasmic tails of these molecules 
over and above positive signaling via the ITAMs.

Igα and Igβ are covalently associated by a disulfide bridge 
via cysteine residues that exist within the IgSF extracellular 
domains of both molecules. The association of the Igα/β het-
erodimer with mIg occurs though interaction within the trans-
membrane domains of these proteins.39 The core BCR complex 
consists of a single Ig molecule associated with a single Igα/β
heterodimer (H2L2/Igα/Igβ) (Fig. 4.11). A current model for the 
initiation of signals originating from the BCR (see Fig. 4.11) 
proposes that antigens induce the clustering of BCR complexes, 
increasing their local density. The increase in density leads to 
the transfer of phosphate groups to the tyrosine residues of the 
Ig-α/β ITAM motifs.37,41

Src-family tyrosine kinases, of which LYN, FYN, and BLK are 
most often implicated, are believed to be responsible for ITAM 
phosphorylation upon aggregation of Igα/β. They have been 
shown to physically associate with the heterodimer. It has been 
suggested that only a fraction of Src-family tyrosine kinases are 
associated with the Igα/β heterodimer and, upon aggregation, 
transphosphorylate juxtaposed heterodimers. However, the ex-
act mechanism by which Igα/β undergoes initial tyrosine phos-
phorylation after antigen engagement remains uncertain. Phos-
phorylated ITAMs subsequently serve as high-affinity docking 
sites for cytosolic effector molecules that harbor SH2 domains. 
The recruitment of the SYK tyrosine kinase, via its tandem SH2 
domains, to doubly phosphorylated Igα/β ITAMs then appears 
to propagate a BCR-mediated signal. Association of SYK with 
the BCR leads to its subsequent tyrosine phosphorylation by ei-
ther Src-family or other Syk tyrosine kinases, further increasing 
kinase activity. Together, the concerted actions of the Syk and 
Src-family protein tyrosine kinases activate a variety of intracel-
lular signaling pathways that can lead to the proliferation, dif-
ferentiation, or death of the cell.

Clinical Consequences of Disruptions in  
B-Cell Receptor Signaling
Both the development of B lymphocytes and the maintenance 
of the mature antigen-responsive B-cell pool demand the pres-
ence of an intact BCR and its downstream signaling pathway(s). 

Disruption of these pathways can present clinically with hypo-
gammaglobulinemia and an absence of B cells.

The most common such genetic lesions is BTK deficiency, 
which is an X-linked trait (Chapter 33). BTK plays an important 
role in BCR signaling both during development and in response 
to antigen. Loss-of-function mutations in BTK results in the ar-
rest of human B-cell development at the pre-B-cell stage.

BTK is intact in approximately 10% to 15% of patients with 
hypogammaglobulinemia and absence of B cells. Mouse mod-
els where BCR components or signaling pathways have been 
disrupted by targeted mutagenesis have provided insight into 
the basis of these atypical hypogammaglobulinemia disorders.37

These studies have shown that an inability to express either a 
functional μ IgH chain, Igα, Igβ, or the signaling adaptor mol-
ecule, BLNK, lead to an early, severe arrest in B lymphopoiesis, 
with subsequent agammaglobulinemia.42 Together, these ex-
perimental findings highlight the central role of the BCR in the 
generation and function of B lymphocytes. Thus, mutations in 
any component of the antigen receptor complex or immediate 
downstream effectors have the potential to disrupt B-cell devel-
opment and create an agammaglobulinemic state.

Besides its important role in the maturation, differentia-
tion, and survival of B lymphocytes, the B-cell antigen re-
ceptor is responsible for initiating the humoral response to 
foreign antigen. Some of the variables that can influence the 
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FIG. 4.11 The B-Cell Receptor Core Complex. The B-cell 
receptor (BCR) core complex can be divided into an antigen 
recognition unit fulfilled by mIgM and a noncovalently associ-
ated signal transduction unit composed of the Igα/β (CD79ab) 
heterodimer. Antigen engagement of membrane-bound immu-
noglobulin M oligomerizes the BCR, allowing preassociated Src-
family protein tyrosine kinases to phosphorylate neighboring 
Igαβ Immunoreceptor Tyrosine-based Activation Motif (ITAM) 
tyrosines. This promotes association of the SYK tyrosine kinase 
with the tyrosine phosphorylated ITAMs, allowing SYK to be-
come a substrate for other Syk or Src-family tyrosine kinases, 
leading to its activation.
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ultimate outcome of BCR–antigen interaction include the na-
ture of the foreign antigen, the mode of activation, the devel-
opmental stage of the B cell, and the microenvironment in 
which antigen encounter occurs. Exactly how these variables 
ultimately result in the differential activation of diverse in-
tracellular signaling pathways with fundamentally divergent 
outcomes is under study. Emerging from these studies is an 
appreciation of the role of BCR co-receptors, which have been 
shown to be capable of modulating antigen receptor signaling 
in response to antigen.

B-Cell Receptor Co-Receptors
The initiation of a humoral immune response results from 
antigen interaction with the antigen receptors on mature pe-
ripheral lymphocytes. However, the manner in which mature 
B and T lymphocytes recognize antigen is fundamentally dif-
ferent (Chapter 6). Surface Ig, as a component of the BCR on B 
lymphocytes, typically recognizes an antigenic epitope in its na-
tive three-dimensional configuration, which, upon engagement 
with mIg, is capable of transmitting a signal to the cell interior. 
In contrast, the antigen receptor expressed by T lymphocytes 
typically recognizes an antigen-derived peptide associated with 
an appropriate MHC structure (Chapter 5). Further, in order 
for this T-cell recognition event to be productive, a CD4 or CD8 
co-receptor must also bind to the MHC structure presenting the 
foreign antigen.

Antigen recognition by the BCR on B lymphocytes is also 
influenced by co-receptors present on mature B cells (see   
Table 4.3). In this case the co-receptors may also recognize an-
tigen, but only in a form that has been modified by other com-
ponents of the immune system, as described below. In general, 
these co-receptors and co-receptor complexes can be divided 
into those that regulate BCR signaling in a positive manner 
and those that regulate in a negative manner. Thus, the ultimate 
outcome of signaling via the BCR depends not only on the sig-
nals transduced via the Igα/β heterodimer, but also how these 
signals are perceived by the cell in association with the signals 
propagated by the various co-receptors that are concomitantly 
engaged.

Co-Receptors That Positively Regulate  
B-Cell Receptor Signaling
CD21
Mature B lymphocytes express two receptors for complement 
C3 components, CD35 (CR1) and CD21 (CR2) (Chapter 40). Of 
these, CD21 fulfills the requirements of a BCR co-receptor (vide 
infra). The expression of CD21 is restricted to mature B cells 
and follicular dendritic cells, whereas CD35 is also found on 
erythrocytes, monocytes, and granulocytes. CD21 is a 140-kDa 
surface glycoprotein encoded by the CR2 locus on chromosome 
1q32 (see Table 4.3). Expression of CD21 begins at approximate-
ly the same time as IgD during B lymphopoiesis (Chapter 7).   
CD21 is subsequently expressed on all mature B cells until ter-
minal differentiation. Within the mature population, marginal 
zone B cells express higher levels relative to follicular B cells. 
The extracellular domain of CD21 is composed of 15 to 16 short 
consensus regions (SCRs), each composed of 60 to 70 amino 
acids, and a relatively short 34-amino acid cytoplasmic tail. The 
two-amino terminal SCRs constitute the region that interacts 
with one of the third complement component (C3) cleavage 
products, iC3b, C3d, g, and C3d (Chapter 40).43

CD21 is a receptor for Epstein–Barr virus (EBV), which sim-
ilarly binds the two N-terminal SCRs via its major envelope gly-
coprotein gp350/220. CD21, through its oligosaccharide chains, 
also binds CD23, the low-affinity IgE receptor (FcεRII). Where-
as EBV utilization of CD21 for cell entry has clear physiologic 
consequences in terms of infection, B-cell immortalization, and 
the potential for oncogenesis, the in vivo relevance of any CD21 
to CD23 interaction remains unclear.

CD19
CD19 is an IgSF surface glycoprotein of 95 kDa that is expressed 
from the earliest stages of B-cell development until plasma cell 
terminal differentiation, when its expression is lost.44 Follicular 
dendritic cells also express CD19. CD19 maps to chromosome 
16p11.2, where it encodes a 540-amino acid protein with two ex-
tracellular C-type IgSF domains as well as a large, approximately 
240-residue, cytoplasmic tail that exhibits extensive conservation 
between mouse and human. This relatively large cytoplasmic 
domain includes nine conserved tyrosine residues, which, upon 
phosphorylation, serve as docking sites for other SH2- containing 
effector molecules. The signaling capacity of CD19 has been 
shown to result from tyrosine phosphorylation, which occurs 
upon engagement of the BCR, CD19 or, optimally, by co- ligation 
of CD19 and IgM. Known signaling effector molecules that have 
been identified in association with tyrosine-phosphorylated 
CD19 include the LYN and FYN protein tyrosine kinases, the 
Rho-family guanine nucleotide exchange factor, VAV, and phos-
phatidyl inositol 3-kinase.44 Although specific ligands for CD19 
have been proposed, the physiological relevance of CD19 engage-
ment by putative ligands has not been demonstrated.

In vitro studies using mAbs directed against CD21 or CD19 
provided initial evidence that these B-cell surface antigens could 
influence mIg-mediated signaling.45,46 Genetic deficiencies of 
CD21 (CVID7) or CD19 (CVID3) promote the development 
of common variable immune deficiency, which is characterized 
by hypogammaglobulinemia (Chapter 33). In mice, CD21 and 
CD19 deficiency demonstrate impaired antibody response to 
T-dependent antigens. The paucity of CD5+ B cells in CD19-
deficient mice suggests a role for this molecule in the genera-
tion and maintenance of the B1 lineage of B cells (Chapter 7). 
CD19 is expressed from the earliest stages of B-cell ontogeny in 
both mice and humans and, accordingly, a signaling function 
for CD19 in B lymphopoiesis has been demonstrated.47

CD21–CD19 Co-Receptor Complex
A mechanism by which these molecules could augment BCR-
mediated signaling was provided by the identification of a 
CD21–CD19 co-receptor complex on mature B cells that also 
includes CD81 (Fig. 4.12). CD81, also known as TAPA-1, is a 
26-kDa tetraspan molecule widely expressed on a number of 
cell types, including lymphocytes. The CD21–CD19 co-receptor 
model predicted that, as a result of complement activation, C3d 
would be deposited on an antigen, thereby providing a bridge 
by which a CD21–CD19 receptor complex could associate with 
mIgM and the BCR complex.44,46 Clustering of CD19 close to the 
BCR by the C3d–antigen complex would effectively recruit the 
signal transduction effector molecules associated with CD19 to 
the Igα/β heterodimer. As a consequence, the CD19-associated 
LYN and FYN tyrosine kinases, VAV, and PI3-kinase signaling 
effector molecules would be in a position to exert their activities 
on the Igα/β heterodimer-mediated signaling events initiated by 
antigen engagement of mIgM.
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Strong support for CD21–CD19 co-receptor physiological 
function in BCR signaling was subsequently provided by exper-
iments using a murine model of immune response. Immuni-
zation with an antigen covalently attached to C3d dramatically 
reduced the signaling threshold necessary for antigen to elicit 
an immune response.48 Antigen bearing either two or three cop-
ies of C3d was, respectively, 1000 and 10,000 times more immu-
nogenic than antigen alone. Thus, the CD21–CD19 co-receptor 
complex provides a link between the innate and adaptive im-
mune responses. In vivo, CD19-deficient mice appear to have 
more severely affected T-dependent immune responses than do 
CD21-deficient animals, suggesting alternative roles for CD19 
in regulating BCR signals beyond the CD21–CD19 co-receptor 
complex.

Co-Receptors That Negatively Regulate  
B-Cell Receptor Signaling
FcγRIIB
Among the several receptors for the Fc portion of Ig expressed 
by B cells, the Fc receptor for IgG, FcγRIIB (a member of the 
CD32 cluster), has an important role in negatively regulating 
BCR-mediated signal transduction.49 FcγRIIB is a 40-kDa sin-
gle-chain molecule that is encoded by single gene located on 
chromosome 1q23-24. Alternative splicing of different cytoplas-
mic exons permits expression of three isoforms. The extracellu-
lar domain of FcγRIIB is composed of two C-type IgSF domains 
that can bind with low affinity to IgG. All three FcγRIIB iso-
forms share a common cytoplasmic region that is important for 
negatively regulating activation signals delivered by associated 

surface receptors. The region within the cytoplasmic domain 
of FCγRIIB responsible for the inhibitory activity of this Fc re-
ceptor towards the BCR has been identified as a sequence that 
contains a tyrosine residue critical for its activity. In analogy to 
the ITAM, which provides an activation signal, this inhibitory 
sequence has been referred to as an Immunoreceptor Tyrosine-
based Inhibitory Motif, or ITIM. The ITIM is carried by the 
canonical sequence of I/L/VxYxxI/V/L (where x is any amino 
acid). ITIMs are found in a number of other transmembrane 
structures, all of which share the ability to negatively regulate 
signaling by activating receptors.

The ability of passively administered soluble antibody to 
inhibit humoral responses has long been appreciated and was 
initially thought to occur by soluble antibody effectively mask-
ing all available antigen epitopes. The molecular mechanism 
accounting for this suppression is now known to be mediated 
by the binding of IgG to FcRγIIB and the subsequent recruit-
ment of cytosolic phosphatases to the FcRγIIB ITIM upon ty-
rosine phosphorylation. Thus, the inhibitory effect of IgG on 
BCR-mediated B-cell activation is explained by the interaction 
of the FcγRIIB ITIM, and specifically associated phosphatases, 
with the BCR (Fig. 4.13). Co-ligation of the BCR and FcRγIIB 
by antigen–IgG complexes results in the tyrosine phosphoryla-
tion of the FcRγIIB ITIM, presumably by the BCR-associated 
tyrosine kinases. Phosphorylated FcRγIIB ITIMs then recruit 
two different SH2-containing phosphatases, SHIP and SHP-1, 
which function to remove phosphate groups from inositol lipids 
or tyrosines, respectively. Although both phosphatases can neg-
atively regulate BCR-mediated signaling events, SHIP appears 
to be the most relevant phosphatase in FcRγIIB inhibition of 
BCR signaling (see Fig. 4.13). Thus, once the majority of anti-
gen exists in immune complexes together with antigen-specific 
IgG, attenuation of an ongoing immune response occurs by the 
juxtaposition of FcRγIIB with the BCR.

CD22
CD22 is a 135- to 140-kDa transmembrane glycoprotein that is 
restricted in its expression to the B lineage.50 CD22 expression 
is limited to the cytoplasm of progenitor and pre-B cells in early   
B-cell development. Expression on the surface of the B cell  occurs 
concomitant with the appearance of surface, or membrane, IgD. 
Upon B-cell activation, CD22 expression is initially transiently 
upregulated and subsequently down-modulated upon terminal 
differentiation to Ig-secreting plasma cells. Although the onset 
of CD22 expression follows a similar pattern during murine 
B lymphopoiesis, it is not restricted to the cytoplasm in early 
B lymphopoiesis, but rather is expressed on the surface from 
the progenitor stage onward. The basis or function of CD22 
intracellular retention in human B-cell development is not   
understood.

CD22 maps to chromosome 19q13.1 and encodes alternatively 
spliced forms of CD22, CD22α, and CD22β, of which the latter is 
the predominant species expressed by B cells. The CD22β isoform 
contains seven extracellular IgSF domains, of which all but one 
are of the C type. The single exception is the N-terminal domain, 
which is of the V type. CD22α lacks the IgSF third and fourth 
domains, although the significance of this minority alternatively 
spliced product remains unclear. The CD22 murine homolog has 
only been found as a full-length CD22β isoform. The extracellular 
domain of CD22 is homologous to the carcinoembryonic antigen 
subfamily of adhesion molecules, which includes the myelin-
associated glycoprotein (MAG) and CD33. CD22 also functions 
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FIG. 4.12 Proposed Mechanisms for the Augmentation of 
B-Cell Receptor Signaling by the CD21–CD19 Co-Recep-
tor.  Co-ligation of the B-cell receptor (BCR) and CD21–CD19 
complex by C3d–antigen complex allows a CD79-associated 
Src-family tyrosine kinase to phosphorylate tyrosine residues 
within the CD19 cytoplasmic domain. Subsequently, tyrosine-
phosphorylated CD19 effectively recruits key SH2-containing 
signaling molecules to the BCR complex, allowing the initial 
BCR- mediated signal to quickly disseminate along different in-
tracellular signaling  pathways. Ag, antigen; PI3-K, phos phatidyl 
inositol 3-kinase; PTK, protein tyrosine kinase.
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as an adhesion molecule belonging to the Siglec subfamily of the 
Ig superfamily, whose members function as mammalian sialic 
acid-binding Ig-like lectins.51 The two N-terminal IgSF domains 
have been shown to mediate adhesion to both B and T lympho-
cytes via the binding of structures carrying α2,6 sialic acids.

In addition to acting as an adhesion molecule, CD22 is also 
capable of modulating BCR signaling (see Fig. 4.13). A fraction 
of CD22 associates with the BCR, and CD22 is rapidly tyrosine-
phosphorylated upon mIgM engagement. Tyrosine-phosphor-
ylated CD22 associates with several SH2-containing signaling 
molecules, including the LYN and SYK tyrosine kinases, PI3-
kinase, phospholipase C-γ and SHP-1. The 140-amino acid 
cytoplasmic domain of CD22 includes six conserved tyrosine 
residues. Three of these tyrosines are located within conserved 
consensus ITIM sequences and possess a demonstrable capacity 
to bind the SH2 domain of the SHP-1 phosphatase. The pres-
ence of the multiple ITIMs and association with SHP-1 indi-
cated that CD22 might impinge on BCR signaling in a nega-
tive manner. Physiological evidence that CD22 could act as a 
co-receptor to negatively regulate mIgM signaling was provided 
by the generation of CD22-deficient mice by targeted muta-
genesis.51 CD22-deficient B cells exhibited hyperactive B-cell 
responses upon BCR triggering, and an increased incidence of 
serum autoantibodies. This suggests that B-cell tolerance is al-
tered and B cells are more readily activated in the absence of this 
negative regulator of BCR signaling.

THE T-CELL RECEPTOR/CD3 COMPLEX
The αβ and γδ TCR heterodimers, which are responsible for the 
recognition of specific antigen by T lymphocytes, associate with 
a complex of invariant proteins designated CD3. This associa-
tion is necessary for TCR cell-surface expression and enables 
the TCR heterodimers, which have only short cytoplasmic do-
mains, to couple to the intracellular signaling events that lead to 
the activation of T-cell effector function.52 There are four CD3 
proteins: γ, δ, ε, and ζ (Fig. 4.14).

• Cell-surface expression of the TCR heterodimers requires association 
with a complex of invariant proteins designated CD3.

• Each TCR/CD3 complex contains three CD3 dimers.
• Assembly of the TCR/CD3 complex involves interactions between 

TCR transmembrane basic residues and transmembrane acidic resi-
dues in each of the CD3 subunits.

• Signal transduction by the TCR involves the phosphorylation of ITAMs 
in the cytoplasmic domains of CD3 proteins.

• Phosphorylated CD3 ITAMs recruit and activate the ZAP-70 protein 
tyrosine kinase.

• Deficiency of CD3 proteins impairs T-cell development and can pro-
duce SCID. 
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FIG. 4.13 Negative Regulation of B-Cell Receptor Signaling by FcγRIIB and CD22. (A) Soluble IgG–antigen immune complexes 
juxtapose the B-cell receptor (BCR) with FcγRIIB. The BCR-associated LYN tyrosine kinase subsequently tyrosine phosphorylates the 
FcγRIIB Immunoreceptor Tyrosine-based Inhibitory Motif (ITIM). In turn, this leads to the recruitment of the SH2-containing inositol 
phosphatase SHIP and tyrosine phosphatase SHP-1 to the phosphorylated FcRγIIB ITIM. Both of these phosphatases have demon-
strable inhibitory activity on BCR-mediated signaling. Although SHIP is believed to be the major effector in the FcRγIIB-mediated inhibi-
tion of BCR signaling, the exact mechanism of its action in this context has not yet been elucidated. (B) CD22 associated with the BCR 
is tyrosine-phosphorylated upon antigen–BCR engagement. SH2-containing signaling molecules dock on tyrosine-phosphorylated 
residues, including the SHP-1 tyrosine phosphatase that can subsequently dephosphorylate signaling molecules previously activated 
by a membrane-bound immunoglobulin M-mediated signal.
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CD3 Proteins
CD3γ, CD3δ, and CD3ε are structurally similar, and the genes 
encoding them map to a locus in chromosome 11q23. The poly-
peptides range in size from 20 to 25 kDa. Each has an extracellu-
lar C-type IgSF domain, a transmembrane region that contains 
an acidic residue (aspartic acid in CD3δ and CD3ε, glutamic 
acid in CD3γ), and a cytoplasmic domain with a single ITAM. 
The cytoplasmic domain of CD3ε (but not of CD3δ or CD3γ) 
has a net positive charge and can bind to the negatively charged 
inner leaflet of the plasma membrane with its ITAM inserted 
into the lipid bilayer. The CD3 chains are present in the TCR/
CD3 complex in the form of noncovalently linked CD3γε and 
CD3δε heterodimers; interactions between the extracellular 
IgSF domains lead to the formation of these CD3 heterodimers.

The 16-kDa CD3ζ differs substantially from the other CD3 
proteins and is structurally homologous to the γ chain of the 
high-affinity IgE receptor (FcRγ chain). The extracellular do-
main of CD3ζ has only nine amino acids and is of unknown 
structure. As is the case with the other CD3 chains, the trans-
membrane region of CD3ζ contains an acidic residue (aspartic 
acid). The large cytoplasmic domain of CD3ζ has 3 ITAMs in 
tandem, which, like the ITAM of CD3, also associate with the 
inner leaflet of the plasma membrane.16 CD3ζ is usually pres-
ent in the TCR/CD3 complex in the form of disulfide-linked 
CD3ζζ homodimers that form through interactions within the 
transmembrane domain.

Stoichiometry of the T-Cell Receptor/CD3 Complex
The αβTCR/CD3 complex is univalent and consists of a single 
αβ TCR heterodimer together with three CD3 dimers: CD3γε, 
CD3δε, and CD3ζζ (see Fig. 4.14). The γδTCR/CD3 complex, 
in contrast, lacks CD3δ. On naïve T cells, this receptor complex 
contains two CD3γε heterodimers and one CD3ζζ homodi-
mer. Following activation of γδT cells, the TCR/CD3 complex 

incorporates the FcRγ chain, either as a homodimer or as a het-
erodimer with CD3ζ.16,52,53

Assembly and Cell-Surface Expression of the T-Cell 
Receptor/CD3 Complex
Assembly begins with formation of the individual TCRαβ, 
CD3δε, and CD3γε heterodimers, processes that are driven 
by interactions between the extracellular domains of the pair-
ing polypeptides. The subsequent higher-order assembly of 
the TCRαβ with the CD3 dimers depends upon interactions 
between the potentially charged residues within their trans-
membrane regions. As noted above, each of the CD3 subunits 
has a transmembrane acidic residue while the transmembrane 
domains of the αβ and γδ TCRs contain basic residues. Muta-
tion of any of these transmembrane acidic or basic residues to 
neutral alanine impairs formation of the TCR/CD3 complex. 
TCRαβ appears to associate first with CD3δε and then with 
CD3γε. TCRα binds CD3δε, and TCRβ likely interacts with 
CD3γε. The incorporation of a CD3ζζ homodimer into the 
complex requires the prior formation of a TTCRαβ−CD3γε−
CD3δε hexamer and involves interactions between the arginine 
residue in the transmembrane domain of TCRα and the two co-
localized aspartic acids in the transmembrane domains of the 
CD3ζζ homodimer.16,54

Formation of the TCR/CD3 complex is tightly regulated. 
For example, when there are deficiencies of CD3γ, CD3δ, or 
CD3ε, TCRα and β are retained in the endoplasmic reticu-
lum and are rapidly degraded. In the absence of CD3ζ, the   
TCRαβ−CD3γε CD3δε hexamer is exported to the Golgi but 
then is targeted to a lysosomal degradation pathway rather than 
the cell  surface.16,52–54

A cryoelectron microscopy structure of a human TCRαβ in 
complex with the CD3 hexamer was obtained at 3.7 Å resolution, 
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FIG. 4.14 Schematic Representation of the Human T-Cell Receptor and CD4 and CD8 Co-Receptors. IgSF domains are represent-
ed by ovals. The four extracellular domains of CD4 are labeled D1–D4. Basic (+) and acidic (−) transmembrane charged residues are 
indicated, as are known and predicted sites of disulfide bonds. For schematic simplicity the cytoplasmic domains of the CD3 chains are 
shown as extending into the cytoplasm. The cytoplasmic domains of CD3ε and CD3ζ are positively charged and likely are associated 
with the inner leaflet of the plasma membrane.
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revealing that the octameric TCR/CD3 complex is assembled 
with 1:1:1:1 stoichiometry of TCRαβ:CD3γε:CD3δε:CD3ζζ.55 
Assembly of the extracellular domains of TCR/CD3 is mediated 
by the constant domains and connecting peptides of TCRαβ that 
pack against CD3γε-CD3δε, forming a trimer-like structure 
proximal to the plasma membrane. The transmembrane seg-
ment of the CD3 complex adopts a barrel-like structure formed 
by interaction of the two transmembrane helices of CD3ζζ with 
those of CD3γε and CD3δε. Insertion of the transmembrane 
helices of TCRαβ into the barrel-like structure via both hydro-
phobic and ionic interactions results in transmembrane assem-
bly of the TCR/CD3 complex.

Clinical Consequences of Altered or Missing Functions 
of the T-Cell Receptor/CD3 Complex
Homozygous mutations leading to complete deficiencies of ei-
ther CD3δ, CD3ε or CD3ζ protein produce a form of severe 
combined immunodeficiency (SCID) (Chapter 34) character-
ized by severe T-cell lymphopenia, but the presence of pheno-
typically normal B cells and NK cells (T−B+NK+SCID).56,57

Mutations in CD3G leading to deficiency of CD3γ produce 
considerable clinical heterogeneity ranging from severe immu-
nodeficiency in infants to mild forms of autoimmunity in adult-
hood. Homozygous deficiency in CD3γ impairs, but does not 
abrogate, T-cell development, leading to mild T lymphopenia, 
reduction in cell-surface expression of TCR/CD3 complex on 
peripheral T cells by 75% to 80%, and impaired in vitro pro-
liferative T-cell responses to lectins and to anti-CD3 mAbs. In 
peripheral blood, there are differential effects on phenotypically 
defined T-cell subsets, with very few CD8 T cells, a 10-fold re-
duction in CD45RA+ CD4 T cells (“naïve helper” subset), and 
normal numbers of CD45RO+ CD4 T cells (“memory” cells).58

Early Events in T-Cell Receptor/CD3 Signaling
Stimulation of the TCR/CD3 complex by pMHC leads to the 
phosphorylation of tyrosine residues in the CD3 ITAMs by the 
SRC-like protein tyrosine kinase LCK.59 The phosphorylated 
CD3 ITAMs in turn create high-affinity binding sites for the 
SH2 domains of the ZAP-70 protein tyrosine kinase, leading 
to its recruitment to the TCR/CD3 complex and to its activa-
tion (Chapter 10).59,60 The consequences of ZAP-70 deficiency 
(selective T-cell immunodeficiency in humans) underscore the 
centrality of its role in T-cell activation (Chapter 34).

The TCR appears to act as a mechanosensor in order to trig-
ger the cascade of complex biochemical events leading to the 
activation of T-cell effector function. As the T cell migrates over 
the cell surface of an antigen-presenting cell or target cell, the 
binding of the pMHC complex to the TCR causes the TCR to 
act as a lever, converting horizontal force into a vertical force 
that acts upon the CD3 chains, exposing their ITAMs for phos-
phorylation. Following the initiation of signaling, sustained sig-
naling appears to involve multimerization of TCR/CD3 com-
plexes and engagement of co-receptors.16,54

T-CELL CO-RECEPTORS: CD4 AND CD8
Expression of CD4 and CD8 divides mature T cells into two 
broad distinct subsets: CD4 T cells (Chapter 9), which recog-
nize peptides in the context of class II MHC molecules, and 
CD8 T cells (Chapter 9), which recognize antigens presented by 
class I MHC molecules. Indeed, CD4 binds directly to class II 

MHC molecules, and CD8 interacts directly with class I MHC 
molecules (Fig. 4.15) (Chapter 6). The cytoplasmic domains of 
CD4 and CD8 associate with LCK, and serve to bring LCK into 
contact with the CD3 chains of the pMHC-engaged TCR/CD3 
complexes, leading to the phosphorylation of CD3 ITAMs and 
initiation of TCR signaling (Chapter 10).

The expression of the CD4 and CD8 co-receptors is highly 
regulated during T-cell development in the thymus (Chapter 
9). Thymocytes initially express neither co-receptor (“double 
negative”). CD4−CD8− thymocytes destined to become TCRαβ 
T cells progress through a CD4+CD8+ (“double-positive”) stage 
to become mature CD4 or CD8 T cells. Positive and negative 
selection of thymocytes on the basis of their TCR specificities 
and commitment to the CD4 or CD8 lineages occur during the 
double-positive stage.

CD4: Structure and Binding to Major Histocompatibility 
Complex Class II Molecules
A member of the IgSF, CD4 is a 55-kDa glycoprotein whose 
relatively rigid extracellular region contains four IgSF domains 
(designated D1-4). Its cytoplasmic domain contains two cyste-
ine residues that mediate a noncovalent interaction with LCK 
through a “zinc clasp”–like structure formed with a dicysteine 
motif in the N-terminal region of LCK.59,61–63

The N-terminal domain (D1) of CD4 binds between the 
membrane-proximal α2 and β2 domains of MHC class II. Thus 
CD4 interacts with pMHC class II at a distance from the α-helices 
and peptide contacted by the TCR, enabling the TCR and CD4 
to bind the same MHC class II molecule simultaneously.

Although MHC molecules are highly polymorphic, the CD4 
contact sites are highly conserved. In humans, CD4 targets non-
polymorphic residues shared by all three MHC class II mole-
cules (human leukocyte antigen [HLA]-DR, DP, and DQ). The 
crystal structure of the TCRαβ–pMHC–CD4 ternary complex 
assumes a V-shape with pMHC at the apex and with TCRαβ and 
CD4 forming the arms of the V. There is no direct interaction be-
tween the co-receptor and the TCR heterodimer, indicating that 
pMHC brings the TCR and CD4 together. The approximately 
70 Å of separation between the membrane proximal domains of 
TCRαβ and CD4 would allow the CD3 chains to lie within the 
open angle between TCRαβ and CD4, promoting interactions 
between CD3 chains and CD4-associated LCK.59,61,63

Experiments using soluble forms of CD4 and pMHC reveal 
that monomeric CD4 binds pMHC with very low affinity (Kd 
approximately 200 μM). The binding of CD4 to pMHC is of 
lower affinity than that TCRαβ to pMHC (Kd 1 to 10 μM) and 
displays a far more rapid off time. Because of the low affinity and 
the rapid off time, it is unlikely that interactions of CD4 with 
MHC class II molecules initiate the interaction between a T cell 
and an antigen-presenting cell (Chapter 6). Rather, these bind-
ing characteristics are more compatible with a model in which 
the initial event is the interaction between the TCR and pMHC, 
followed by the recruitment of CD4, which acts primarily to 
promote signaling events through the delivery of LCK.59,61,63

CD8: Structure and Binding to Major Histocompatibility 
Complex Class I Molecules
There are two CD8 polypeptides, α and β, and these are 
expressed on the cell surface either as a disulfide-linked CD8αα
homodimer or as a disulfide-linked CD8αβ heterodimer.   
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On most αβ T cells, CD8αβ is the predominant form of CD8 
while natural killer (NK) cells (Chapter 12), intestinal in-
traepithelial T cells, MAIT cells, and γδ T cells mostly express 
CD8αα.59,61–63

CD8α, a 34- to 37-kDa protein, and CD8β, a 32-kDa pro-
tein, share about 20% amino acid sequence homology. Both are 
glycoproteins and IgSF members. Although CD8 subserves a 
co-receptor function similar to that of CD4, in structure it dif-
fers substantially from CD4. The CD8 extracellular regions have 
single N-terminal IgSF V domains at the end of extended mu-
cin-like stalk regions of 48 amino acids (CD8α) or 35 to 38 ami-
no acids (CD8β). A striking difference between the two forms 
of CD8 lies within the cytoplasmic domain. CD8α, like CD4, 
contains a cysteine-based motif that enables it to interact with 
LCK through a “zinc clasp”-like structure. In contrast, CD8β
lacks this motif and does not associate with LCK. Interestingly, 
CD8αβ appears to be a more effective activator of TCR signaling 
than CD8αα. This may reflect the palmitoylation of the cyto-
plasmic domain of CD8β, which allows CD8αβ to associate with 
lipid rafts during T-cell activation.59,61,63,64

The structure of CD8αα pMHC class I complexes demon-
strates that CD8αα binds to conserved residues in the α3 do-
main of MHC class I (i.e., a nonpolymorphic, membrane-prox-
imal region of the molecule distinct from the peptide-binding 
groove engaged by the TCR) (Chapter 5). Compared to the in-
teraction of CD4 and MHC class II, binding is more antibody-
like, with a loop of the MHC α3 domain locked between the 
CDR-like loops of the two CD8α IgSF V domains. Models of the 

structure of the TCRαβ–pMHC–CD8 ternary complex propose 
a “V” shape similar to that of the crystal structure of TCRαβ–
pMHC–CD4, with pMHC at the apex of the “V” and the TCR 
and CD8 forming the arms of the “V.” CD8 binds to pMHC 
with lower affinity and with faster kinetics than the TCR. Thus, 
the binding properties of the CD8 co-receptor, like those of 
CD4, are consistent with a model in which the TCR initiates 
pMHC binding, followed by engagement of CD8 to the same 
pMHC.59,61–64

CO-STIMULATORY AND INHIBITORY T-CELL 
MOLECULES: THE CD28 FAMILY
Although the T-cell response to antigen requires the binding of the 
TCR and its co-receptors to pMHC, additional receptor–ligand 
interactions affect the outcome by delivering signals that promote 
activation (co-simulation) or that inhibit it (Table 4.4). Prominent 
among these are the interactions of members of the CD28 family 
with their cell-surface ligands on antigen-presenting cells.65 This 
family includes CD28, inducible co-stimulator (ICOS), cytotoxic 
T-lymphocyte-associated antigen-4 (CTLA-4), B- and T-lympho-
cyte attenuator (BTLA), and program death-1 (PD-1). CD28 and 
ICOS are co-stimulatory receptors; the major functions of CTLA-
4, PD-1, and BTLA are inhibitory. CD28 and CTLA-4 are T-cell 
specific, whereas BTLA and PD-1 are also expressed by B cells and 
ICOS by NK cells. CD28, CTLA-4, and PD-1 are the targets of 
therapeutic interventions in current clinical practice.

Antigen-presenting cell

T cell

TCRα

TCRβ

MHC
Class I

β2-m

CD8

CD4

FIG. 4.15 Illustration of the Interactions Between the T-Cell Receptor, Peptide-Major Histocompatibility Complex, and CD8. 
A composite illustration of the human leukocyte antigen (HLA)-A*0201 structure in complex with a Tax peptide and its cognate T-cell 
receptor α and β chains (protein data bank [pdb] designation 1BD2) with the human CD8αα/HLA-A*0201 structure (pdb designation 
1AKJ) was generated by superposition of the HLA moiety of the two structures. The HLA heavy chain is indicated as major histocom-
patibility complex (MHC), its light chain (β2-microglobulin) as β2-m, the CD8αα homodimer as CD8, the T-cell receptor α and β chains 
as TCRα and TCRβ. In addition, the CD4 homodimer (pdb file 1WIO) is shown to scale. Connecting peptides, transmembrane, and 
cytoplasmic domains are drawn by hand and indicated by dotted lines. (Figure courtesy of David H. Margulies, National Institute of 
Allergy and Infectious Diseases, National Institutes of Health.)
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All members of the CD28 family have a single extracellular 
IgSF V domain and have, as their ligands, members of the B7 
family of cell-surface molecules. CD28, CTLA-4, and ICOS are 
disulfide-linked homodimers whose cytoplasmic domains con-
tain the SH2-binding motif YXXM. In contrast, PD-1 and BTLA 
are monomers whose cytoplasmic domains each contain an ITIM 
and an Immunoreceptor Tyrosine-based Switch Motif (ITSM).

CD28 and Cytotoxic T-Lymphocyte-Associated Antigen-4
Half of CD8 T cells and virtually all human CD4 T cells con-
stitutively express CD28. CD28 binds to B71 (CD80) and B7.2 
(CD86) through a MYPPPYY motif in its extracellular domain. 
Interactions with these ligands leads to the phosphorylation 
of the YMNM sequence in the CD28 cytoplasmic domain and 
to the recruitment of phosphatidylinositol 3-kinase and Grb2. 
CD28 stimulation usually does not elicit a cellular response in 
the absence of TCR signaling. Rather, CD28 signals act in con-
cert with those of the TCR to promote cytokine production, T-
cell expansion, and T-cell survival. TCR signaling in the absence 
of CD28 co-stimulation can induce T-cell anergy (Chapter 10).

CTLA-4 inhibits the response to TCR and CD28 signals and 
acts to terminate peripheral T-cell responses. Its importance 
in human immunology is underscored by observations that 
CTLA4 haploinsufficiency produces a syndrome of immune 
dysregulation characterized by decreased numbers of T regula-
tory cells (Treg), hyperactive effector T cells, hypogammaglobu-
linemia, and clinical autoimmunity (Chapter 33).

The majority of CTLA-4 resides in intracellular compartments. 
T-cell activation promotes the cell-surface expression of CTLA-4 

by regulating both its transport to the surface and its subsequent 
internalization. CTLA-4 also binds B7.1 and B7.2 but does so with 
substantially greater affinity than does CD28. Moreover, the bind-
ing of CTLA-4 to these ligands is divalent, whereas that of CD28 
is monovalent. Thus the inhibitory complexes formed by CTLA-
4 are more stable than the co-stimulatory interactions involving 
CD28. CTLA-4 can inhibit T-cell activation by outcompeting 
CD28 for B7 ligands and, through transendocytosis, by remov-
ing B7 molecules from the antigen-presenting cell. In addition, 
CTLA-4 can induce “reverse signaling” through B7.1 and B7.2 to 
the antigen-presenting cell, upregulating the enzyme indoleamine 
2,3-dioxygenase (IDO), which in turn breaks down tryptophan, a 
requirement for T-cell proliferation.

The importance of CD28 co-stimulation has made it an attrac-
tive target for therapeutic intervention.66,67 Indeed, two soluble 
fusion proteins composed of the extracellular domain of human 
CTLA-4 and the constant regions of human IgG1, abatacept and 
belatacept, are effective therapies for the treatment of rheumatoid 
arthritis (Chapter 53) and the prevention of renal allograft rejec-
tion (Chapter 89). These fusion proteins are thought to inhibit 
CD28 co-stimulation through blockade of its B7 ligands, but some 
of their immunosuppressive effects may be indirect through the 
induction of IDO and consequent local depletion of tryptophan. 
Conversely, inhibition of CTLA-4 by mAbs can promote durable 
immune responses against certain malignancies.

Program Death-1
PD-1 is a key inhibitory receptor that attenuates TCR signaling, 
promotes T-cell tolerance, and is associated with T-cell exhaus-
tion. PD-1 is not found on resting T cells, and its expression dur-
ing T-cell activation requires transcriptional activation. PD-1 
binds to two ligands: programmed death ligand-1 (PDL-1), 
which is widely expressed, and PDL-2, which is found primarily 
on professional antigen-presenting cells. Engagement of ligand 
induces tyrosine phosphorylation of the ITIM and ITSH motifs 
in the cytoplasmic domain of PD-1, leading to the recruitment 
of the tyrosine phosphatase SHP-2. Continued stimulation of T 
cells by antigen leads to sustained expression of PD-1 and dif-
ferentiation into a state of hyporesponsiveness termed T-cell ex-
haustion. Blockade of PD-1 has shown considerable promise in 
the treatment of diverse human malignancies.68

TABLE 4.4 CD28 Superfamily

Receptor Expression Ligand
Function on 
T cells

CD28 Most CD4 T 
cells

B7-1 (CD80) Co-stimulation of 
IL-2 production 
and prolifera tion

50% CD8 T cells B7-2 (CD86) Promotes T-cell 
survival

ICOS Activated and 
memory T 
cells

ICOS ligand Promotes T-cell 
differentiation 
and effector 
T-cell functionNK cells

Not expressed 
by naïve T cells

CTLA-4 Upregulated 
after T-cell 
activation

B7-1 (CD80) Inhibits IL-2 
production and 
proliferation

B7-2 (CD86) Promotes 
peripheral T-cell 
tolerance

PD-1 Upregulated 
after activation 
of T and B 
cells, myeloid 
cells

PD-L1 (B7-H1) Inhibits prolifera-
tions and cyto-
kine production

PD-L2 (B7-DC) Promotes 
peripheral T-cell 
tolerance

BTLA T and B cells, 
myeloid cells, 
dendritic cells

HVEM 
(herpesvirus-
entry media-
tor)

Inhibits T-cell 
proliferation

BTLA, B- and T-lymphocyte attenuator; CTLA-4, cytotoxic T-lymphocyte-associated 
antigen-4; ICOS, inducible co-stimulator; IL-2, interleukin-2; NK, natural killer; PD-1, 
program death-1.
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A primary objective of the immune system is to protect the 
body against pathogens. The major histocompatibility complex 
(MHC) comprises a genomic region that has evolved to include 
many genes responsible for coordinating the immune response. 
It is named the histocompatibility complex because it was 
first identified as the site of numerous genes that determined 
whether transplanted tissue would be accepted or rejected. We 
now know that this region coordinates immunological func-
tions far beyond those related to histocompatibility. The MHC 
region includes genes that determine both innate and adaptive 
immunity and thus influences responses to pathogens (viruses, 
bacteria, fungi, and parasites), transplantation, autoimmunity, 
cancer, vaccinations, certain drugs, and possibly other function-
alities presently unknown. This chapter describes the genomic 
organization and immunological importance of the MHC with 
a special focus on the HLA (human leukocyte antigen) genes. 
These HLA molecules present self and foreign peptides to  
T cells (Chapter 6) and thus play a central role in adaptive 
immunity. They also interact with receptors on the surface of 
natural killer (NK) cells (Chapter 12) and thus also play a role 
in innate immunity.

The terms HLA and MHC are often used interchangeably. 
However, in this chapter the term “MHC” is reserved for the 
broader genomic region, while the term “HLA” refers to the 
human class I and class II genes and their respective protein  
products.

• HLA molecules regulate antigen-specific immune responses by bind-
ing and then presenting pathogen-derived peptides to either CD4 or
CD8 T cells.

• Certain HLA alleles are the major genetic determinants of susceptibil-
ity to many autoimmune diseases or drug hypersensitivity reactions
because they can present specific self-peptides or small molecules
(drugs) to T cells.

• HLA molecules play a key role in transplant rejection and appear to
regulate placental development in pregnancy.

• Cancerous cells modify expression of their HLA genes in order to
avoid immune recognition.

CLINICAL RELEVANCE

gamma-aminobutyric acid type B receptor subunit 1 (GABBR1) 
gene on the telomeric side of the region to the Kinesin Family 
Member C1 (KIFC1) gene toward the centromere (ENSEMBL 
86 GRCh38.p7 coordinates chr6: 29555629-33409924).1 The 
functional MHC region may include additional downstream 
and upstream sequences totaling seven or more Mbp.

The classic 3.8 Mbp MHC region is the most gene-dense seg-
ment of human genome. It includes 158 protein-coding genes 
and 86 pseudogenes of unknown functionality (ENSEMBL 86 
GRCh38.p7).2 At least 65 (41%) of the coding genes are involved 
in innate and adaptive immunity.2 The MHC is divided into 
three regions: class I, class II, and class III (Fig. 5.1). The class 
I region is at the telomeric end and includes the classical HLA 
class I genes (HLA-A, -B, and -C), the class I-related (like) genes 
(MICA, MICB), the nonclassical HLA class I genes (HLA-E, -F, 
and -G) and four pseudogenes (HLA-H, -K, -J, and -L). The class 
II region occupies the centromeric end and contains the DRA 
and DRB1 genes and, depending on the DR haplotype, one or 
none of the DRB3, DRB4, DRB5 genes that code for DR52, DR53, 
or DR51 molecules, respectively; the DQA1 and DQB1 genes 
that encode the DQ molecule; and the DPA1 and DPB1 genes 
that encode the DP molecule. It also includes the DM and DO 
genes encoding the antigen-processing molecules DM and DO 
that are involved in the class II antigen presentation pathway, 
and the TAP and LMP genes encoding proteins that are involved 
in the class I antigen presentation pathway (Chapter 6). The class 
III region, interposed between class I and II regions, contains 
many immune and nonimmune genes. These include comple-
ment components, lymphotoxin, tumor necrosis factor, heat 
shock proteins, NFKB, NOTCH4, and 21-hydroxylase (CYP21). 
Genes within the HLA class I and class II regions variably reflect 
the mechanisms of insertion, deletion, gene duplication, gene 
conversion, and mutation used by evolution to expand diversity 
of function. While the genomic organization of class I and class 
II genes is quite distinct, the derived molecules share highly 
similar structures, likely driven by the shared role of these mol-
ecules in presenting peptides to T-cell receptors (TCRs).

The MHC is also marked by extensive linkage disequilibrium 
(LD) between the class I HLA-A, -B, -C and class II HLA-DR 
and -DQ, but not –DP, genes. LD is the phenomenon whereby 
particular alleles of gene loci on the same strand of DNA are 
inherited together more often than expected by chance alone. 
Anthropological population studies suggest that the particular 
combinations of alleles of the different genes, as distant as they 
may be, provide a survival advantage. This may reflect functional 
interdependence of these alleles in antigen-specific immune  
responses.

GENOMIC ORGANIZATION OF THE MAJOR 
HISTOCOMPATIBILITY COMPLEX
The human MHC region includes approximately 3.8 million  
base pairs (Mbp) of DNA on the short arm of chromosome 
6 (6p21.3). It is defined as the region spanning from the 
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recent developments in next-generation sequencing (NGS) of 
the entire MHC4 will most likely advance our understanding of 
the principles underlying this complex genomic organization, 
how this complexity results in so many biological interdepen-
dencies, and how it contributes to the pathophysiology of the 
diseases associated with the MHC.
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FIG. 5.1 Gene Map of the Extended Major Histocompatibility Complex. The core of the major histocompatibility complex consists 
of three major regions: class I, class III, and class II. The extended class I and extended class II regions of the complex are labeled. 
Sequence numbering begins at the telomere. The map depicts immune-related expressed genes as well as certain reference genes. 
The approximate locations of these selected genes near the start or end of the regions are indicated. (Modified from Beck S, Trowsdale 
J. The human major histocompatibility complex: lessons from the DNA sequence. Annu Rev Genomics Hum Genet. 2000;1:117–137.)

• The highly complex MHC is associated with more diseases than any
other genomic region of comparable size.

• The class I region contains the polymorphic HLA-A, -B, and -C genes,
the less polymorphic non-classical class I HLA-E, HLA-F, and HLA-G
genes, and the class I-related MICA and MICB.

• The class II region contains the HLA-DR A and B, DQ A and B, and
DP A and B genes. It also contains the TAP, LMP, DM, and DO genes,
which encode molecules that help process antigens into peptides
that can bind class I and class II molecules.

• Genes within the MHC demonstrate extensive LD. A string of linked,
polymorphic alleles is termed an MHC haplotype.
• Haplotypes are preserved by means of natural selection, whose

driving force is reproductive fitness.
• Common haplotypes within a given population appear to reflect

functional interdependencies between MHC gene alleles.
• Different populations can exhibit different haplotypes.

• The HLA genes of the two chromosomes are both expressed.

KEY CONCEPTS
Genomic Organization of the Major 
Histocompatibility Complex

A particular combination of alleles of different loci in LD on 
the same strand of DNA is called a “haplotype.” The frequency 
of a given haplotype varies among different populations, reflect-
ing distant selection by pathogens, ethnic admixture, and dras-
tic population reductions (genetic bottlenecks). LD is strongest 
between HLA-B and -C and between HLA-DR and -DQ, most 
likely due to their physical proximity. However, due to a hot 
spot of recombination between the DQ and DP there is no LD 
between DP and rest of the HLA genes even though DQ and DP 
are relatively proximal to each other in linear distance.

The haplotype is the unit of inheritance of the MHC from 
either parent. Each parent shares one haplotype with each of 
their children and typically differs from a child by one haplo-
type. Two siblings may share two, one, or no haplotypes, and 
thus range from being HLA-identical, through haplo-identical, 
to HLA-disparate. A parent is usually only haplo-identical with 
their child. Exceptions to this rule may occur in inbred popula-
tions, where both parents may share an identical HLA haplo-
type by descent. The HLA alleles originating from the maternal 
and paternal haplotypes are both expressed.

Ten years of genome-wide association studies (GWAS) have 
revealed a large number (884) of single nucleotide polymor-
phisms (SNPs) within the MHC that are associated with many 
(479) traits and diseases, establishing the MHC as the only 
region in the genome with this high density of SNPs that is asso-
ciated with so many diseases.3 The complexity of the region with 
its many insertions, deletions, duplications, and LD does not 
allow an easy dissection of disease-causing variants. However, 
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STRUCTURE AND FUNCTION OF THE HUMAN 
LEUKOCYTE ANTIGEN MOLECULES
The main function of both class I and class II HLA molecules is 
to bind peptides derived from self or nonself-antigens, and then 
traffic to the cell surface where these peptides can be displayed, 
or presented, for recognition by the appropriate T cells. Their 
structure has evolved to satisfy this particular requirement.

Classical Human Leukocyte Antigen Class I Molecules
The classical HLA-A, -B, and -C class I molecules consist of an 
α and a β chain. The α chain masses 45 kDa and is 362 to 366 
amino acids long. It is encoded by the respective class I genes of 
MHC. The β chain, β2-microglobulin (12 kDa), is encoded by 
its respective gene on chromosome 15. The α chain has three 
approximately 90-amino acid extracellular domains encoded 
by exons 2, 3, and 4 respectively; a transmembrane segment 
(approximately 25 amino acids) encoded by exon 5; and a 
C-terminal cytoplasmic end (approximately 30 amino acids) 
encoded by exons 6 and 7. β2-Microglobulin, which is invariant, 
comprises the fourth domain (Fig. 5.2). The first two α domains 
(α1 and α2) are the most distal to the cell membrane. They com-
bine to form a domain with a peptide-binding groove, or cleft, 
that is flanked by a surface that interacts with a TCR or a NK cell 
receptor.5,6 The ends of the peptide-binding cleft are closed and 
fix the peptide’s orientation. The sides of the peptide-binding 
cleft are composed of α helices and the floor is composed of 

symmetric strands of β-pleated sheet (Fig. 5.3). The α3 domain 
and β2-microglobulin create a combined structure that supports 
the peptide-binding domain and, along with the transmem-
brane domain of the α chain, attaches the molecule to the cell 
surface. Class I HLA molecules are ubiquitously expressed in 
all nucleated cells and in platelets. Expression of class I is sig-
nificantly reduced on red blood cells and absent on sperm cells.

HLA class I molecules bind peptides derived from pro-
cessed proteins of a pathogen or other self/nonself-peptides  
(Chapter 6). These peptides average nine amino acids long, and 
two or more of the amino acid side chains are used to anchor 
the peptide to pockets (see Fig. 5.3). Individual HLA class I 
alleles are generally distinguished by their own distinct pattern 
of peptide binding, as illustrated for selected HLA-B molecules 
in Table  5.1.7 Among class I molecules, one or a few amino 
acid changes may considerably alter the binding properties of 
a binding pocket.

In a healthy non-endocytosing cell, HLA molecules are filled 
with a variety of peptides from self-molecules. The bound pep-
tides are selected according to the binding motif of the particular 

α1 α2

α3

β1

β2

α1

α2β2m

Peptide

HLA class II moleculeHLA class I molecule

Cell membrane

FIG. 5.2 Major Histocompatibility Complex (MHC) Class I 
and II Domain Organization. Although major histocompatibility 
complex class I and class II proteins have a different chain struc-
ture, the organization of their domains is extremely similar. Both 
class I and II molecules are expressed on the cell surface where 
they are accessible to T cells. Both have an outermost domain 
that contains a cleft where antigenic peptides are displayed. Two 
of the three class I α domains fold to create a domain with a 
peptide-binding cleft. The remaining α3 domain helps support 
the peptide-binding domain and anchors the molecule to the 
cell membrane. The class I molecule also contains an extrinsic 
β chain, β2-microglobulin (β2m), which is encoded by a separate,
invariant gene. β2-Microglobulin associates with the α3 domain 
to support the antigen-binding domain created by the α1 and α2 
domains. Class II molecules share a similar overall structure, but 
are the product of two genes, each containing two domains, 
one relatively constant that is proximal to the cell membrane and 
one highly variable that interacts with the peptide. HLA, Human 
leukocyte antigen.

N

N

C

α1

α2

FIG. 5.3 The Three-Dimensional Structure of Human Leuko-
cyte Antigen-B27. The α-helical margins of the peptide-binding 
cleft contain the bound peptide RRIKAITLK, which is oriented 
with its amino terminus to the left. There are extensive contacts 
at the ends of the cleft between peptide main-chain atoms and 
conserved human leukocyte antigen (HLA) side chains. The 
peptide amino and carboxyl termini are tethered to the cleft by  
hydrogen bonds and charge interactions. The peptide recipro-
cally stabilizes the three-dimensional fold of HLA-B27. The posi-
tively charged side chain of arginine in the P2 position of the 
peptide inserts into the B pocket, which contains a complemen-
tary negatively charged glutamic acid at its base. The resulting 
salt bridge is the dominant anchor for the peptide. Side chains 
P4, P6, and P8 make minor contributions to the interaction of 
the peptide with the HLA-B27 molecule. The central region of 
the peptide is left free to interact with a T-cell receptor. (Modi-
fied from Madden DR, Gorga JC, Strominger JL, Wiley DC. The 
three-dimensional structure of HLA-B27 at 2.1 A resolution sug-
gests a general mechanism for tight peptide binding to MHC. 
Cell. 1992;70:1035.)



81CHAPTER 5 The Major Histocompatibility Complex

The binding of HLA-E to inhibitory receptors (e.g., CD94/
NKG2A) is an important part of the surveillance mechanism for 
missing self. In tumor cells, loss of class I expression results in a 
survival advantage for the particular tumor cell. In the absence 
of class I expression, HLA-E molecules no longer form a com-
plex with intracellular class I leader peptides. As a result, HLA-E 
molecules are not expressed on the cell surface and the inhibi-
tory signals to the NK cells are removed. This licenses the NK 
cell to kill the tumor target. Thus, HLA-E exists at the interface 
of innate and adaptive immunity.

HLA-F has a small binding cleft that does not contain pep-
tide and its functions are not well understood. It mainly resides 
intracellularly and rarely reaches the cell surface.

HLA-G has limited tissue distribution and is primarily 
expressed by placental trophoblast cells, thymus, cornea, and 
some erythroid and endothelial precursor cells. HLA-G has a 
peptide groove, binds a nonamer peptide, and is recognized 
by the leukocyte immunoglobulin-like receptors (LILR-1 and 
LLIR-2) and a killer cell immunoglobulin-like receptor (KIR). 
In melanoma, HLA-G expression can be used by the tumor cells 
to avoid immunosurveillance by flooding the local microenvi-
ronment with soluble HLA-G and compromising the function 
of immune cells. The expression of HLA-G in the chorionic villi 
suggests a role in the maintenance of pregnancy. The mecha-
nism appears to involve production of soluble forms of HLA-G. 
They appear to have an inhibitory role on the immune cells of 
the mother. Unique among other HLA molecules, HLA-G exists 
in different isoforms. Of these, four are expressed on the cell 
membrane, and three others exist as soluble forms. The func-
tional significance of these isoforms is not known.

Class II Human Leukocyte Antigen Molecules
Class II HLA molecules are selectively expressed by professional 
antigen-presenting cells (e.g., macrophages, dendritic cells, B 
cells, and activated T cells) (Chapter 6). The HLA class II mol-
ecules are heterodimers that consist of two transmembrane gly-
coprotein α (34 kDa) and β (29 kDa) chains. Together, the α and 
β chains form a structure that is similar to HLA class I.

Unlike class I, both the α and β chains are encoded by genes 
within the MHC. Each of the two chains is composed of two 
extracellular domains. DR, DQ, or DP α chain includes α1 and 
α2 domains that are encoded by exons 2 and 3 of the DRA, DQA, 
or DPA gene. DR, DQ, or DP β chain includes β1 and β2 domains 
that are encoded by exons 2 and 3 of the DRB, DQB, or DPB 
gene. The α1 and β1 domains form the binding groove of the 
class II HLA molecule and are highly variable. Unlike class I 
where the peptide-binding domain is encoded by α1 and α2 
domains in the same gene, trans arrangement of α and β chains 
derived from the two different haplotypes of the same or even 
different isotypes permits combinatorial polymorphism in class 
II. The α2 and β2 domains are proximal to the membrane and
have limited polymorphisms (see Fig. 5.2).

Although the structure of the peptide-binding cleft in class 
II is homologous to that of class I, there are several distinct dif-
ferences that have major functional consequences. Among the 
most important of these differences are those of length and cleft 
structure. The binding cleft of class I is closed, limiting peptide 
length, whereas the binding cleft of class II is open, which per-
mits the peptide to extend on both sides of the class II mol-
ecule. Thus, the majority of peptides interacting with class II 
molecules have a length of greater than 13 amino acids, whereas 
class I prefers peptides of nine amino acids.

allele. Even during viral infection or upon pathogen phagocyto-
sis, the number of nonself-peptides may not be high. Together, 
the MHC class I and its peptide create a complex ligand that 
serves as the target of the TCR on the T-cell surface (Chapter 4).

The expression of class I molecules is upregulated by α-, β-, 
and γ-interferons, granulocyte-macrophage colony-stimulating 
factor (GM-CSF), and certain other cytokines (Chapter 14). 
Class I expression is governed by a regulatory element located 
~160 nucleotides upstream from the initiation site of the class I 
gene. This site binds a number of regulatory factors, including 
those induced by interferons.

MICA and MICB
Within the class I region are MICA and MICB (MHC class I 
chain-related protein A and B). While both MICA and MICB 
are members of the class I family, neither associate with β2-
microglobulin nor bind peptides.8 MICA and MICB are 
expressed as “danger signals” by virus-infected or otherwise 
stressed cells. Both are ligands for the activating NKG2D mol-
ecule (KLRK1), a member of killer cell lectin-like receptors 
(KLR)9 that appears on memory-effector T cells and NK cells 
and provides a signal to activate effector cytolytic responses.

Nonclassical Human Leukocyte Antigen-E, -F, and -G
The HLA nonclassical molecules E, F, and G are less polymor-
phic, have a limited tissue distribution, and have different func-
tions than classical HLA class I molecules.10 HLA-E primarily 
presents self-peptide to the TCR of CD8 T cells. The diversity of 
these self-peptides is limited and includes the leader peptide of 
classical class I HLA molecules.

TABLE 5.1 Peptide-Binding Motifs Encoded 
by Different Human Leukocyte Antigen (HLA) 
Alleles Influence the Number of Peptides in 
a Protein That Can Be Recognized by a HLA 
Molecule (e.g., Human Immunodeficiency 
Virus [HIV] Envelope Protein)

Allele 
designation: HLA-B*27:05

HLA-
B*35:01

HLA-
B*07:02

Peptide-binding 
motif

XRXXXXXX[KRYL] XPXXXXXXY XPXXXXXXL

Peptides from 
the HIV 
envelope 
protein able to 
bind to each 
allotype

IRGKVQKEY
IRPVVSTQL
TRPNNNTRK
IRIQRGPGR
SRAKWNNTL
LREQFGNNK
FRPGGGDMR
WRSELYKYK
KRRVVQREK
ARILAVERY
ERDRDRSIR
LRSLCLFSY
TRIVELLGR
CRAIRHIPR
IRQGLERIL

None DPNPQEVVL
KPCVKLTPL
RPVVSTQLL
SPLSFQTHL
IPRRIRQGL

Number of 
peptides 
bound

15 0 5

Single-letter amino acid codes are used. X, Any amino acid; R, arginine; K, lysine;  
Y, tyrosine; L, leucine; P, proline, etc. 
HLA, human leukocyte antigen.
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The peptide is bound to the class II molecule through the 
side chains of the peptide amino acids, which interact with 
five different polymorphic pockets within the cleft. Loading of 
the HLA class II molecules with peptides takes place primar-
ily within the endosomes, where the HLA molecule interacts 
with endocytosed and phagocytosed extracellular antigens  
(Chapter 6). To prevent binding of intracellular peptides in 
the class II pocket, when the MHC molecule traffics through 
the endoplasmic reticulum it interacts with a protein termed 
invariant chain (Ii). Invariant chain is a trimer. Each of its 
subunits binds noncovalently with an HLA class II molecule. 
The MHC:invariant chain complex also interacts with another 
chaperon protein called calnexin. Upon release of calnexin, the 
class II molecule moves either directly into the late endosomal 
MHC class II compartment (MIIC) or is cycled to the cell sur-
face where it is then internalized into MIIC. Once in the endo-
somal environment, invariant chain is degraded by proteases, 
including cathepsin S and L. It then leaves a fragment of peptide 
known as the class II-associated invariant chain peptide (CLIP). 
Upon dissociation of the CLIP peptide from the class II binding 
cleft within the endosome and with the assistance of HLA-DM, 
relevant exogenous peptide associates with the class II molecule 
prior to transport of the stable HLA class II–peptide complex to 
the cell surface.

Nonclassical Human Leukocyte Antigen -DM and -DO
The nonpolymorphic nonclassical class II molecules HLA-DM 
and HLA-DO are exclusively expressed in endosomes and reg-
ulate peptide binding to the classical HLA class II molecules.11

Proteasome Elements Within the Class II Region
The products of four genes in the class II region are involved 
with processing and loading peptides onto class I molecules 
(see Fig. 5.1). PSMB8 and PSMB9 are proteasome subunits 
generating peptides from the breaking down of proteins. TAP1 
and TAP2 transport the peptides from the cytoplasm to the 
endoplasmic reticulum. The presence of these genes, which are 
related to the functioning of HLA class I molecules, in the midst 
of genes encoding the HLA class II molecules likely contributes 
to strong LD within the MHC. Allelic forms of genes in the class 
I region appear to require the presence of allelic forms in the 
class II region. Functional interdependencies promote joint 
transmission across generations.

Principles of Peptide Presentation
The mechanism by which HLA class I and class II molecules 
present peptides became clear when the structures of these two 
molecules were determined. A simplified cartoon of the domain 
structure of MHC class I and class II proteins is depicted in 
Fig. 5.2. A more intricate ribbon structure of the actual class I 
molecule interacting with the TCR is presented in Chapter 4. For 
both class I and class II, the peptide-binding structure takes the 
shape of a β-pleated floor with two α-helix walls. The peptide lies 
within the groove created by these structures (Figs. 5.3 and 5.4).

Each HLA molecule, whether class I or class II, binds a single 
peptide, but the same HLA molecule has a significant degree of 
promiscuity and can bind thousands of different peptides. Each 
of the binding grooves is composed of individual polymorphic 
pockets that dictate the binding of different peptides. Although 
the mode of TCR docking on HLA molecules is globally con-
served, the shapes and chemical properties of the interacting 
surfaces found in these complexes are so diverse that no fixed 

pattern of contact has been recognized even between conserved 
TCR residues and conserved side chains of the HLA α helices.12 
Indeed, of the amino acid side chains not bound to the HLA, 
only two or three are typically bound to the clonotypic TCR. 
This limited contact yields considerable TCR plasticity, which 
has the important evolutionary implication of freeing the HLA 
molecule and the peptide–HLA complex from the strict stereo-
chemical constraints usually imposed in receptor–ligand inter-
actions. The consequence of TCR plasticity and this unusual 
receptor–ligand interaction has been the evolutionary develop-
ment of a uniquely large number of different genes that encode 
various HLA structures, each of which is able to bind and pres-
ent a different range of peptides to the same clonotypic TCR.

FIG. 5.4 Structure of a Human Leukocyte Antigen (HLA) 
Class II–Peptide Complex. The structure was prepared using 
PyMol from published coordinates. The HLA molecule is largely 
shown as a ribbon, while the peptide is a stick diagram. The 
peptide-binding groove is delimited by α helices. The upper helix 
is encoded by the α chain, and the lower helix by the β chain. 
β-pleated sheets form the saddle-like floor. Side chains are  
depicted on the β chain at positions 70 and 71, a region involved 
in specifying the side-chain pocket P4. This pocket binds the 
fourth side chain of the peptide contained within the HLA mol-
ecule. The side chains shown are, respectively, glutamine and 
lysine, which form part of the “shared epitope” structure asso-
ciated with susceptibility to rheumatoid arthritis. The lysine is 
shown forming hydrogen bonds with the peptide antigen.

• HLA class I molecules are involved in both innate (NK cells) and adap-
tive (T cells) immunity.

• Class I and class II HLA molecules share structures that enable them
to bind peptides and present them to TCRs.

• Peptide binding to the HLA molecule is influenced by allele-specific
pockets within the HLA binding cleft that interact with peptide amino
acid side chains.
• The HLA–peptide complex is recognized by the TCR of the T cell.

KEY CONCEPTS
Structure of the Human Leukocyte 
Antigen Molecules
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Selection by Self-Peptides in the Thymus
Peptides derived from external antigens, including pathogens, 
are typically absent during the formation of the T-cell reper-
toire in the thymus (Chapter 9). Self-peptide–HLA complexes 
are thus used as surrogates for selecting, or training, individual 
T cells to recognize nonself-pathogen peptides.13 For T cells, 
“immunologic self ” is the set of self-peptides and self-MHC 
molecules that select the TCR repertoire in the thymus. The 
two-step selection process begins with positive selection and 
survival of cells whose TCRs interact with the self-peptide–
HLA complex. T cells with receptors that fail to recognize any 
self-peptide–HLA complex are eliminated. This is followed by a 
negative selection step whereby T cells with high-affinity inter-
actions with self-peptides–HLA complex are eliminated. Nega-
tive selection promotes survival of T cells with lower-affinity 
interactions to self-peptide–HLA complexes. The surviving cells 
are released from the thymus and into the periphery. Selecting 
self-peptides expressed in the thymus constitute the T-cell rec-
ognition component of an individual’s adaptive immune system. 
This patterning of TCR recognition on self-peptides presented 
by self-MHC molecules is critical to allorecognition and the 
avoidance of autoimmunity.

Evolutionary Considerations Driving the Separate 
Functions of Class I and Class II
One basic task of the T cell is to protect the body from two major 
types of pathogens: viruses that would commandeer the replica-
tive machinery of a cell (Chapter 25), and bacteria that repli-
cate autonomously and often extracellularly (Chapter 27). These 
two types of pathogens present very different challenges to the 
immune system. To terminate viral infection, a cell harboring 
virus has to be killed by a cytotoxic CD8 T cell (Chapter 12), 
whereas a bacterium can be eliminated by being phagocytized 
by a macrophage that has been selectively activated by a CD4 
helper T cell (Chapter 11). The necessity of distinguishing 
between whether the presence of a pathogen peptide should 
elicit a killer or helper T-cell response is presumed to be the evo-
lutionary drive that resulted in the creation of two specialized 
forms of HLA molecules, class I and class II (see Fig. 5.2).12,14

The specialized antigen processing and presentation intra-
cellular machinery used to load class I molecules offers a means 
to reflect at the cell surface the molecular profile of antigens 
within the cell. This allows HLA class I molecules to screen for 
the presence of an intracellular viral infection. Recognition of 
the HLA class I–peptide complex is through the TCR of a CD8 
T cell, which primarily reacts to the detection of an inappropri-
ate intracellular antigen (i.e., a virus) by cytotoxic activity. In 
contrast, class II peptide loading occurs in coordination with 
phagocytosis and lysosomes. HLA class II molecules thus offer 
a means by which the immune system can be informed of the 
presence of extracellular antigens, such as bacteria. The recogni-
tion of the HLA class II–peptide complex is through the TCR of 
a CD4 T cell, which leads to the activation of helper T cells and 
the immune response that results.

Among the evolutionary strategies used for viral survival, 
some virally encoded genes decrease the expression of the HLA 
class I surveillance system, which would otherwise alert the 
immune system to the presence of an infected cell (Chapters 
12 and 25).15 This attempt to escape surveillance by downregu-
lation of HLA class I is countered by the extensive interaction 
of class I molecules with various NK receptors expressed on 

NK cells or T-cell subsets. These interactions provide a mecha-
nism for detecting decreases in HLA class I expression, which is 
termed recognition of “missing self.”16

• An HLA molecule binds a peptide to create a peptide–HLA complex
that serves as a ligand for a clonotypic TCR. The trimolecular peptide–
HLA–TCR complex triggers the activation and proliferation of the T cell 
in an adaptive immune response.
• HLA class I A, B, and C molecules are expressed on the surface of

virtually all nucleated cells.
• HLA class II DQ, DR, and DP molecules are constitutively

expressed on B cells, professional antigen-presenting cells (APC),
thymic epithelial cells, and activated T cells.

• The immunological self is the set of self-peptides and self-HLA mol-
ecules that select the TCR repertoire in the thymus. They constitute
the T-cell recognition component of an individual’s adaptive immune
system.

• During an adaptive immune response, T cells recognize nonself-
peptide–HLA complexes and become activated to either initiate an
immune response (CD4 helper T cells) or recognize a target (CD8
cytotoxic T cells).

• Through thymic selection, the TCR can adapt to recognize a very large 
variety of peptide–HLA structures.
• The plasticity of the recognition permits evolution of a large num-

ber of HLA genes encoding duplicated or alternative peptide- 
presenting molecules with specificity to bind different peptides.

• The diversification of peptide-presenting structures fosters the
development of different T-cell repertoires with completely differ-
ent recognition properties. This thwarts the possibility that a patho-
gen will be able to evolve a way to bypass recognition.

KEY CONCEPTS
Human Leukocyte Antigen Molecule Function

GENERATION AND SELECTION OF POLYMOR-
PHISMS; BIOLOGICAL CONSEQUENCES
The hallmark of HLA molecules, both class I and class II, is their 
extensive polymorphism. HLA polymorphism observed in dif-
ferent human populations is far greater than any other polymor-
phism observed in any other part of the human genome. This is 
a direct reflection of their role in the immune response. Patho-
gens characterized by different proteins and peptides, either in 
different epidemics or endemic to regions, account for much of 
the evolutionary drive responsible for the large number of alter-
native gene forms and their regional diversity across the human 
race. An individual with an adaptive immune system based 
on HLA molecules that effectively bind peptides derived from 
common pathogens is much more likely to have an effective 
response against that common pathogen. This results in selec-
tion of individuals with a particular HLA allele.

A genetic polymorphism implies that alleles of a gene are pres-
ent at a frequency greater than expected from random muta-
tion as a result of selection for diversity. In the case of the HLA 
genes, there is no preponderant wild-type allele, which would 
be an example of balancing selection. Instead, virtually all alleles 
qualify as genetically polymorphic. These reflect prior success-
ful selection events. HLA polymorphisms provide a major evo-
lutionary survival benefit, since they equip the species with a 
large number of very specific, but alternative, HLA molecules 
that differ in their binding pockets, are highly efficient in pre-
senting different peptides, and select for different T-cell rep-
ertoires. A polymorphism that offers a survival advantage in a 
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given environment would eventually increase in frequency. This 
illustrates frequency-dependent selection, where the fitness of an 
individual bearing a particular allele increases, if it can manage 
an effective immune response to the particular pathogen.

Selection is a two-way street. It also operates on the patho-
gen, encouraging peptide variation. Variation in peptides drawn 
from common pathogens, and the introduction of novel patho-
gens with novel peptides, results in pressure on the species to 
create variation in HLA molecules among individual members 
of that species. The remarkably different frequency of the HLA 
alleles in different ethnic subsets tells the history of the success-
ful adaptation of our ancestors’ adaptive immune systems to a 
new environment with different pathogens, as well as bottle-
necks resulting from migration and perhaps survival during 
periods of massive epidemics.

The evolutionary consequence of the diversification of genes 
encoding HLA molecules is seen at two levels. The first is at 
the level of the individual and is characterized by the presence 
of different HLA class I and class II loci, each of which codes 
for one or two different peptide-presenting HLA molecules for 
each locus. The second is at the level of the population and is evi-
denced by the development of a very large number of alleles at 
each locus, with each allele coding for alternative polymorphic 
gene forms and thus for various peptide-presenting allotypes, 
each of which has the potential to bind a different set of peptides. 
Duplication of HLA genes involved in peptide presentation is a 
genetic strategy that increases the range of peptide-presenting 
structures available to the individual, thus enhancing the variety 
of presented peptides that can be recognized and bound.8

of a pathogen’s peptides by class II to the immune system of the 
host activates CD4 T cells that recognize the HLA class II–pep-
tide complex. This event triggers adaptive immunity. Eventually 
CD8 T cells recognize target cells infected with the pathogen by 
interacting with the HLA class I–peptide complex on their cell 
surface and the targets are eliminated, therefore containing the 
infection.

In response, pathogens have evolved mechanisms to over-
come the specific attack by the host’s immune cells. The first of 
these mechanisms is antigenic drift or shift, whereby the patho-
gen by minor (drift) or more substantive changes (shift) evade 
both humoral and cellular responses. These changes make the 
pathogen unrecognizable, as some of these new peptides do not 
form recognizable complexes with the HLA molecules of the 
host and therefore evade the T-cell responses. Another mecha-
nism frequently adopted by viruses is to persist in vivo by not 
replicating until the immunity of the host is compromised. By 
not replicating, they avoid detection and they exist in a dormant 
state (latency). It therefore becomes evident that the infectivity 
of a microorganism reflects the interplay between several com-
plex processes. These include the ability of the pathogen to cre-
ate new molecular forms unrecognizable by the host and thus 
evade detection. These efforts by the pathogen to avoid immu-
nity are then counterbalanced by molecular polymorphisms 
between HLA molecules that enable recognition of new molec-
ular forms of the pathogen.17

Human Leukocyte Antigen in Transplantation
The large number of different HLA alleles greatly reduces the 
probability that two unrelated individuals will inherit an iden-
tical set of HLA alleles. In transplantation, two basic mecha-
nisms of responses have been described (Chapter 89). The first 
involves the “direct” recognition of the peptide–HLA complex 
of the donor tissue by the T cells of the recipient. This is possi-
bly through structural similarities of the HLA molecules of the 
donor that allow the TCR of the recipient to interact with the 
peptide–HLA complex. The second involves the “indirect” pre-
sentation of donor’s HLA antigens processed by the recipient’s 
APCs, generating peptides presented by the recipient’s HLA 
molecules to the recipient’s T cells. This indirect mechanism 
operates the same way as the presentation of a foreign antigen, 
whereby the HLA molecule is now the foreign antigen pro-
cessed by the antigen-processing mechanisms of the recipient.

By using appropriate immunosuppressive agents and ther-
apies, T-cell activation by the donor’s HLA molecules after 
clinical transplant can be controlled. However, the major long-
term problem is the presence of donor-specific antibodies that 
develop against mismatched HLA antigens. Controlling the 
antibody responses to mismatched HLA molecules has been 
very challenging and there is a need for continuous monitoring 
of their development. An approach holding some promise for 
the future is the utilization of regulatory T cells  (Chapters 13 
and 89), which have an important immunoregulatory role in all 
immune responses and can possibly induce transplant-specific 
tolerance.

Human Leukocyte Antigen in Autoimmunity
Selection of T cells on self-peptide presented by self-HLA allo-
types in the thymus can predispose to autoimmunity. The inher-
ent autoreactivity of the T-cell system can set the stage for the 
development of autoimmune diseases associated with the rec-
ognition of particular self-peptides, or peptides from external 

• HLA class I and class II genes are extremely polymorphic.
• Each HLA allele encodes molecules with different peptide-binding

properties that influence the particular peptides recognized by the
T cells.

• The sequence of the HLA gene thereby determines the peptide
recognition features of the adaptive immune response.

• HLA allelic polymorphisms are maintained by frequency-dependent
selection, where the fitness of an individual bearing a novel allele in-
creases as it can respond more effectively to certain pathogens.

• The multiple loci and numerous alleles per locus serve both the fit-
ness of an individual and the survival of the species.
• The polymorphism of the HLA system reflects the environmental/

pathogen challenges to which a particular population has been ex-
posed over evolutionary time.

KEY CONCEPTS
The Biological Significance of Polymorphisms; 
Why So Many?

HUMAN LEUKOCYTE ANTIGENS IN INFECTIONS, 
TRANSPLANTATION, AUTOIMMUNITY, AND CANCER

Human Leukocyte Antigen in Infections
The first line of defense during a pathogen infection is the trig-
gering of innate immunity. The infectious agent and the foreign 
peptides generated from that agent then initiate an immune 
response involving immune cells and signals that subsequently 
induce adaptive immunity.

During the course of an infection, specialized APCs (den-
dritic cells, macrophages) are activated to take up antigen (Chap-
ter 6). Increasing synthesis of class II coupled with presentation 
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antigens that mimic these self-peptides and are effectively pre-
sented by self-HLA.18 Certain alleles encode HLA molecules 
that bind peptides from molecules expressed in sites favoring 
autoimmune recognition by T cells. These molecules become 
the target of the adaptive immune response. Together, features 
specific to certain sets of self-peptides and to certain self-HLA 
molecules can contribute to the progressive development of 
autoimmunity, and ultimately autoimmune disease.

Human Leukocyte Antigen in Cancer
Immune evasion is a critical process in tumor biology (Chapter 80).  
It is enabled by several mechanisms that include immunoediting,  
downregulation of HLA expression, secretion of immunosup-
pressive mediators, and expression of proteins that modulate 
immune checkpoints. Somatic mutation of HLA genes is a sig-
nificantly frequent process in some tumor types. The strategies 
of immune evasion by cancer cells also include the silencing or 
aberrant expression of HLA class I and class II molecules, events 
that have often been associated with high-grade malignancy and 
metastatic potential in a variety of human cancers.19

In patients with solid tumors, HLA-G can contribute to a tumor-
escape mechanism that favors cancer progression, and blocking 
strategies have been proposed to counteract it. Conversely, HLA-G 
can inhibit proliferation of malignant B cells due to the interaction 
between HLA-G and its receptor ILT2, which mediates negative 
signaling on B-cell proliferation. Thus, treatment of some malig-
nancies can benefit by blocking HLA-G, whereas in others HLA-G 
induction can counteract tumor progression.20

The concept of developing cancer-specific immunotherapies 
involving tumor-specific antigens presented by HLA molecules 
to T cells has been successfully tested in a number of tumors, 
including testicular cancer and melanoma. These T-cell immu-
notherapies require adoptive transfer of T cells that have been 

expanded ex vivo and transferred back to the patient. Another 
approach is the use of retroviral vectors to transfer tumor- 
specific TCR genes into the patient’s T cells before reinfusion.21 
Even though HLA molecules are involved in these processes, 
histocompatibility testing is not necessary in these therapies 
because the original T cells derive from the patient. However, 
if the mechanism of immunotherapy involves neoantigens (epi-
topes of mutated proteins) from tumors presented by specific 
HLA alleles, such individualized therapy needs to take HLA 
alleles into account.

Human Leukocyte Antigen Class I Molecules 
Regulate Natural Killer Cell Responses
The principal function of HLA class I molecules is the presen-
tation of peptides that are expressed either by host-genome 
normally or dysregulated by tumorigenesis, or by foreign-
genome derived from the infecting viruses and intracellular 
parasites. Cytotoxic CD8 T lymphocytes (CTLs) recognize 
specific HLA class I–peptide complexes via their TCRs and 
lyse if the HLA-laden peptides are derived from virus or 
tumor. If the cell-surface expression of HLA class I is down-
regulated as a consequence of some viral infection or tumor 
transformation, NK cells recognize and kill these HLA class I 
diminished abnormal cells.

NK cells are innate lymphoid cells programmed to kill target 
cells without a prior antigen “priming” period, as required for 
CTLs. Therefore, CTLs and NK cells serve as complementary 
killer cell components that control early immune responses 
to infection and tumor transformation. NK cells and CTLs 
are derived from a common lymphoid progenitor. They share 
several common features in development, morphology, cell-
surface phenotypes, cytokine secretion, and lytic mechanism. 
However, they differ substantially in the tools used to recog-
nize target cells: CTL use unique TCRs that are highly specific 
to self-HLA class I–peptide complex, while NK cells express 
an array of polymorphic receptors that bind self-HLA class I 
molecules.

Unlike TCRs that are generated by somatic genetic recom-
bination, NK cells use a complex and sophisticated reper-
toire of activating and inhibitory receptors that are calibrated 
to ensure self-tolerance while exerting early assaults against 
viral infection and tumor transformation.22 Human NK cell 
receptors include KLR, LILR, and KIR. The KIRs are the key 
receptors of human NK cells. Fourteen KIRs are identified: 
KIR2DL1, 2DL2, 2DL3, 2DL4, 2DL5, 3DL1, 3DL2, 3DL3, 
3DS1, 2DS1, 2DS2, 2DS3, 2DS4, and 2DS5.23 They are char-
acterized by two or three immunoglobulin-like domains (2D 
or 3D; D denotes domain) in their extracellular portion and 
by either a long (L) or a short (S) cytoplasmic tail. Long tails 
are characteristic of the inhibitory forms and contain immu-
noreceptor tyrosine-based inhibition motifs (ITIMs) that trig-
ger signals to switch off NK cell response (Chapters 3 and 12). 
The short-tailed activating KIRs lack ITIMs. Nevertheless, 
they have a positively charged amino acid residue in the trans-
membrane region that allows the interaction with the DAP-12, 
an adopter chain containing immunoreceptor tyrosine-based 
activation motifs (ITAMs), which trigger signals activating 
NK cell response.

The KIR gene family consists of 16 highly homologous genes 
clustered at the leukocyte receptor complex on chromosome 
19.24 Seven of them encode inhibitory KIRs (3DL1-3, 2DL1-3, 

• HLA and infectious agents participate in a balancing act: pathogens
try to avoid the immune response and HLA alleles adapt to secure a
robust immune response.

• Transplantation is an artificial system and the transplant is perceived
by the immune response to be a foreign element.
• Induction of tolerance is the objective.
• Physicians promote immune nonresponsiveness to the transplant

by pharmacologically manipulating the immune response.
• Donor-specific antibodies are most commonly responsible for

chronic rejections.
• Three features of the adaptive immune system can set the stage for

pathogenic autoimmunity.
• The TCR repertoire is selected by reactivity to self-peptides and

self-HLA molecules.
• The drive to genetic polymorphism generates alternative forms of

peptide-binding HLA molecules that variably influence patterns of
self- and nonself-reactivity.

• Certain HLA allotypes bind particular self-peptides from critical
target antigenic molecules that can predispose to autoimmune
responses and disease.

• Oncogenesis is associated with the modification of patterns of
antigen presentation by the cancerous cells to immune cells and by
modification of immune cell responses to the cancerous cells.

• The cancer seeks to avoid immune surveillance and detection by the
immune response.

KEY CONCEPTS
Human Leukocyte Antigen in Infections,  
Transplantation, Autoimmunity, and Cancer
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2DL5), six encode activating KIRs (3DS1, 2DS1-2DS5), one 
encodes a KIR that can trigger both inhibitory and activating 
signals (2DL4), and two are pseudogenes (2DP1 and 3DP1). 
The KIR genome displays a high degree of diversity determined 
by the variability in KIR gene content between haplotypes. The 
KIR haplotypes are broadly classified into two groups, A and 
B (Fig. 5.5). Group A haplotypes have a set of nine fixed genes 
(KIR3DL3-2DL3-2DP1-2DL1-3DP1-2DL4-3DL1-2DS4-3DL2) 
encoding for four inhibitory KIRs, 2DL1, 2DL3, 3DL1, and 
3DL2, specific for four major HLA class I ligands, C2, C1, Bw4, 
and A3/A11 respectively. In contrast, the group B haplotypes 
are variable both in numbers and combinations of KIR genes, 
and comprising several genes (2DL2, 2DL5, 2DS1, 2DS2, 2DS3, 
2DS5, 3DS1) that are not part of the A haplotype. While group 
A haplotypes contain only KIR2DS4 as an activating KIR, group 
B haplotypes contain up to five activating KIRs—KIR2DS1, 
2DS2, 2DS3, 2DS5, and 3DS1. Random combinations of differ-
ent gene-containing KIR haplotypes during familial inheritance 
produce substantial KIR genotype diversity in humans. The KIR 
A and B haplotypes are present in all human populations, but 
their frequencies vary considerably. In Africans and Caucasians, 
the A and B haplotypes are relatively in equal distribution, sug-
gesting a balancing selection. Conversely, the A haplotype is 
overrepresented in Northeast Asians (Chinese, Japanese, and 
Koreans), while the B haplotype occurs most frequently in the 
natives of India, Australia, and America.25

In addition to haplotype diversity, each KIR gene exhib-
its sequence polymorphism, which is generally higher for the 
inhibitory KIRs than the activating KIRs. The KIR is considered 
to be second only to HLA in polymorphisms. These polymor-
phisms can influence cell-surface expression and alter receptor 
specificity and avidity, signal transduction, and cytokine secre-
tion. The synergistic combination of allelic polymorphism and 
variable gene content individualize KIR genotypes to an extent 
where unrelated individuals almost always have different KIR 
types.

HLA-C is the prominent ligand for inhibitory KIR recep-
tors. Half of the HLA-C allotypes have a lysine residue at posi-
tion 80 that recognizes KIR2DL1. The remaining half of the 
HLA-C allotypes have asparagine 80 that binds to KIR2DL2 and 
2DL3. KIR3DL1 binds to the Bw4 serological epitope, defined 
by amino acid residues 77 to 83, present on 40% of the HLA-B 
allotypes and certain HLA-A allotypes (HLA-A 23, 24, 25 and 
32). KIR3DL2 binds certain HLA-A allotypes, such as A3 and 
A11. Very little is known about the ligands for the activating 
KIRs. Certain activating KIRs display a high degree of sequence 
homology with the corresponding inhibitory KIR in their extra-
cellular Ig domains, and therefore activating KIRs would be 

expected to display a binding specificity similar to their inhibi-
tory counterpart.

During NK cell development, interaction of inhibitory KIR 
receptor with cognate HLA class I ligand sets the functional 
threshold for NK cells, a process called “licensing.”26 Given that 
KIR genes at chromosome 19q13.4 and HLA genes at chromo-
some 6p21.3 are polymorphic and display significant variations, 
the independent segregation of these unlinked gene families 
produce diversity in the number and type of KIR-HLA com-
binations inherited in individuals,27 which could potentially 
influence the health and disease status of a given individual. 
Consistent with this theory, combinations of certain KIR-HLA 
genes have been associated with diseases as diverse as autoim-
munity, immune deficiency, infection, cancer, and reproductive 
failure.28

HUMAN LEUKOCYTE ANTIGEN AND DISEASE 
ASSOCIATIONS
A large number of studies have established strong associations 
between certain diseases and individuals carrying particular 
HLA alleles. However, the mechanisms underlying HLA- disease 
associations remain unclear.

• NK cells arbitrate both innate and adaptive immunity. They are impli-
cated in control and clearance of malignant and virally infected cells,
and regulation of adaptive immune responses.

• Human NK cells use variable inhibitory and activating KIR receptors to 
discriminate between healthy and unhealthy cells.
• Inhibitory KIRs recognize distinct HLA class I molecules and trigger 

signals that stop NK killing.
• Activating KIRs presumably recognize determinants associ-

ated with infections and tumors, and trigger signals that activate
NK killing.

• The effector function of a given NK cell depends upon the number
and type of receptors it expresses and ligands it recognizes on the
targets.

• Genes encoding KIRs and HLA ligands are located on different chro-
mosomes and vary in number and gene type.
• Independent segregation of KIR and HLA genes results in variable

KIR-HLA combinations in individuals
• Variable combinations influence an individual’s immunity and sus-

ceptibility to a diverse array of diseases including autoimmunity,
immune deficiency, infection cancer and reproductive failure.

KEY CONCEPTS
Human Leukocyte Antigen Class I Molecules 
Regulate Natural Killer Cell Response

3DL3

3DL3 2DS2 2DL2 2DL5B 2DS3 2DP1 2DL1 3DP1 2DL4 3DS1 2DL5A 2DS5 2DS1 3DL2

2DL4 3DL1 2DS4 3DL23DL3 2DL3 2DP1 2DL1 3DP1A
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B
FIG. 5.5 Killer Cell Immunoglobulin-Like Receptor Haplotypes Vary in Gene Composition. Map of two core killer cell immunoglobu-
lin-like receptor (KIR) haplotypes that differ quantitatively as well as qualitatively in gene content. Each box represents a KIR gene. The 
A haplotype comprises a set of fixed number of genes, most of which encode inhibitory KIR receptors. The B haplotype comprises 
more genes that are variable and mostly encode for activating KIR receptors. The framework genes conserved on both haplotypes are 
shown in green. A single chromosome may contain KIR genes belonging to either A or B haplotypes. All KIR genes are polymorphic 
at the nucleotide sequence level.
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Hypotheses generated to explain these associations can 
be grouped into two general categories. The first invokes LD 
between a particular disease-associated HLA allele and another 
neighboring genomic element on the haplotype that is actually 
disease causative. Examples include hereditary hemochromato-
sis where association with HLA-A alleles is due to mutations in 
the HFE gene that is in LD with HLA-A, and congenital adrenal 
hyperplasia where association with HLA-B is due to linkage to 
a neighboring CYP 21B gene allele that causes 21-hydroxylase 
deficiency.

A second category implicates antigen presentation by the 
HLA allele. This category deals with diseases that have a strong 
immunological component. It has been hypothesized that inap-
propriate immune reactivity to some self-antigens can reflect 
aberrant T-cell repertoire selection, immune cross-reactivity 
with foreign antigens, immune attack of “altered self ”-antigens, 
or differences in the expression levels of certain HLA alleles that 
secondarily influence the course of infections or cancer. MHC 
cusp theory represents an alternative hypothesis that HLA mol-
ecules promote disease due to their auxiliary allele-specific, yet 
antigen presentation-independent, biological effect.29

While many of these associations lie within the highly poly-
morphic HLA genes,1 GWAS using SNP markers have established 
that the MHC region as a whole, and not only the HLA genes, har-
bors many SNPs associated with a large number of traits/diseases. 
Indeed, up to 90% of autoimmune disease variants have been 
located within noncoding regions of the genome.30 It is therefore 
possible that disease-association elements may lie not only within 
the HLA genes but also dispersed within the rest of the MHC.

One possible genomic element that can be located within 
noncoding regions of the MHC and yet has a significant reg-
ulatory role is microRNA (miRNA). A search for functional 
genomic elements within the noncoding regions of the MHC 
genes revealed 12 miRNA, including hsa-miR-6891 (miR-6891) 
that is encoded by intron 4 of HLA-B.31 Thus some, and perhaps 
many, diseases associated with specific MHC elements, whether 
HLA alleles or not, may involve noncoding RNAs (miRNAs or 
long noncoding RNAs) with important biological functions of a 
regulatory nature (Chapter 19).

Below is a compilation of selected diseases with strong HLA 
allele associations in different populations. A more extensive list 
of diseases and reference materials can be found elsewhere.32–34

Ankylosing Spondylitis
One of the more extraordinary observations in the MHC field 
was made in 1973 when the frequency of HLA specificity HLA-
B27 was found to be 95% in patients with ankylosing spondylitis 
(AS), a disease characterized by arthritis affecting the spine and 
pelvis (Chapter 58). This observation implicated HLA-B*27 in 
the pathogenesis of AS and propelled the field of HLA and dis-
ease associations.35 HLA-B*27:02 and B*27:05 demonstrate the 
highest degree of association, making genetic testing useful over 
and above serological testing. Even though the association of AS 
to B27 is among the strongest genetic associations with a com-
mon disease, the mechanism of action remains uncertain. Twin 
studies have confirmed that susceptibility to AS is genetically 
determined. HLA-B27 is found in 8% to 10% of the population, 
but only a minority of carriers develop the disease. Family stud-
ies suggest that less than 50% of the overall genetic risk is due 
to HLA-B27. A number of GWAS studies have demonstrated 
that non-HLA genes, including interleukin-23 receptor (IL-
23R) and the protein-cleaving enzyme endoplasmic reticulum 

aminopeptidase 1 (ERAP1), also play a role.
B27 testing can be an instructive component of the diagnos-

tic work-up of AS. Due to the chronicity of the disease and its 
gradual debilitating nature, a presumptive diagnosis based on 
B27 carrier status allows institution of treatment early in the 
disease when patients may have minimal symptoms.

Narcolepsy
Narcolepsy is a long-term neurological disorder characterized 
by irresistible daytime sleep attacks. These “sleep attacks” can 
occur at any time, and during any activity. Narcolepsy affects 
approximately 1 in 2000 people. Often those affected have 
low levels of the neurotransmitter hypocretin (also known as 
orexin). Hypocretin is a neuropeptide hormone that is respon-
sible for controlling appetite and sleep patterns. Even though 
the cause of narcolepsy is unknown, the disease is believed to be 
of an autoimmune nature.

Family studies have shown that genetic heritability plays a role 
in narcolepsy. Twin studies show that only 25% to 30% of twins 
are concordant for the disease, again implicating environmen-
tal or other epigenetic events. The HLA-DQB1*06:02 allele on 
the DRB1*15:01-DQA1*01:02-DQB1*06:02 haplotype has been 
shown to be one of the most important predisposing genetic 
factors, with 85% to 95% of narcolepsy patients carrying this 
haplotype.36 Conversely DQB1*05:01 and DQB1*06:01 have a 
protective effect. The protective associations of these two DQB1 
alleles with narcolepsy may provide an insight to the molecu-
lar mechanisms for the differential associations of DQB1*06:01 
and DQB1*06:02, as the size of P4 pocket of DQB1*06:02 is 
larger than the DQB1*06:01. This difference possibly influences 
the binding of larger residues in the DQB1*06:02 allele, which 
may explain the opposite effect these two alleles have on nar-
colepsy. Homozygosity for HLA-DQB1*06:02 increases the risk 
for narcolepsy as compared to heterozygous persons, as does 
heterozygosity for HLA-DQB1*03:01/DQB1*06:02.

HLA testing for DQB1*06:02 in narcolepsy is a useful aid to 
diagnosis. However, as instructive as the association may be, it is 
not specific as there are many narcolepsy patients without HLA-
DQB1*06:02 and many individuals with HLA-DQB1*06:02 who 
do not have narcolepsy.

Type 1 Diabetes
Type 1 diabetes (T1D) is also known as insulin-dependent dia-
betes mellitus (IDDM) (Chapter 71). This is a disease in which 
the body fails to maintain normal glucose levels because of the 
destruction of insulin-producing pancreatic islet cells. The dis-
ease is characterized by infiltration of immune cells (CD4 and 
CD8 T cells) into the islets of the pancreas and by autoantibody 
production. When over 90% of an individual’s beta cells are 
destroyed, clinical symptoms ensue.

Twin studies have shown that the concordance rate for the 
disease is 30% to 50%. This suggests that other factors, includ-
ing environmental triggers (such as diet and viral infection) and 
epigenetic changes, may be involved. The major heritable risk of 
T1D comes from the HLA system (about 50%). More than 90% of 
Caucasian patients with T1D carry the haplotypes DRB1*03:01, 
DQA1*05:01, DQB1*02:01 or DRB1*04:01, DQA1*03:01, 
DQB1*03:02. Patients heterozygous for these haplotypes carry 
a greater susceptibility risk. The critical residues are thought to 
be position 52 on the DQα chain and position 57 on the DQβ 
chain. The presence of arginine at position 52 on the DQα and 
the absence of aspartate on DQβ are strongly associated with 
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T1D. Conversely, in Caucasian populations resistance to T1D 
is conferred by DQA1*01:02, DQB1*06:02. Besides the contri-
bution of the HLA, GWAS studies have identified a number 
of other genomic regions associated with the development  
of T1D.37

HLA typing is useful as an aid to diagnosis of T1D. Con-
sidering that the islet destruction by the autoimmune processes 
is progressive, associated with the presence of autoantibodies, 
HLA typing of siblings of T1D-affected patients may help assess 
risk for the non-symptomatic sibling.

Rheumatoid Arthritis
Rheumatoid arthritis (RA) is a chronic disease characterized by 
inflammation of the synovial lined joints leading to joint defor-
mation and disabilities (Chapter 53). The presence of autoan-
tibodies like rheumatoid factor and anti-cyclic citrullinated 
antibodies (ACPAs) are largely responsible for the autoimmune 
classification of this disease. It is a multifactorial disease that 
involves both environmental and genetic factors. RA preva-
lence in the general population is less than 1%. Studies with 
monozygotic twins show a 12% to 15% concordance rate for 
the disease, underlying genetic heritability, but also other fac-
tors such as environmental triggers or epigenetic components. 
Multiple genetic loci have been shown to contribute to the risk 
of developing RA. Of these, the HLA class II DRB1 is the most 
important and contributes 30% to 50% of the overall genetic 
susceptibility risk.

The HLA DRB1 alleles associated with RA share common 
sequences at positions 70 to 74 of the beta chain.38,39 This has 
led to the shared epitope hypothesis. Amino acids in these posi-
tions influence both peptide binding and contact between HLA 
and TCR. HLA-DRB1 alleles associated with RA have any of the 
following sequences: QKRAA, QRRAA, RKRAA, and RRRAA. 
In Fig. 5.4, the yellow-colored residue in the α-helical ribbon is 
glutamine and the magenta residue is positively charged lysine. 
Hydrogen bonding to two side chains of the peptide is shown. 
The region around position 70 is involved in the formation of a 
peptide side-chain binding pocket that binds the fourth amino 
acid side chain contained within the HLA molecule. The pres-
ence of a negatively charged residue at position 71 or 74 removes 
susceptibility for RA. The presence of two alleles of this group 
increases susceptibility and favors development of more severe 
disease.40

GWAS have led to the identification of over 100 additional 
loci associated with RA. Among these is the protein tyrosine 
phosphatase, nonreceptor type-22 (PTPN22) gene, which codes 
for an inhibitor of T-cell activation. The majority of these addi-
tional loci are expression quantitative trait loci (eQTLs) in 
which genetic variants regulate the level of transcription.

Multiple Sclerosis
Multiple sclerosis (MS) is a complex neurodegenerative disease 
in which myelin sheath degradation is caused by the immune 
system (Chapter 66). Based on family and twin studies, the dis-
ease has been shown to have a large genetic component. The 
HLA-DRB1*15:01, DQA1*01:02, DQB1*06:02 disease suscepti-
bility haplotype accounts for up to 35% of the risk of developing 
the disease. A number of GWAS studies have identified more 
than 100 additional candidate genomic regions conferring risk, 
including cell adhesion, leukocyte activation, apoptosis, Janus 
kinase (JAK)-STAT signaling, nuclear factor-κB (NF-κB)  acti-
vation, and T-cell activation and proliferation.41 Although HLA 

typing is of minimal diagnostic value for MS, genetic testing 
may provide insights into the mechanism of the disease.

Celiac Disease
Celiac disease (CD) is an autoimmune disorder of the small 
intestine caused by a combination of genetic and environ-
mental factors (Chapter 75). The disease is characterized by 
diarrhea and weight loss, among other symptoms. Monozy-
gotic twins demonstrate 90% concordance, indicating a strong 
genetic component.42 HLA genes contribute to about 40% of 
the genetic risk. GWAS studies implicate additional genomic 
regions. The environmental disease-triggering factor comes 
from a component of wheat gluten, the protein gliadin (family 
of closely related proline- and glutamine-rich proteins). CD is 
a lifelong condition. The only effective treatment is a gluten-
free diet.

The implicated HLA molecules are the class II antigens 
DQ2 and DQ8. The DQ2 molecule mostly associated with CD 
is encoded by the HLA-DQA1*05:01-DQB1*02:01 alleles, with 
a small proportion encoded by the DQA1*02:01-DQB1*02:02 
genotype. The DQ8 molecule associated with CD is DQA1*03-
DQB1*03:02. Approximately 90% of patients with CD express 
HLA-DQ2, with the remaining 10% mostly expressing HLA-
DQ8. Deaminated by transglutaminase, negatively charged glu-
ten peptides bind strongly to HLA-DQ2 and -DQ8 to present 
an HLA-gluten peptide complex that activates CD4 T cells. The 
immune response also includes the development of antibodies 
against gluten and auto-antibodies to endogenous tissue trans-
glutaminase.

As a complement to histology, genetic testing for HLA-DQ 
can help confirm the diagnosis in patients not known to be tis-
sue-transglutaminase-antibody positive.

DRUG HYPERSENSITIVITY AND 
PHARMACOGENOMICS
Severe cutaneous adverse reactions to drugs include syndromes 
such as Stevens-Johnson syndrome/toxic epidermal necrolysis 
and drug reaction with eosinophilia and systemic symptoms 
or drug-induced hypersensitivity syndrome (Chapter 50).43 
Although their incidence is very low, they are severe, life-threat-
ening adverse drug reactions with mortality rates as high as 
5% to 12.5%. The associations reported between drug hyper-
sensitivity and specific HLA alleles has been a recent finding 
and has led to the possibility that hypersensitivity reactions 
may be predictable and preventable. Drugs associated with 
immunologically mediated drug-induced hypersensitivity 
include the anticonvulsant carbamazepine and the antiretro-
viral agents nevirapine and abacavir. Regulatory agencies have 
issued relevant and informative pharmacogenomics guidelines: 
(http://www.fda.gov/Drugs/ScienceResearch/ResearchAreas/ 
Pharmacogenetics/ucm083378.htm).

Carbamazepine
Carbamazepine is an aromatic amine anticonvulsant used for 
the treatment of epilepsy and other seizure disorders, trigeminal 
neuralgia, and bipolar disorder. Approximately 10% of patients 
develop mild cutaneous adverse reactions. Carbamazepine 
has been shown to be associated with class I HLA-B*15:02 or 
A*31:01.

http://www.fda.gov/Drugs/ScienceResearch/ResearchAreas/Pharmacogenetics/ucm083378.htm
http://www.fda.gov/Drugs/ScienceResearch/ResearchAreas/Pharmacogenetics/ucm083378.htm
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Nevirapine
Nevirapine is a non-nucleoside reverse transcriptase inhibitor 
widely prescribed for HIV-1 infection. Hypersensitivity HLA 
class I and II associations have been described for DRB1*01:01, 
B*35:05, Cw8, and B*14:02.

Abacavir
Abacavir belongs to the family of nucleoside reverse transcrip-
tase inhibitors and is used for the treatment of HIV-1 infection. 
Two recent abacavir studies have shown that 100% of patients 
who develop abacavir drug hypersensitivity carry the HLA-
B*57:01 allele. Even though not all of HLA-B57:01-positive 
patients develop hypersensitivity, this predictive value sup-
ports the use of HLA-B*57:01 typing prior to initiating abacavir  
treatment.

serological and DNA-based methods to more direct, faster, 
affordable, and informative DNA-based techniques. Even 
though serological typing may continue to have some clinical 
or research-based testing in determining the expression of the 
HLA molecule at the cell surface (a function that DNA-based 
testing cannot always verify), direct DNA-based typing tech-
niques have all but replaced serological methods in routine 
HLA typing.

DNA-Based Typing Techniques: Sequence-Specific 
Oligonucleotide Probes, Sequence-Specific Primer, 
and Sequencing-Based Typing
The techniques primarily in use today in clinical immunoge-
netics laboratories are SSO, SSP, and SBT. The genomic regions 
analyzed are usually exon 2 and 3 of class I and exon 2 of class 
II genes. However, this rather limited genomic characterization 
generates many typing ambiguities.

SSO interrogates polymorphic differences using panels of 
individual DNA oligo probes that differentially hybridize to 
the target of interest. The probe either perfectly matches or 
mismatches the target’s polymorphic sites. Drawing upon the 
sequence database of HLA alleles, the hybridization pattern 
of the oligoes is compared to an expected pattern and is inter-
preted as an HLA type.

SSP uses panels of specific primer sets that overlap poly-
morphic sites. Perfectly matched primers produce an amplifi-
cation product while mismatched primers do not. The pattern 
of amplification from multiple primer sets determines the HLA 
allele.

SBT amplifies and sequences specific gene regions, usually 
exons, through a process of polymerase-based extension of spe-
cific sequencing primers. It uses fluorescently labeled nucleo-
tides that indicate allelic differences base by base.

Next-Generation Sequencing and Its Potential Impact 
on Human Leukocyte Antigen Typing
Protocols utilizing NGS technology are on the rise as they pro-
vide the means for the complete characterization of these genes 
and the elimination of ambiguities in a cost-efficient manner.45 
Regardless of the platform (Illumina MiSeq; Thermo Fischer 
Ion Torrent; Pacific Biosciences, Oxford Nanopore), these sys-
tems resolve a number of technological barriers that continue 
to hamper existing molecular techniques, such as inflexibility 
in typing practices, discovering novel alleles, and the inability 
to easily resolve phase ambiguities. While HLA typing by NGS 
has already been adopted by several labs, it is likely that this new 
method will transform the way HLA typing is performed in the 
coming years.

• In multifactorial immune disorders, HLA alleles frequently confer a
higher risk than other genomic factors.

• Most commonly the HLA molecules are directly involved in the dis-
ease process.

• Some associations reflect inheritance of an HLA haplotype where the 
HLA gene is in LD with other, causative, non-HLA genes.

• In some cases, the HLA molecule, the associated peptide, and the
TCR are sufficient for disease development.

• In others, the HLA molecule may be necessary, but not sufficient for
disease development.

• Twin studies showing less than 100% disease concordance sug-
gest that in addition to the HLA genes, environmental of metage-
nomic modifications are also likely involved in many HLA-associated 
disorders.

KEY CONCEPTS
Human Leukocyte Antigen and Disease Associations

METHODS OF DETECTING HUMAN LEUKOCYTE 
ANTIGEN POLYMORPHISMS. THE HUMAN  
LEUKOCYTE ANTIGEN TYPING PROBLEM

Since the discovery of the HLA genes over 50 years ago, there 
has been a concerted effort to properly categorize and charac-
terize these very polymorphic genes. Our understanding of the 
complexity and polymorphic nature of the HLA genes has been 
substantially improved as the technologies for characterizing 
these genes have improved.

Serological and cellular testing in the 1960s (antibody and 
mixed lymphocyte culture [MLC]) was supplemented by two-
dimensional electrophoresis and restriction fragment length 
polymorphism (RFLP) analysis in the 1970s and early 80s. The 
development of the polymerase chain reaction (PCR) in the 
mid-1980s revolutionized our understanding of these genes. 
Methods utilizing sequence-specific oligonucleotide probes 
(SSOP or SSO) and sequence-specific primers (SSPs) provided 
the means for further evaluating the highly variable sequence 
motifs within the HLA genes. Sanger sequencing-based typing 
(SBT) in the 1990s advanced tissue typing and transplantation 
genetics by providing an unprecedented molecular view of HLA 
polymorphism in the context of exonic variation. Most recently, 
NGS provides entire HLA gene characterization and haploid 
sequence determination.44

To meet the growing demand, clinical HLA typing over 
the past decade has transitioned from a combination of 

• Currently, HLA typing is primarily performed through DNA-based
methodologies.

• The coming dominant methodology most likely will be single mol-
ecule DNA sequencing (NGS) the length of each class I or class II
gene.

KEY CONCEPTS
The Resolution of the Human Leukocyte 
Antigen Typing Problem
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HUMAN LEUKOCYTE ANTIGEN NOMENCLATURE
The HLA genes are very polymorphic (over 27,000 named and 
close to 30,000 sequence entries that have not been named yet) 
and expected to further increase, approaching hundreds of 
thousands, possibly millions. This has led to the development of 
comprehensive systems for their naming.

The WHO Nomenclature Committee for Factors of the HLA 
system undertook the first systematic approach for the naming 
of the HLA alleles in 1968. The HLA naming convention has 
undergone substantial iteration as earlier naming conventions 
were unable to address the growing numbers and complexity 
of alleles (i.e., A*02 and B*15 have more than 100 alleles). The 
most recent nomenclature was introduced in 2010. Colons (:) 
were added into the allele names to act as delimiters of the sepa-
rate fields (field separator). Thus, each HLA allele name has a 
unique number corresponding to up to four sets of digits sepa-
rated by colons (Figs. 5.6 and 5.7).

The first field following the asterisk in the allele name 
(XX:xx:xx:xx) describes the allele family and generally corre-
sponds to the serological assignment carried by the allele. HLA 

typing defined only at the first field is often referred to as “low 
resolution typing.” The second field following the first colon 
(xx:XX:xx:xx) is assigned sequentially as new alleles are deter-
mined (e.g., 01, 02, 03,….101, etc.). Together, these two fields 
(XX:XX) indicate one or more nucleotide substitutions that 
change the HLA protein coding sequence and are often referred 
to as “high resolution typing.” Indeed, the Harmonization of 
Histocompatibility Typing Terms Working Group recently 
defined a high-resolution typing result “as a set of alleles that 
encode the same protein sequence for the region of the HLA 
molecule called the antigen-binding site and that exclude alleles 
that are not expressed as cell-surface proteins.”46 The third field 
(xx:xx:XX:xx) is for designating synonymous nucleotide sub-
stitutions within the coding sequence that do not change the 
amino acids of the protein, while the fourth field (xx:xx:xx:XX) 
identifies sequence polymorphisms in introns, or in the 5′ and 
3′untranslated regions.

All alleles receive at least a four-digit name, which corre-
sponds to the first two sets of fields. At the end of the allele name, 
specific characters have been added (N=null, L=low expression, 
S=secreted, C=cytoplasm, A=aberrant, Q=questionable) to 
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FIG. 5.6 Examples of Molecular Human Leukocyte Antigen Typing Techniques and Their Methods of Interrogating the Human 
Leukocyte Antigen Genes. For any given human leukocyte antigen (HLA) gene (dark blue rectangles), sequence-specific oligonucle-
otide probes (SSOs) of approximately 20 bp (light blue lines) can provide single-nucleotide resolution of haplotype differences (poly-
morphic differences, red lines in exon 2). This requires a complex panel of oligonucleotide probes to discern differences between 
HLA alleles. This probe set is static and therefore cannot adjust to novel alleles. Sequence-specific primers (SSPs) (orange arrows) 
can provide haplotype- or allele-specific resolution of nucleotide differences and additionally provide some level of phasing between 
polymorphic sites. As with SSOs, these oligonucleotide sets are complex and static, limiting their flexibility. Sequencing-based typing 
(SBT) provides whole-exon information on the polymorphic content of the HLA allele (amplification primers [dark green] and sequenc-
ing primers [light green arrows]) but cannot discern phasing, as this method generally does not rely on allele-specific primers for am-
plification as a first step. Next-generation sequencing (NGS) provides whole-gene amplification (amplification primers, purple arrows) 
and detection of polymorphic content for any HLA allele (known or unknown) and provides significant phasing between polymorphic 
sites that are within the read lengths of the system being used (usually between 200 and 1000 bp). This is accomplished through the 
alignment of thousands of short overlapping reads that are combined to form a single consensus sequence (blue lines).
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designate unique characteristics for an allele such as whether 
a protein is not expressed (i.e., HLA-A*24:09N) or whether the 
expression of the protein is unclear (i.e., HLA-A*32:11Q).44 For 
ambiguous allele strings, the codes “P” and “G” were introduced. 
A group of alleles having nucleotide sequences that encode the 
same protein sequence for the peptide-binding domains (exon 
2 and 3 for HLA class I and exon 2 only for HLA class II alleles) 
are designated by an upper case “P” that follows the 2-field 
allele designation of the lowest numbered allele in the group. 
For example, HLA-A*01:01:01:01, HLA-A*01:01:01:03, or HLA-
A*01:37 could be named HLA-A*01:01P.

A group of alleles that have identical nucleotide sequences 
across the exons encoding the peptide-binding domains (exons 
2 and 3 for HLA class I and exon 2 for HLA class II) were 
named after the first allele in the sequence and given a code of 
“G” as a suffix. The upper case “G” follows the first three fields 
of the allele designation. For example, HLA-A*01:01:01:01, 
HLA-A*01:01:01:03, or HLA-A*01:37 could be named HLA-
A*01:01:01G. More details regarding HLA nomenclature can be 
found in the site http//hla.alleles.org.

In order to manage and to have access to the sequences of 
the ever-growing number of alleles, the IMGT/HLA Database 
project was initiated in 1997 as part of a European collabora-
tion. The database is an invaluable resource, as it provides 
detailed DNA sequences and protein sequences for all known 
HLA alleles. It is also interactive as it incorporates tools for data 
retrieval and analysis so the user can select what segments of the 
gene/molecule to examine and compare among different alleles. 
It can also be used for new data submission.

FUTURE LEARNING AND RESOURCES
This chapter provides only a limited sketch of this fascinating, 
but complex, topic. The reader is referred to the HLA Facts Book 
for a more detailed and very accessible presentation, though 
slightly out of date. There are also a number of websites with 
extremely useful information. Four stand out in terms of their 
utility and the curated quality of the information. The IMGT/
HLA Database contains all MHC sequences and has a variety 
of sequence alignments of different alleles as well as specialized 
sequence searches (http://www.ebi.ac.uk/imgt/hla/index.html 
and http://hla.alleles.org). The NCBI maintains dbMHC, 
which includes several components of the International His-
tocompatibility Working Group (IHWG) that are of interest. 
Among these are the anthropology database that contains 
HLA class I and class II allele and haplotype frequencies in 
various human populations (http://www.ncbi.nlm.nih.gov/
projects/mhc/). Information about the genes and the genetic 
organization of the MHC is contained in several sites, but 
perhaps the most comprehensive and comprehensible is that 
using the Entrez search engine (http://www.ncbi.nlm.nih.gov).  
A comprehensive database of MHC ligands and peptide motifs 
is located at http://www.syfpeithi.de.
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• Advanced technologies for detailed characterization of the whole
MHC should clarify and define functional interrelationships between
MHC genes and the genomic elements responsible for many MHC-
associated diseases.

• Computational approaches for the accurate definition of peptide-bind-
ing properties of individual HLA alleles will enable prediction or ma-
nipulation of the trimolecular complex of HLA–peptide–TCR in order to 
control responses to infectious diseases, autoimmunity, transplanta-
tion, vaccine design, and cancer.

• Immunotherapies for cancer involving neoantigens and HLA alleles
will be individualized for precision.

• Understanding the genomic organization of the exceedingly complex
MHC will most likely reveal and teach us important lessons relevant
to the organization and operation of the rest of the genome as well.
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Antigens and Antigen Presentation
Harry W. Schroeder Jr. and Robert R. Rich

6

ANTIGENS
By the late 19th century, “antibodies” were the hypothesized mo-
lecular entities that mediated specific immune memory, could 
neutralize toxins, and could form precipitates when mixed with 
the molecular species that induced their formation. In almost all 
cases, evidence for the presence of such antibodies required the 
prior exposure of responding individuals to the very substances 
(or ones closely related, as in the case of toxoids) with which the 
antibodies reacted. This specific relationship of inducing agent 
and antibody, which is the basis of antigen-specific adaptive im-
munity, led to the concept of an antigen as that molecular entity 
that could induce, in the blood of exposed individuals, the for-
mation of antibodies specific for it. By inventing the concept of 
the specific receptor, with a specificity analogous to the lock-and-
key model of enzymes, Paul Ehrlich could explain the specific-
ity of antibodies in molecular terms of a reciprocal interaction 
between a receptor and its binding partner (ligand).1 This expla-
nation defines a fundamental relationship. An “antigen” is any 
molecule that binds specifically to the antigen- binding domain 
of an “antigen receptor” (be it antibody or T-cell  receptor—TCR 
[Chapter 4]). This concept of “antigen” is useful for understand-
ing the molecular basis of recognition and binding and for the 
practical use of the scientist or pharmacologist who is focused 
on the use of the antigen/antigen receptor interaction to detect, 
or purify, or neutralize a molecule of interest.

At the level of the organism, the concept of antigen focuses 
on its other critical property; that it can induce the proliferation 
and differentiation of the lymphocytes that bear its specific re-
ceptor and that it can promote the production of the antibodies 
that bind it. This view of “antigen” is that of the vaccinologist 
who wants to induce effective immunity to an organism ex-
pressing that antigen, or of the clinician who seeks to under-
stand why a patient does or does not respond to a particular 
allergen, self-antigen, or tumor antigen. More than a century 
later, explaining the antigenicity of antigens (i.e., the response 
at the cellular and organismal level to a given molecule) is one 
of the fundamental issues in immunology. Why some or all in-
dividuals may fail to respond adequately to some pathogen or 
tumor antigens, why others respond detrimentally to our own 
self-antigens (autoantigens) or antigens present in tissue grafts 
(alloantigens), how we can improve the efficacy of vaccines, 
and how we can prevent or treat autoimmune and tissue-graft-
related diseases (graft-vs.-host disease [GVHD] and graft rejec-
tion) all remain open questions.

Advances in the domain of innate immunity have led to the 
need to distinguish between the antigens that elicit adaptive 
immunity and the ligands that bind innate immune receptors 
(Chapter 3). Innate receptor ligands are often described as ex-
hibiting patterns or motifs characteristic of a microbial class or 

physiological condition. To capture these notions, Janeway2 and 
Matzinger3 coined the terms “pathogen-associated molecular 
patterns” (PAMPs) and “danger signals,” respectively. A proto-
typical innate ligand is lipopolysaccharide (endotoxin), which is 
produced by many bacteria and serves as a ligand for Toll-like 
receptor 4 (TLR4) (Chapter 3).4 Another is dsRNA, which is an 
obligatory intermediate in RNA virus replication and serves as 
a ligand for TLR3. Both have features that are characteristic of a 
pathogen class. However, a variety of ligands bind to TLR4 that 
have no obvious “motif ” shared with LPS. Moreover, danger 
signals also do not exhibit an obvious “motif ” but instead can 
be merely characteristic of a physiological state. For example, 
the receptor for advanced glycan intermediates, RAGE, is also a 
receptor for HMGB1, a nuclear transcription factor released to 
function as an inflammatory cytokine by macrophages.5 Thus, 
it is problematic to define innate receptor ligands in terms of 
intrinsic properties. Moreover, ligands for innate receptors can 
also serve as antigens for adaptive antigen receptors. Conse-
quently, the conceptual difference between antigens and innate 
receptor ligands depends not on the intrinsic properties of the 
ligands, but on the properties of the receptors to which they 
bind.

It has become a cottage industry to reveal “bridges” between 
innate and acquired immunity, blurring the initial clear-cut dis-
tinctions between the two. Moreover, we see a continual expan-
sion of the function of innate receptors as registrars of states 
of internal stress (Matzinger’s “danger”) rather than primarily 
as monitors of external threats (Janeway’s “stranger”). It is thus 
useful to see the categories of innate and acquired immune re-
ceptors as a continuum rather than as essentially distinct and in 
need of “bridges.”

At one extreme, purely innate receptors are expressed con-
stitutively among tissues and over time. They are present in 
the “ground state” of the organism and thus are innate. They 
function like most other receptors of the body to respond ho-
meostatically to perturbations in the internal milieu of the or-
ganism, particularly to an experience of physiologic stress to 
immunologic homeostasis, but also to a molecular threat of 
stress as flagged by microbial products.

At the other extreme, the acquired receptors of the adaptive 
immune system are pleomorphic rather than unimorphic and 
inducible rather than constitutive. In the case of the two ac-
quired immune receptors defined in jawed vertebrates, antibod-
ies and TCR, the induction is mediated by irreversible changes 
in the DNA sequence encoding them (Chapter 4).6 The function 
of acquired immune receptors (antigen receptors) is to record 
exposure to an inciting antigen and thus mediate specific im-
mune memory, which permits the “faster, stronger” reaction 
of a secondary immune response. In particular, many T- and 
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B-cell responses are accompanied by the rapid proliferation 
of those cells expressing unique and specific antigen receptors 
(clonal selection and expansion) (Chapters 7, 9, and 10).

In so-called “bridge” mechanisms, we see aspects of short-
term memory (often called “priming”) affected by innate 
mechanisms as well as acquired mechanisms that fail to exhibit 
memory. For example, pre-exposure to activation of certain 
Toll-like receptors can lead to enhanced responses through the 
same or other innate receptors over a period of half a day. Con-
versely, some T- and B-cell responses exhibit a strong “primary” 
response to antigen without evidence of an enhanced memory 
response. Moreover, priming through innate receptors serves as 
a critical mechanism for enhancing certain aspects of acquired 
immunity.

This chapter is organized around five themes: antigen, how 
antigens are manipulated by cellular and enzymatic machinery 
to permit recognition by antigen receptors (antigen acquisition, 
processing, and presentation), and, finally, the antigen-presenting 
cells (APCs) themselves. A central function of APC is to pres-
ent antigens to antigen-receptors on lymphocytes (signal 1) but 
also to provide costimulatory signals (signal 2) and regulatory 
signals (signal 3) to those lymphocytes.

Antigens in the sense of ligand are defined tautologically as 
the ligands for antigen receptors (Fig. 6.1). This definition in-
cludes the acquired antigen receptors found on the surface of B 
cells (B-cell receptors [BCRs], also known as membrane-bound 
immunoglobulin [mIg]) and TCR. The closely related category 
of lymphocytes, natural killer cells, also bear receptors that can 
recognize antigens, but unlike B cells and T cells, these receptors 
are encoded in the germline rather than being acquired during 
development (Chapters 2 and 3).7

It is important to distinguish the antigen receptors just de-
scribed from class I and class II major histocompatibility com-
plex (MHC) antigen-presenting molecules (Chapter 5). MHC 
molecules bind short peptides (oligopeptides) and certain oth-
er molecules and present them to the TCR on T cells and, in 
some cases, to innate immune receptors on natural killer cells. 
MHC molecules themselves are innate receptors in that they 
are  encoded in the germline, and their expression is regulated 
homeostatically.

The antigen bound by a particular antigen receptor is some-
times called its cognate antigen. This makes sense because of the 
allied concept that the great majority of lymphocytes express 
only a single antigen receptor due to the mechanism of allelic 
exclusion, with singular specificity for its own cognate antigen 
(Chapter 4). This concept is useful even if up to 5% of lympho-
cytes actually express more than one receptor. Because lympho-
cytes retain expression of that singular receptor when they di-
vide, we can identify clones of that recognize the same cognate 
antigen. In turn, lymphocyte clones that bear different antigen 
receptors can recognize different aspects of the same cognate 
antigen.

Whether or not a particular molecule will serve as cognate 
antigen for any receptor depends on many factors. Because of 
the stochastic mechanisms used to generate the antigen-bind-
ing site of forming antigen-receptors (e.g., N region addition 
[Chapter 4]) and the relatively short life span of most naïve 
lymphocytes, there is a real possibility that many potential anti-
gens, especially those present at low concentrations, will never 
encounter a cognate receptor in the lifetime of the individual. 
Alternatively, the antigen might be sequestered within the cell 
or body in such a way as to escape detection by lymphocytes. 

Such antigens are sometimes called cryptic antigens. Many self-
antigens are recognized by developing T cells in the thymus or 
developing B cells in the primary or secondary lymphoid or-
gans, causing the clonal deletion or the development of anergy 
in responding lymphocytes (Chapter 10). Only a few of these 
self-antigens escape these tolerance mechanisms and threaten 
to become disease-causing autoantigens.

The term immunogen refers to “antigen” in the classic, second 
sense of an antigen that, when used to immunize, stimulates an 
immune response to itself. Likewise, an allergen is an antigen 
that stimulates an allergic response.

Facets of antigens, such as their role as ligands for receptors 
and as inducers of antibodies, are given special terms. For ex-
ample, “hapten,” “epitope,” and “determinant” refer to molecu-
lar structures that physically engage the antigen receptor (see 
Fig. 6.1). Antigens that are not also immunogens are “incom-
plete antigens,” whereas immunogens are also called “complete 
antigens.”
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FIG. 6.1 Haptens, Carriers, and Two Kinds of Antigens. (A 
to C) The antigen-binding site of an antibody binds an antigen 
through the latter’s epitope: this is the biochemical sense of an-
tigen used in ELISA, flow cytometry, and western blot analysis. 
Haptens are self-conjugating antigen moieties that can modify 
epitopes and provide new binding specificities. Haptens and 
many antigens by themselves are not immunogens, the sec-
ond sense of “antigen.” Immunogens (complete antigens) are 
processed by antigen-presenting cells to reveal T-cell epitopes 
presented by MHC molecules. MHC, Major histocompatibility 
complex.
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Finally, we draw an important distinction between the terms 
“immunogen” and “adjuvant.” Many immunogens are inactive 
unless mixed with an adjuvant. Adjuvants, such as alum (a form 
of aluminum hydroxide), have two critical functions in vaccines 
(Chapter 87): a depot effect and an immunostimulatory effect. 
As a depot, the adjuvant allows retention of the antigen in the 
tissue in order to provide steady stimulation. As an immunos-
timulant, it promotes the acquisition, processing, and presenta-
tion of antigen by APC.

Antigens for Antibodies
Antibodies are classically defined as soluble immunoglobulins 
(Ig). They reside in the blood and lymph fluids, and they per-
meate the tissues. When imbedded in the membrane of the pro-
ducing B cells, immunoglobulins serve as the BCRs for antigen. 
They also have an essentially invariable constant region (termed 
Fc), which is largely responsible for its biological effects.

Antibodies can bind via their Fc domains to Fc receptors 
(FcRs) or other moieties (e.g., complement receptors) on a va-
riety of other molecules (Chapter 8). Antibodies bind antigens 
through their highly variable antigen-binding V domains that 
are located at the N-termini of the heavy and light chains. BCRs 
can signal the presence of antigen to an antibody-producing B 
cell, and antibodies can signal the presence of antigen to cells 
expressing Fc or complement receptors. Immunoglobulins can 
also mediate antigen acquisition by B cells or FcR-positive APC 
by receptor-mediated endocytosis (Fig. 6.2).

Immunoglobulins are heterodimeric molecules composed 
of two heavy (H) chains and two light (L) chains. The antigen-
binding site of immunoglobulin is formed by the juxtaposition of 
three highly variable intervals on the H chain and three hyper-
variable intervals on the L chain (see Chapter 4). The structure 
of this site can be in the form of a knob, a shallow groove, or a 
deep pocket. The latter can accommodate molecular structures 
as small as a single sugar molecule and as large as an oligosac-
charide or oligopeptide of six or seven residues. These minimal 
structures on the antigen that actually bind to antibodies are 
termed the epitopes. Antigens can be much larger—for example, 
as large as a protein, virus, or bacterium - and can be viewed as 
collections of epitopes.

Epitopes can be formed by a string of contiguous residues of 
a protein or other polymer or by a set of non-contiguous resi-
dues that are juxtaposed in the three-dimensional structure of 

the parent antigen. The latter are called conformational epitopes 
because they are present in the antigen only when it is prop-
erly folded. They can be destroyed if the protein is denatured 
as, for example, on a Western blot. Conformational epitopes are 
typically found on the surface of native proteins and are often 
important for neutralizing antibodies, which must detect the 
epitope on a three-dimensional antigen surface. Linear epitopes 
for antibodies are usually available only when the protein is de-
natured, as in a Western blot, or if they are present in exter-
nal loops of a protein. Transitory epitopes can be created when 
a protein undergoes conformational changes, such as when a 
protein is undergoing folding or unfolding, when an epitope is 
exposed by alterations in the structure, or when an epitope is 
displayed by the association between two different proteins.8

The term hapten comes from a Greek word meaning “hold” 
and is drawn from the dye industry, where the word refers to the 
ability of dyes to hold fast to fabrics despite washing. A hapten 
is the smallest chemical moiety of an epitope that can bind ef-
fectively to the antigen-binding site of an antibody and is usu-
ally used in relation to the “hapten-carrier” concept. Naturally 
occurring haptens include contact-sensitizing metals such as 
nickel and plant products such as urushiol, the toxin from poi-
son ivy (Fig. 6.3).

Haptens, as exemplified by the small molecule trinitrophenol, 
are not immunogens for two reasons. First, by themselves, they 
form few electrochemical contacts with the antibody, and so their 
binding strength is usually very low. Second, they are so small 
that they cannot be subdivided to produce multiple epitopes, a 
feature critical to immunogenicity. Haptens are typically mon-
ovalent and so do not themselves cross-link BCRs. When chemi-
cally conjugated to proteins, they can become multivalent and, by 
modifying self-peptides, they can create epitopes for T cells.
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FIG. 6.2 Antigen Presentation. Follicular dendritic cells in germinal centers present antigens bound to local antibodies stored in their 
surface iccosomes. B cells acquire antigens through their BCR and present processed peptide epitopes via MHC molecules to T cells. 
T cells recognize antigens presented by MHC molecules on antigen-presenting cells. B and T cells receive signal 1 through the BCR 
and TCR, respectively. BCR, B-cell receptors; FDC, follicular dendritic cell; MHC, major histocompatibility complex.

KEY CONCEPT
Antigens for B cells

• Immunogens contain
• epitopes that bind to the antigen-binding sites of antibodies
• Class II epitopes for T helper cells

• Haptens can have almost any chemical nature.
• Epitopes on native proteins are usually amino acids discontinuous in 

the primary sequence but juxtaposed and found on the surface of the 
folded molecule. 
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Haptens are actually not the smallest moieties that can be 
recognized specifically by antibodies. Determinants are the mo-
lecular structures that actually determine specificity, and these 
can be as small as a single-side chain of an amino acid. For ex-
ample, antibodies can be generated that recognize the difference 
between a serine and a phosphoserine as part of a larger protein. 
In this case, the determinant is the phosphate group. A single 
nitrate group is the determinant differentiating the two haptens 
dinitrophenol and trinitrophenol.

Using appropriate carriers and adjuvants, antibodies can be 
raised in vivo against almost any chemical moiety. There seem 
to be only two limitations to what can be an antigen in the sense 
of ligand. The antigen must be perceived as “foreign” in some 
sense to the responding animal, and it must provide a surface 
to which an antibody can form an electrochemical attachment. 
It is often possible to trick the immune system into generating 
autoreactive antibodies, and many of these arise in autoimmune 
reactions. Similarly, bacteriophage libraries of recombinant an-
tibodies (phage display libraries)13 can be screened for almost 
any chemical specificity without regard for self/non-self dis-
crimination.

The notion that “anything goes” is powerful theoretically but 
has its practical limitations. On the one hand, the powerful ad-
juvants and immunization protocols that can be used in experi-
mental animals cannot be used in humans, so that  vaccinologists 

Immunogens for B cells can be placed into either T cell-
dependent (TD) or T-independent (TI) categories. TI antigens 
come in two flavors. Type 1 TI antigens can stimulate antibody 
production from even neonatal B cells in the absence of MHC-
restricted T-cell help. The prototype of TI antigens is lipopoly-
saccharide (LPS), also known as endotoxin, derived from the 
cell wall of bacteria. LPS drives polyclonal responses of mouse 
B cells because it is an activating ligand for the Toll-like recep-
tor TLR4 (Chapter 3) found on B cells. LPS stimulates the pro-
liferation of B cells with LPS-specific antigen-receptors, and it 
can induce class-switching by B cells and thus produce IgG or 
IgA. Human B cells normally do not express TLR4 and are un-
responsive to LPS. However, TLR4 and LPS-responsiveness is 
inducible in human B cells by ligands for other TLR molecules, 
and patients with Crohn disease do express functional TLR4.9

Type 2 TI antigens stimulate antibody production from ma-
ture but not neonatal B cells. These antigens, which include the 
ABO blood group antigens, are typically polysaccharides or gly-
colipids with repeating epitopes.10 These can cross-link multiple 
BCR on a single B cell and thereby activate it. B cells activated 
in this manner usually need help from T cells to undergo class-
switching. Thus, antibodies against ABO antigens and other 
Type 2 TI antigens are of the IgM class. Since IgM cannot be 
transported across the placenta by the IgG transporter, FcRn 
(Chapter 8), this explains why incompatible ABO blood groups 
rarely present a problem for the fetus or newborn.

T-dependent antigens contain epitopes recognized by T cells 
as well as for B cells (see Fig. 6.1). B cells endocytose the par-
ent antigen through the BCR, then process and present pep-
tide epitopes to helper T cells within germinal centers.11 The 
T and B cells provide co-stimulation for each other, inducing 
class-switching and somatic hypermutation of immunoglobulin 
genes in the B cells (Chapter 7).12 Most T-dependent antibody 
responses quickly switch from initial IgM to IgG, IgA, or IgE. 
The simultaneous and cooperative responses of T cells and B 
cells in lymph node germinal centers facilitate immune respons-
es of both cell types.

T-dependent antigens can be modeled by the hapten-carrier 
concept, in which B-cell responses to the hapten require help 
from T cells responding to the epitopes within a carrier protein 
(see Fig. 6.1).13 Experimentally, carrier proteins are typically for-
eign proteins. However, self-antigens can also serve as carriers 
in clinically relevant examples. For example, both urushiol, the 
active ingredient of poison ivy, and penicillin (see Fig. 6.3) read-
ily form covalent adducts with cellular proteins (Fig. 6.4). These 
haptenated self-proteins constitute neoantigens, which in this 
case elicit both T- and B-cell allergic responses.
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FIG. 6.4 Sensitizing Agents Such as Penicillin Create Neo-
antigens by Forming Covalent Adducts With Self-Proteins. 
Penicillin allergies involve both antibodies against penicillin and 
T-cell responses to penicillin-modified self-proteins. The same 
chemical reaction that allows penicillin to inhibit peptidogly-
can formation in bacteria leads to adduct formation of cellular 
proteins. Nucleophilic attack by penicillin G (upper left) on the 
β-lactam ring (shaded) opens the ring and creates an adduct 
(lower left) with serines and lysines. The lactam adducts can be 
presented to B cells as modified self-proteins or processed for 
presentation by MHC molecules to T cells as lactam-conjugated 
self-peptides.
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are still frustrated by their inability to reproducibly stimulate 
effective immunity to many antigens. On the other, a variety of 
substances are effectively and fortunately hypoallergenic or hy-
poantigenic, permitting their use in cosmetic and implantable 
devices. These substances are non-proteinaceous and so lack T-
cell epitopes. They are also chemically inert and thus unable to 
haptenate proteins. Finally, though sometimes polymeric, they 
seem to lack a suitable chemical surface for forming high-affin-
ity bonds with antibodies. For example, despite efforts to find 
contrary evidence, polysiloxane (“silicone”) is immunologically 
inert even in experimental models.14 This compound is used 
in contact lenses, breast implants, and other medical devices. 
These practical comments do not exclude the theoretical pos-
sibility that some individuals might generate antibodies reactive 
with some hypoantigenic substances.

Carbohydrate Antigens
Polysaccharides tend to be type 2 T-independent (TI) antigens.10

Examples include the pneumococcal capsular polysaccharides 
targeted by pneumococcal vaccines and the human ABO blood 
group antigens.15 The latter are a “family” of related antigens ex-
pressed by most tissues and by many kinds of commensal bacte-
ria. The polymorphic ABO locus encodes a glycosyltransferase 
that functions as a haptenating enzyme to modify the H anti-
gen, a polysaccharide found on many different glycoproteins 
and glycolipids. The common O allele is functionally silent so 
that only the H antigen is generated. Both active enzymes (al-
leles A and B) transfer a uridylate diphosphate (UDP)-charged 
sugar to glycoproteins and glycolipids. The A and B enzymes use 
UDP-N-acetyl-galactosamine and UDP-galactose, respectively, 
as sugar donors.

Individuals of genotypes AA, BB, or AB express enzyme A 
only, B only, or both A and B antigens as self-antigens and are 
tolerant of them and of bacterial antigens with the same sugars. 
In contrast, O-type individuals make neither A nor B antigens. 
As a result, both antigens appear foreign to O individuals, and 
exposure to common bacteria induces both anti-A and anti-B
antibodies. Similarly, A-type individuals (genotype AO or AA) 
make anti-B antibodies, and B–type individuals (BO or BB) 
make anti-A antibodies. These systems are called “blood type,” 
referring to the type of antibodies the person does not make. The 
antigens, however, are found in all tissues, including red blood 
cells. Infants are exposed to the Type 2 TI A and B antigens 
through environmental exposure soon after birth. Anti-A and 
anti-B antibodies consequently begin to accumulate early in life 
(though use diagnostically is not valid during the first year) and 
appear as “natural antibodies”16 of the IgM isotype.

Antigens as Ligands for T-Cell Receptors
Most epitopes recognized by TCR are short peptides generated 
from proteins through antigen processing. Consequently, as pep-
tides rather than native proteins, epitopes recognized by T cells 
are generally linear. The biochemical definition of antigen indi-
cates that epitopes recognized by TCR should bind directly to 
them. However, although direct binding of the epitope to TCR 
can be demonstrated in rare cases, the affinity of these interac-
tions is typically too weak for measurement and probably too 
weak for biological effects. The weak affinity of a TCR for its 
epitope reflects, in part, thymic education.17 which has several 
mechanisms to select against T cells that recognize epitopes di-
rectly (Chapter 9). Instead, epitopes for TCR first bind tightly 
to MHC molecules (class I for CD8 T cells and class II MHC 

for CD4 T cells), and it is the molecular complex of MHC plus 
peptide that is recognized by the TCR (Chapter 5).

Conventional oligopeptide epitopes may include modified 
amino acids such as phosphoserine or sugar residues. Hapten-
modified self-peptides are major determinants of allergic re-
sponses to non-protein environmental agents, such as metals, 
cosmetics, and antibiotics. However, certain class Ib (or “non-
classical”) MHC molecules (Chapter 5) seem to be specialized 
for recognizing non-peptide antigens. For example, CD1 pres-
ents certain lipids, both endogenous and bacterial, to invariant 
natural killer (iNKT) cells18; MR1 presents unidentified bacteri-
al ligands to mucosa-associated invariant TCR (MAIT) T cells19; 
and HLA-E presents peptide sequences to CD8 T cells and NK 
cells.20 With rare exceptions, MHC molecules do not discrimi-
nate between self and foreign peptides. Indeed, the vast majority 
of epitopes bound by MHC molecules are self-epitopes.

The binding site for peptides in both class I and class II MHC 
molecules is a deep cleft that interacts with the peptide back-
bone and two or three of the side chains.21 The latter are consid-
ered anchor residues and define the binding motif of the MHC 
molecule. The need for terminal anchoring severely limits the 
length of epitopes for class I MHC molecules to seven to ten 
amino acids, though longer peptides can sometimes bind by 
looping out central residues. The short length of peptide epit-
opes for class I molecules is enforced by a closed-ended bind-
ing cleft that binds both amino and carboxyl termini (Fig. 6.5). 
In class II molecules, both ends of the binding cleft are open. 
While, theoretically, this allows longer peptides to bind, in prac-
tice, the degradation of the ends of these peptides that usually 
occurs during antigen processing causes the lengths of most 
peptides presented by class II molecules to be limited to 15 to 
20 amino acids.

Three factors generally control whether a given peptide will 
be recognized by T cells as antigen: foreignness, binding affinity, 
and antigen processing (Chapter 10). Roughly half of all patho-
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FIG. 6.5 Peptide Binding by MHC Class I and II Molecules. 
Class I molecules are usually closed at both ends. The peptide 
termini must interact with terminal sockets. Peptides that are 
too long must be cleaved (arrows) prior to entry into the bind-
ing site. The clefts of class II molecules are open at the ends, 
permitting the binding of longer peptides. MHC, Major histo-
compatibility complex.
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gen peptides are identical to self-peptides and, except for cases of 
autoimmunity, are tolerated by the immune system. The binding 
affinity of an epitope for most class I MHC molecules can be pre-
dicted fairly well.22 However, naturally occurring proteins must 
be processed proteolytically (see below), and many sequences 
that could be good epitopes are either not generated effectively 
or are destroyed proteolytically.23 For example, the chicken egg 
white protein ovalbumin contains three sequences that bind 
very tightly to class I MHC molecules in the C57BL/6 laboratory 
mouse, and each of these is a potent antigen on its own. However, 
only one of these is produced naturally from the parent protein. 
Identifying the mechanisms and rules governing the proteolytic 
production of epitopes remains a major challenge.

The fact that any given allelic form of MHC molecule recog-
nizes two or three anchor residues with high specificity severely 
limits the “universe” of peptides that it can present to T cells. 
Thus, a given class I allele can recognize only about 0.01% of all 
possible octamer peptides. Two different MHC alleles may rec-
ognize distinct anchors and thus see radically distinct antigenic 
universes. Nonetheless, most proteins have few potential T-cell 
epitopes, and some proteins will not be antigenic in certain in-
dividuals simply because they do not produce a foreign peptide 
that binds with sufficient strength to any of the individual’s 
MHC molecules.

Human populations have hundreds of allelic forms of class I 
and class II MHC molecules. The high polymorphism of MHC 
molecules has three important biological implications. First, 
most individuals from unrelated parents are heterozygous for 
each MHC locus, effectively doubling the size of their antigenic 
universe. Second, while many individuals may be unable to re-
spond to common or novel pathogens, at least a few individuals 
are likely to be protected due in part to the promiscuity of their 
MHC molecules.24 This may account for the prevalence of cer-
tain MHC haplotypes in populations exposed to malaria and 
for genetic vulnerabilities or resistance to HIV. Finally, epitopes 
detected by one individual may be invisible to the T cells of an-
other person. Thus, subunit vaccines effective for some MHC 
haplotypes may be ineffective for others. For example, the hepa-
titis B surface antigen subunit vaccine is often ineffective in in-
dividuals homozygous for certain HLA haplotypes.25

Major Histocompatibility Complex Restriction
Recognition of peptides by TCR is said to be “MHC-restricted.” 
This has two meanings, molecular and genetic. In both, “restric-
tion” is seen as a limitation or condition on the ability of T cells 
to recognize their antigens. In the newer, molecular view, the 
ability of T cells to recognize their peptide epitopes is “restrict-
ed” by the MHC molecules that physically present the epitopes 
to them. Indeed, X-ray crystallography has shown that about 
90% of the contacts made between TCR and the MHC:peptide 
complex are with the MHC molecule.26 However, the older, ge-
netic meaning of “MHC-restricted” is more severe. T cells can 
recognize their cognate epitope only when it is presented by a 
particular allelic form of MHC molecule. This property was re-
vealed long ago because of the extraordinary genetic diversity 
(polymorphism) of most class I and class II molecules in most 
species, including humans. Most MHC alleles are very distinct 
from one another, and most of the differences are concentrated 
in the portions of the MHC molecules that bind peptide and 
TCR. As a result, different allelic forms of MHC differ both in 
what peptide they can bind and how they will be seen by the 

TCR. Due to thymic selection (Chapter 9), TCRs have specificity 
for both the particular peptide and a particular MHC molecule 
and are unable to recognize other combinations of peptide and 
MHC. Thus, unless they happen to be MHC-matched, antigen-
specific T cells from one individual are unable to recognize even 
the same peptide presented by APCs from other individuals.

There are a number of potential benefits for the operation of 
MHC restriction and for why T cells recognize antigens present-
ed by MHC molecules (Fig. 6.6). Antigen-processing increases 
the complexity of pathogen antigens by exposing epitopes not 
available on the surface of pathogens. The exquisite specificity 
of MHC molecules reduces the universe of detectable foreign 
peptides, but it also reduces the universe of detectable self-
proteins, decreasing the risk of autoimmunity. The requirement 
that T cells do not respond unless activated by co-stimulation 
from the APC is enforced by anchoring MHC molecules on the 
APC. Thus, MHC-restriction forces a T cell to be restricted by 
antigen-presenting cells, again limiting the risk of pathogenic 
self-reactivity.
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FIG. 6.6 MHC Restriction Carries Out Two Critical Functions. 
First, by presenting processed peptides derived from within 
proteins and pathogens, MHC molecules sample a broader an-
tigenic landscape than antibodies, whose epitopes are surface 
oriented. Second, naive T cells respond to cognate epitopes 
only when presented by an activated APC (B) but not when the 
APC is resting (A). Experimentally observed MHC restriction re-
sults when an activated APC cannot present the proper MHC/
peptide pair (C). APC, Antigen-presenting cells; MHC, major his-
tocompatibility complex; TRC, T-cell receptor.
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Alloantigens
Thymic selection ensures that T cells recognize non-self pep-
tides in the context of self-MHC molecules. A clinically impor-
tant exception to this specificity manifests as “alloreactivity”.27 If 
lymphocytes from imperfectly matched donors are mixed in a 
mixed-leukocyte reaction (MLR),28 about 5% of the T cells from 
one donor cross-react with some of the MHC:peptide complexes 
of the other. Thus, a T cell specific for a peptide from cytomega-
lovirus (CMV) and restricted by the class I molecule HLA-A2 
might recognize some other peptide presented by HLA-B7 from 
the other donor. Disparities in the major histocompatibility com-
plex antigens (MHC molecules, also known as major transplan-
tation antigens) between an organ donor and recipient are very 
likely to stimulate graft rejection because of the high probability 
of cross-reactivity. But even if the donor is perfectly matched for 
MHC molecules (as happens in one-fourth of full-sibling pairs), 
minor histocompatibility differences can also cause tissue rejec-
tion. The minor antigens are proteins that are polymorphic or of 
limited expression in a species and thus, in humans represent 
donor-recipient disparities in one or more of the roughly 30,000 
different proteins encoded by the genome. A prominent exam-
ple of a minor histocompatibility antigen is the H-Y antigen, 
encoded by the Y chromosome, which causes T cell-mediated 
rejection of male donor tissue by female recipients. The MLR is 
extraordinarily sensitive to the presence of alloantigens and is a 
good predictor of whether organ transplants will be accepted.

ANTIGEN-PRESENTING CELLS

Cells that Present Antigens to B cells: Follicular Den-
dritic Cells
In many respects, B cells do not need antigen to be presented to 
them by any other cell: they express high-affinity antigen-recep-
tors that have no contextual requirement for antigen-binding. 
However, engaging B cells with soluble, especially monovalent, 
antigens can tie up the BCR in a non-signaling and even tolero-
genic mode. Efficient B-cell activation requires either a polyva-
lent antigen, as with TI antigens, or some form of additional 
mechanism that effectively cross-links the BCR and induces 
signaling. Such cross-linking can be mediated by immune com-
plexes (assemblies of antigens and antibodies), antigens found 
on the surface of pathogens (thus rendered polyvalent), or an-
tigens fixed by complement. Two complement receptors on B 
cells (CR1=CD35; CR2=CD21) bind fragments of C3 and C4 
attached to antigens (Chapter 4).

Most B cells are activated in the limiting architecture of the 
germinal center, and clonal activation leads to nearly monoclo-
nal responses in each center. In this context, a unique cell, the 
follicular dendritic cell (FDC; Chapter 2),30 plays a special role in 
presenting antigens to B cells. FDCs represent less than 1% of 
the cells within a germinal center and are tightly associated with 
B cells and associated macrophages.

FDCs are stromal, not hematopoietic, in origin and are re-
quired for the formation of germinal centers. The presence and 
activity of FDCs in germinal centers require the presence of lym-
photoxin, a member of the tumor necrosis family. FDC’s play 
an organizing role by secreting the chemokine CXCL13, which 
binds to CCR5 on lymphocytes (Chapter 15), inducing the se-
cretion of lymphotoxin.31 FDCs trap and accumulate antigens 
through FcR and complement receptors (especially CR1, CR2, 
and C4bR) and store them in iccosomes (immune complex-coat-
ed bodies).32 Antigen in iccosomes is stable for months.

The ability of FDCs to accumulate antibodies secreted by lo-
cal B cells gives them a high-affinity trapping mechanism with 
a specificity cognate with those B cells. FDCs are thought to be 
critical for isotype switching, affinity maturation, and B-cell 
memory. Because C4b is a surrogate activator of CD40, FDC-
presented antigen can drive these processes in the absence of 
CD40L; likely explaining the efficacy of many T-independent 
antigens. FDCs are non-phagocytic, do not express MHC class 
II or T-cell activation molecules such as B7/CD80/CD86, and 
do not present antigens to T cells. However, by providing anti-
gen to B cells or germinal center dendritic cells, FDCs can acti-
vate germinal center T cells indirectly.

FDCs aid in the formation of tertiary lymphoid tissues in in-
flamed tissues and contribute to unwanted immune reactions, 
such as in chronic organ rejection and autoimmunity associated 
with vascular inflammation such as SLE. Fetal and maternal im-
mune cells come into direct contact at the decidua, and the fetus 
can be considered an allograft to the mother. Uterine dendritic 
cells (DC) within the decidua have been implicated in the main-
tenance of pregnancy by inducing tolerance.33 These observa-
tions suggest that manipulating FDCs may be therapeutically 
useful in controlling autoimmunity.

Cells that Present Antigens to T Cells
Cells that present antigens to and activate naïve T cells are 
called professional Antigen-Presenting Cells or, more commonly, 

KEY CONCEPT
Properties of Superantigens

Defining Properties
• Presented and recognized as an unprocessed, native protein.
• Contact TCR and MHC molecules outside the traditional antigen-

binding groove.

Specific Properties
• Selectively stimulate T cells expressing certain TCR Vβ chains
• TCR recognition is not MHC allele restricted.
• Stimulate both CD4 and CD8 T cells in an MHC class II-dependent 

manner. 

Superantigens
“Superantigens” are microbial proteins that bind both class II 
MHC molecules and TCR, causing activation of the T cell.29

Superantigens include certain bacterial toxins, such as staphy-
lococcal enterotoxin A (SEA) and toxic shock syndrome toxin 
(TSST), and viral proteins, such as the mouse mammary tumor 
virus (MMTV) superantigen. Superantigens bind class II MHC 
molecules as intact macromolecules and bind outside of the 
peptide-antigen binding groove. Class II binding is indepen-
dent of the specific MHC allele (though often with a preference 
for one class II isotype—DR, DQ, or DP). Each type of superan-
tigen also binds TCR belonging to a characteristic subset of Vβ
families and, in some cases, also makes contact with the TCR 
Vα chain. Nonspecific T-cell activation appears to be a bacte-
rial strategy to avoid microbe-specific recognition. However, 
by stimulating large numbers of clones of a specific Vβ family, 
bacterial superantigens can also induce an overwhelming T-cell 
response with massive cytokine release leading, for example, to 
food poisoning and toxic shock syndrome.
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just APC.34 Unlike class I MHC molecules, which are expressed 
on almost all nucleated cells in the body, class II molecules are 
expressed almost exclusively by professional APC. Among hu-
man cells, MHC class II and costimulatory molecules can also 
be expressed by activated T cells and inflamed endothelial cells. 
In addition, MHC class II is expressed by medullary and cortical 
epithelial cells in the thymus, where they play an important role 
during positive and negative selection.

Naïve T cells have a high threshold for activation and require 
costimulatory ligands found on professional APC. These in-
clude B cells, macrophages, mast cells and basophils, and both 
myeloid and plasmacytoid dendritic cells (DCs). Activated T 
cells have vastly reduced requirements for co-stimulation, and 
their responses are proportional to the level of MHC expres-
sion. For typical class I molecules, this means almost all nucle-
ated cells are potential targets for CD8 T cells. However, because 
most cells do not express costimulatory molecules, they do not 
stimulate naïve T cells.

The different types of professional APCs have distinct but 
overlapping properties. Conventional (myeloid) DC (cDC) 
are by far the most potent in terms of their ability to pres-
ent a wide variety of antigens to naïve T cells.35 cDC in their 
immature form are constitutively tissue-resident phagocytes, 
actively engulfing and digesting any antigen in their vicinity. 
In this stage, they express few costimulatory or class II MHC 
molecules. Once activated by a “danger” signal, cDC mature 
rapidly. They stop phagocytosis and begin to express recently 
digested antigens through upregulated MHC molecules. They 
become mobile and follow a chemokine trail from the tissue 
to nearby draining lymphatics, through which they reach 
lymph nodes where they begin to present their antigens to 
T cells. Upregulated costimulatory molecules and cytokines 
allow the DC to activate naïve T cells and direct their dif-
ferentiation.

The functions of cDC can be modulated. In the absence of 
full activation, they tend to be tolerogenic. Once activated by 
certain innate receptor ligands, cDC express IL-12 and drive 
a Th1 response (Chapter 11). However, if IL-10 is provided by 
some other cell type, cDC secrete little IL-12 and drive a pre-
dominantly IL-2 response. Other cytokine environments are 
able to skew cDC functions so that they drive Th-17 or Treg 
pathways.

Although cDC are extremely potent on a per-cell basis, the 
activity of other professional APC types should not be underes-
timated because they vastly outnumber the cDC. Macrophages 
are active phagocytes and can activate naïve T cells. B cells are 
not phagocytic but can internalize cognate antigens through 
their BCR. As a result, they are several orders of magnitude 
more sensitive than cDC to limiting antigen concentrations.36

Plasmacytoid DC secrete very high levels of type I interferon 
but are not potent antigen-presenters. In contrast, mast cells are 
not phagocytic but may be specialized for presenting antigens 
acquired through FcR.

Antigen Acquisition
We have hinted that APCs acquire antigens through multiple 
mechanisms. From a topological perspective, antigens are either 
exogenous or endogenous. Exogenous antigens (i.e., antigens 
synthesized externally to the APCs) are acquired by the cells 
and its associated antigen processing apparatus chiefly through 
endocytosis. Endogenous antigens (i.e., antigens synthesized 
within the APC) are already “acquired” by the cell but are often 

in the wrong cellular compartment. Viral capsid proteins syn-
thesized by an infected cell and inserted into the cell membrane 
can be internalized by endocytosis for antigen presentation. 
Autophagy is an important mechanism for digesting internal 
structures, including invasive bacteria as well as mitochondria 
and other organelles. It is part of the cellular physiology of most 
cell types. In APC, autophagy also mediates the presentation of 
internal antigens. However, most peptides presented by class 
I MHC molecules are “acquired” through a non-phagocytic 
mechanism involving ubiquitin, specialized proteases, and both 
peptide and protein transporters located in the membrane of 
the endoplasmic reticulum.

Pinocytosis, essentially very small-scale reversible endocyto-
sis of the cell membrane, samples the fluid phase outside the 
cell.37 This takes place in many cells and is a property of “ruffled” 
membrane edges found at the leading edge of mobile cells.

Receptor-mediated endocytosis through clathrin-coated pits 
internalizes many receptors and their cargo ligands. This is a 
property of most cell types and is a major mechanism for ac-
quiring antigens for APCs. Typical FcR for IgG, such as found 
on mast cells, macrophages, and dendritic cells, internalize 
upon cross-linking (Chapter 8). These cells readily present an-
tigens found in immune complexes. In contrast, B cells express 
an alternatively spliced form of this receptor that binds antibod-
ies at the surface but does not internalize. Thus, as a group, B 
cells are not effective at presenting generic antigens acquired 
through FcR. However, the BCR itself readily internalizes after 
being cross-linked, and B cells are exquisitely adept at present-
ing their cognate antigen.

Phagocytosis is a mechanism for internalizing particles that 
may be as large as the cell itself. Initial engagement of multiple 
receptors causes a local deformation of the cell surface and a 
partial invagination of the cell membrane. This deformation, 
coupled with the triggering of specific receptors, leads to subcel-
lular enzyme activity that changes the lipid composition of the 
membrane bilayer and remodels the cytoskeleton in the vicin-
ity of the particle. This relaxes the membrane, allowing deeper 
invagination and creating the phagocytic cup. If the particle is 
small enough, the cup deepens until, when the particle is nearly 
engulfed, the outer edge of the cup closes like a purse-string, 
leading to membrane fusion and creating a new external sur-
face and an intracellular vesicle. The endocytic vesicle under-
goes successive fusion with other vesicles until fusion with the 
lysosome. Phagocytosis is a property of phagocytes (DC, mac-
rophages, and neutrophils) and in these cells is accompanied by 
further inflammatory activation of the phagocyte.

In addition to professional phagocytes, other cell types can 
also phagocytose apoptotic cells, using a specialized set of re-
ceptors that detect apoptotic cells. Many cells can mediate this 
process, including those that do not possess large lysosomes. 
Phagocytosis of apoptotic cells by APC is often anti-inflamma-
tory. In contrast, phagocytosis of microbes or necrotic cells, in-
cluding cells undergoing secondary necrosis after apoptosis, is 
inflammatory.

Autophagy, found in even the simplest eukaryotes, is a ma-
jor mechanism for mediating normal protein turnover, protec-
tion from intracellular pathogens, and resistance to starvation. 
It allows a cell to recycle its own organelles. Perhaps 50% of the 
peptides presented by class II MHC molecules are endogenous 
peptides acquired through autophagy. Autophagy also mediates 
presentation by class I MHC molecules of exogenous and some 
endogenous peptides.38
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Three broad categories of autophagic mechanisms have been 
described. Macroautophagy mediates the engulfment of mi-
crobes or organelles through autophagosomes. Microautophagy
closely resembles the vesicle fusion described for phagocytosis. 
Chaperone-induced autophagy allows vesicles, including lyso-
somes, to import proteins directly from the cytoplasm. These 
three forms of autophagy are linked by their reliance on a set of 
ATG (Autophagy) gene products. ATG8 and ATG12, both ubiq-
uitin-like proteins, nucleate a phagophore attached to an invad-
ing microbe or targeted organelle, followed by rapid recruitment 
of a lipid membrane to seal the object into an autophagosome. 
Macroautophagy can be induced by bacterial products, such as 
LPS, and by drugs, including rapamycin. Autophagy can control 
the activity of specific cellular proteins, complicating the inter-
pretation of many experiments, including NFκB, so that the role 
of ATG proteins may be very indirect.

Cross-presentation refers to the idea that an APC can present 
antigens produced by some other cell. Since “cross-presentation 
by class II MHC molecules” is the norm, the term is used most 
often to describe cross-presentation by MHC class I, where it is 
critical for activation of CD8 T cells by APC. Cross-presentation 
can also inhibit immune responses. For example, antigen-spe-
cific B cells present epitopes from their cognate antigens and 
thereby become targets for CTL. In this way, CTL can suppress 
B-cell responses to some antigens.

enzymes that attach chains of the protein ubiquitin to the pro-
tein targeted for destruction. Second, nascent proteins that are 
translocated into the endoplasmic reticulum endosome, but do 
not fold properly, can be exported back to the cytosol by a pro-
tein transporter called Sec61. This mechanism is called ERAD 
(endoplasmic reticulum-associated protein degradation). These 
two mechanisms are the most important and together represent 
the DRiP (defective ribosome products) model. The “DRiP” 
pathway is not simply an error-dependent pathway but rather 
represents a specialized mechanism of sampling open reading 
frames.41 Third, properly folded mature proteins are ubiquitinat-
ed in the course of normal activity—part of the normal course 
of protein turnover. Finally, in autophagy and cross-presenta-
tion, proteins engulfed by phagocytes are partially degraded in 
lysosomes before transfer into the cytosol.

The DRiP mechanism provides a conceptual core for under-
standing how class I MHC molecules can sample internally gen-
erated antigens, a key requirement for targeting virus-infected 
or malignant cells. Degradation of mature proteins has a half-
time of hours to months, but virus replication can take place 
in the order of hours. If MHC molecules were to sample anti-
gens as they degrade through normal channels, surface repre-
sentation would lag considerably behind internal processes. By 
sampling proteins during their synthesis, or if they fail to fold 
properly immediately after synthesis, DRiP mechanisms ensure 
that cytotoxic T cells receive a timely report of internal states.

All four class I MHC pathways make heavy use of the “UPS” 
(ubiquitin/proteasome) system for protein degradation found 
in all cells. UPS is initiated by heat-shock chaperone proteins 
recognizing a malfolded protein and inducing covalent tagging 
of the protein with a single copy of ubiquitin, a 76 amino acid 
protein. This triggers polyubiquitination in which succeeding 
ubiquitins are attached to the preceding ubiquitin. Polyubiqui-
tin tails are recognized by the regulatory subunit of the protea-
some, a multi-subunit cylindrical machine. Substrates are fed 
through the central channel and digested by proteolytic sub-
units, producing a residue of peptides roughly 8 to 14 amino 
acids long.

These products are substrates for the transporter associated 
with antigen processing (TAP), a member of the ATP-binding 
cassette (ABC) transporter family.42 Heterodimers of TAP1 and 
TAP2 subunits form peptide pumps that burn ATP to drive 
peptides from the cytosol into the lumen of the ER. Without 
a ready source of peptides in the ER, class I MHC molecules 
are extruded into the cytosol by Sec61 to be recognized by the 
UPS. TAP mutations are involved in many cases of type I bare 
lymphocyte syndrome (BLS) (Chapter 34),43 and many tumor 
cells lack class I expression due to mutations in their TAP genes 
(Chapter 5). There are several allelic forms in humans with 
modest differences in specificity. Cells that are not express-
ing TAP express low levels of certain MHC alleles and can be 
highly resistant to specific CTL. However, mice and humans 
lacking TAP are not profoundly immunodeficient and produce 
TAP-independent class I MHC-restricted CTL (Chapter 34). 
These findings suggest alternative mechanisms for loading class 
I MHC molecules are important, even if not dominant under 
normal circumstances.

Interferon-γ induces an alternative set of proteolytic and 
regulatory subunits for the proteasome to create the “immuno-
proteasome.” This has altered specificity and activity and may 
favor the production of peptides suitable for transport by TAP 
or alternative pathways.

ANTIGEN PROCESSING
T cells recognize their cognate antigens in the form of short 
peptides embedded in MHC molecules (Chapter 5). X-ray crys-
tallography shows that approximately 90% of the molecular 
surface recognized by the TCR is the MHC molecule. Antigen 
processing excises these peptides from their parent protein anti-
gens and loads them onto MHC molecules.39 The processing can 
take place in different cellular compartments but loading takes 
place chiefly in specialized loading compartments. Class I MHC 
molecules load chiefly in the endoplasmic reticulum, though 
some loading might take place in endosomal compartments 
during cross-presentation. In contrast, specific mechanisms pre-
vent class II loading in the ER but facilitate it in the specialized 
endosomal loading compartments.

Endogenous peptides presented by class I molecules derive 
from proteins made on the cell’s own ribosomes. The chief 
mechanism for degrading large proteins into small peptides is 
the proteasome,40 a macromolecular tubular structure contain-
ing multiple protease activities that cleave proteins into small 
fragments of 8 to 14 residues. There are at least four mecha-
nisms that feed proteins into proteasomes. First, nascent cyto-
plasmic polypeptides that fail to fold properly are attacked by 

KEY CONCEPT
Antigen Processing and Presentation for 
Class I MHC

• Peptides presented on most cell types are synthesized endogenously.
• Peptides acquired through endocytosis and autophagy can be cross-

presented
• Most epitopes are processed by proteasomes and enter the ER 

through the TAP transporter.
• Peptides of 8–10 amino acids are bound at both termini within the 

binding cleft. 
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A minor subset of peptides enters the ER independently of 
TAP through the protein secretory pathway. Nascent polypep-
tides bearing a signal peptide are recognized and transported 
into the lumen by the signal recognition particle (SRP). The sig-
nal peptide itself is cleaved by a signal peptidase. By inserting the 
sequence of a CTL epitope behind a signal peptide, this pathway 
can be used to deliver the epitope directly into the MHC class I 
loading compartment. Peptides that are too long to bind MHC 
class I molecules may be retained temporarily in the ER by addi-
tional peptide-binding proteins such as BiP, pumped back into 
the cytosol by a non-TAP mechanism, or trimmed by cytosolic 
aminopeptidases

The luminal proteases appear quite efficient, apparently re-
ducing the steady-state concentration of free antigenic peptides 
in the ER to very low levels. As a result of differences in prote-
ase specificities and/or kinetic effects, different epitopes can be 
carved out of the same protein, depending on whether it follows 
the proteasome/TAP or the secretory pathway into the ER. Fi-
nally, different peptides within a single protein can be degraded 
or protected at different rates, leading to the immunodominance 
of a subset of potential epitopes for a given MHC molecule.

The production of an immunodominant epitope from influ-
enza A nucleoprotein (NP) illustrates how extra-epitope resi-
dues might affect non-proteasome, non-ubiquitin processing.44

The optimal NP peptide in one mouse strain is the nonamer 
TYQRTRALV. The three C-terminal residues are efficiently re-
moved from a related 12-mer peptide TYQRTRALVRTG. How-
ever, an 11-mer, TYQRTRALVTG, is impotent at producing the 
epitope. The terminal TG sequence represents a “block” to epit-
ope production. All of these complexities in antigen processing 
complicate the prediction of which potential epitopes, identified 
on the basis of their ability to bind to class I molecules, will be 
immunodominant in vivo.

Class I Major Histocompatibility Complex Trafficking
Nascent Class I MHC molecules are inserted into the ER mem-
brane via the protein secretory pathway (Fig. 6.7). Nascent 
chains bind first to the membrane-bound chaperone calnexin 
until they begin to fold into association with β2-microglobulin 
light chains (β2m). Heterodimers of β2m and heavy chain are re-
leased by calnexin and bind the soluble chaperone, calreticulin. 
This assembly engages a class I loading complex, which includes 
a 60 kDa thiol reductase, the TAP heterodimer, and another 
MHC-encoded protein, tapasin.45 Tapasin retains class I mol-
ecules in the complex until they bind peptide. MHC molecules 
failing to attract peptides misfold and are exported by Sec61 to 
the cytosol. Only those that bind peptide are released by tapasin 
from the loading complex, migrate to the Golgi where they un-
dergo glycan maturation, and then traffic to the cell surface for 
recognition by CD8 T cells.

Antigen Processing for Class II-Restricted T Cells
MHC class II molecules assemble in the ER where they associate 
with invariant chain, a 31 kDa protein that chaperones nascent 
αβ dimers of class II molecules into endosomes. A segment of 
the invariant chain, called CLIP, blocks class II molecules from 
binding peptides in the ER. CLIP may be removed along with 
the rest of the invariant chain once in the endosomes. Alterna-
tively, a CLIP fragment may be left occupying the binding cleft; 
many class II MHC molecules traffic to the cell surface with 
CLIP embedded.

MHC class II molecules are loaded with peptides digested by 
lysosomes. Antigens acquired through endocytosis or autopha-
gy are unfolded and partially degraded in endosomal and acidic 
lysosomal subcompartments by disulfide isomerase (which 
unlinks disulfide loops) and a variety of proteases. Most pep-
tides presented by class II molecules are processed from parent 
proteins and loaded onto class II molecules within a specialized 
loading compartment of the endosomes. Within this general 
scheme, there are at least two pathways for epitope produc-
tion, distinguishable in part by their dependence on the func-
tion of DM molecules (Fig. 6.8).39 DM molecules (heterodimers 
of DMA and DMB subunits, which are homologous to MHC 
class II proteins) catalyze the exchange of CLIP for processed 
epitopes. In the DM-independent pathway, peptides are loaded 
onto class II molecules recycling from the cell surface in the ab-
sence of CLIP.

Endoplasmic reticulum Trafficking to
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FIG. 6.7 Antigen Processing for MHC Class I. Two chief path-
ways for antigen processing intersect within the cytosol. Most 
endogenous antigens are synthesized on ribosomes and then 
processed by proteasomes into peptides, which enter the ER 
through the TAP transporter. A minor set of antigens are pro-
cessed within the ER from proteins secreted into the ER. Pro-
fessional antigen-presenting cells transfer endocytosed anti-
gens into the cytosol for processing. Autophagy (not shown) 
can also process endogenous antigens. CD1, MR1, and prob-
ably some conventional class I MHC molecules can also acquire 
ligands in the endocytic compartment itself. MHC, Major histo-
compatibility complex; TAP, transporter associated with antigen 
processing.

KEY CONCEPT
Antigen Processing for Class II MHC

• Class II MHC is expressed constitutively only by professional APC 
(dendritic cells, macrophages, and B cells)

• Epitopes presented by professional APC are acquired mostly through 
endocytosis and autophagocytosis.

• Peptides (10–15 amino acids) often have terminal extensions, extend-
ing outside the antigen-binding groove. 
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The initial ligand for binding class II molecules is a large, 
unfolded protein or protein fragment rather than the oligo-
peptide ultimately displayed at the cell surface. This MHC-
polypeptide complex is the substrate for trimming exopepti-
dases. Endosomal aminopeptidases cannot cleave at proline 
residues; thus, prolines are found near the N-terminus of many 
mature epitopes. Trimming of the extra-cleft residues can con-
tinue even after the MHC–peptide complex has reached the 
surface through the activity of the membrane-bound surface 
enzyme aminopeptidase N.

As in the case of epitope formation for class I molecules, the 
initial conformation of the antigen can affect the production 
of specific linear epitopes. For example, vaccinating mice with 
synthetic peptides elicits class-II-restricted T cells specific for at 
least two HIV gp160 epitopes, of which only one is detected on 
infected cells. Similarly, prior denaturation or mutational desta-
bilization of viral influenza hemagglutinin abolishes its ability 
to be processed for presentation to some Th clones.

Predicting Epitopes for T-Cell Receptor
The critical role of antigens for T cells in driving both T- and 
B-cell responses to antigen has fueled attempts to use antigen 
sequence information to predict T-cell epitopes.22 The charac-
terization of binding motifs for a large number of class I and a 
smaller number of class II molecules has facilitated computer-
based algorithms for predicting potential epitopes from a lin-
ear protein sequence. These motifs reflect the chemical affin-
ity of the binding cleft for various amino acid side chains. In 
many cases, it is possible to show that multiple alleles of class I 
or class II molecules recognize the same or very closely related 
epitopes. These groups of MHC alleles are called “supertypes” 
and can facilitate the prediction of epitopes for a large number 

of alleles. However, because of the complexity of endoprotease 
and exoprotease cleavage during the processing of epitopes for 
both class I and class II MHC molecules, it is difficult to predict 
whether a given epitope will actually be used in vivo.

ANTIGEN PRESENTATION
Once loaded with peptide, MHC molecules move to the cell 
surface, where they can be recognized by T cells. This is antigen 
presentation at the bare minimum and is sufficient for trigger-
ing effecter responses from pre-activated T cells. Presentation 
to naïve T cells requires additional factors and efficient activa-
tion of the TCR requires adhesion molecules. These additional 
processes are usually included under the rubric of “antigen pro-
cessing.” Antigen recognition/presentation of both naïve and 
activated T cells is mediated by the immune synapse,46 although 
this structure might not be required in all cases.

The immune synapse represents a very close and tight as-
sociation of APC and T cell resembling tight junctions and 
may even mediate trogocytosis, through which process pep-
tide-loaded MHC molecules are transferred to the T cell itself 
(Chapter 4).47 The synapse is initiated when the leading edge 
of a T cell engaged in amoeboid motion through a tissue meets 
a potential APC or target cell. Initial low avidity interactions 
between the T-cell integrins CD11a and VLA-four mediate a 
weak approximation of the two cellular surfaces. If MHC mol-
ecules on the APC present cognate antigen, the TCR will bind 
with maximum affinity. The co-receptors CD8 and CD4 bind 
to class I and class II MHC molecules, respectively (Chapter 5). 
Their cytoplasmic tails, already loaded with the protein kinase 
LCK, are swept into proximity with the cytoplasmic domains 
of the TCR chains, leading to phosphorylation of the latter and 
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FIG. 6.8 Two Pathways for Loading Antigens Onto Class II MHC Molecules. Autophagy and endocytosis transfer endogenous and 
external antigens, respectively, into the endosomes. Nascent class II molecules are chaperoned to the endosomes from the Golgi by 
the invariant chain. The DM molecules catalyze the exchange of antigenic peptides for the invariant chain. Mature class II molecules 
recycling from the cell surface can acquire peptides in a DM-independent manner. Antigens, initially binding as polypeptides, are 
trimmed into oligopeptides in the endosomes and at the surface.
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initiating downstream signaling events. An immediate effect 
is the 1000-fold upregulation of the integrin avidities. The co-
stimulatory receptor CD28 migrates to the field, engaging its 
ligands on the APC. At the surface, the synapse matures as TCR 
and CD28, and their ligands concentrate at the center of the 
synapse, surrounded by a ring of integrins. Internally, the on-
going signaling events cause an arrest of cell migration, with a 
re-organization of the microtubules to permit the trafficking of 
vacuoles to the synapse. Vacuolar contents are delivered into the 
intercellular space of the synapse, where, if the T cell is a CTL, 
they will induce apoptosis in the opposite cell.

Microbial Interference with Antigen Processing and 
Presentation
Considering the importance of class I-mediated immune re-
sponses in antiviral immunity, it is not surprising to find patho-
gens using a variety of mechanisms for subverting antigen pro-
cessing. Proteins from several serotypes of human adenovirus, 
as well as HIV-1 tat protein, inhibit class I MHC transcription. 
Other viral factors inhibit class I MHC maturation in the en-
doplasmic reticulum. Proteins US2 and US11 from the human 
cytomegalovirus (CMV) target nascent class I molecules for de-
struction through ERAD. The CMV US6 and herpes simplex 
virus ICP47 proteins inhibit TAP function, indirectly starving 
MHC molecules of peptide. In contrast, the CMV US3 pro-
tein binds class I molecules that have already engaged peptides 
but retains them in the ER. The HIV-1 protein nef binds the 
intracellular tails of mature class I MHC molecules, targeting 
them for increased endocytosis and degradation. Other path-
ways are also affected by pathogens. For example, the protein 
ICP345 from the herpes simplex virus inhibits ATG6, a critical 
autophagy-initiating protein. Also, Mycobacterium tuberculosis
suppresses the acidification of lysosomes in macrophages to cre-
ate for itself an environment conducive to its own replication 
inside lysosomes.

to contribute to immune competency or, through deficiency, 
to immune dysfunction. This may result in specific or global 
defects in antigen processing and recognition, such as the 
bare lymphocyte syndrome (BLS) (Chapter 34).43 Type I BLS 
involves general loss of class I surface expression, typically 
the result of mutations in the TAP peptide transporter. Type 
II BLS reflects the loss of class II MHC expression. Defects in 
any of at least four different transcription factors can cause 
this disease. In type III BLS, defects in the RFX transcription 
factor depress the expression of both class II MHC molecules 
and the β2-microglobulin light chain shared by all class I 
MHC proteins.

Allergens appear to be unusual antigens. It has been long 
known that allergens inducing delayed-type hypersensitivity are 
often drugs or environmental compounds able to form covalent 
adducts with self-proteins, thus generating neoantigens. Many 
allergens inducing immediate hypersensitivity are or are associ-
ated with proteases.48 These proteases are thought to drive a Th2 
response by T cells.

Self-antigens recognized by autoimmunity are so far chemi-
cally unremarkable. The principles that govern pathological self-
recognition appear to be the same as for healthy self-tolerance 
or recognition of foreign antigens: the availability of particular 
processed peptides at appropriate times for tolerance induction 
of T-cell activation.

Two nonexclusive models have emerged that may begin to 
account for why certain individuals are predisposed to autoim-
munity and why certain self-antigens are likely to become au-
toantigens (Chapter 51). The first is the concept of molecular 
mimicry.49 According to this idea, exposure to sufficient doses of 
a pathogen-derived epitope that cross-reacts with a previously 
ignored or cryptic self-epitope can break self-tolerance to that 
epitope. A newer concept in autoantigenicity can explain why 
many autoantigens are proteins normally found intracellularly, 
where they are involved in nucleic acid and protein metabolism: 
small nuclear riboproteins, histones, and heat-shock proteins. 
This involves the observation (discussed earlier with regard to 
cross-presentation) that apoptotic bodies are efficiently recog-
nized by dendritic cells, and that many intranuclear and in-
tracellular antigens are exposed on the extraverted surfaces of 
apoptotic bodies. Thus, by inducing apoptosis, it is possible that 
certain predisposing infections can elicit autoimmune reactions 
to cryptic self-epitopes.

Finally, tumor-specific and tumor-associated antigens are 
typically self-proteins.50 In rare human cases, such as a peptide 
derived from papillomavirus type 16, they can be encoded by 
tumor viruses. Some tumor antigens, such as carcinoembry-
onic antigen (CEA), prostate-specific antigen (PSA), or the 
MAGE proteins of melanomas, are normal proteins that are 
merely overexpressed by tumor cells. These can serve as di-
agnostic markers or as a target for tumor-selective immunity. 
The antigenic products of mutated tumor suppressor genes 
and other oncogenes, such as HER2, the retinoblastoma pro-
tein RB, and the breast cancer–associated antigen BRAC, are 
also called neoantigens and are potentially more specific tar-
gets for immunotherapy. The neoantigens expressed by these 
tumors arise as chance mutations during the many steps of 
carcinogenesis. The immune system itself provides a unique 
category of neoantigens that can be targets of immunother-
apy, the clonally distributed products of rearranged antigen 
receptor genes – idiotypes – expressed by malignancies such 
as myelomas.

CLINICAL RELEVANCE

Clinical Correlates of Antigen Processing
• The tautological and complementary interaction of antigens and their 

antigen receptors constitute the recognitive mechanism for acquired 
immunity to pathogens and tumors and autoimmunity towards the 
“self.”

• Human genetic defects in these antigen processing pathways result 
in three types of bare lymphocyte syndrome (BLS).

• Structural features of certain antigens may predispose them to induc-
tion of allergic (IgE) responses by affecting antigen processing.

• Molecular mimicry and exposure of cryptic self-epitopes are mecha-
nisms leading to autoimmunity.

• Tumor-specific neoantigens can be detected by the immune system, 
often leading to selection for tumor variants lacking the relevant MHC 
and/or antigen-processing functions.

• Tumor antigens are typically self-proteins that can be:
• Products of tumor viruses
• Over-expressed normal proteins
• Mutated products of oncogenes
• Clonally-expressed idiotypes of antigen receptors

CLINICAL RELEVANCE
If microbes can manipulate specific mechanisms of antigen 
processing and presentation, it should be obvious that hu-
man genetic variation in these pathways should also be able 
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ON THE HORIZON
• Improved definition of the cellular and molecular mechanisms con-

trolling dendritic cell presentation of antigen to T cells and NK cells 
by classical and non-classical MHC class I molecules as relevant to 
antiviral and anti-tumor immunity.

• Understanding the role of autophagy to improve vaccine design.
• Clarification of the role of MHC class Ib molecules in the presentation 

of non-peptide antigens and in the regulation of immune responses.
• Solution to the puzzle of clonally expressed antigen receptors on NK 

cells. 

Several areas are ripe for new insights with probable appli-
cation to clinical immunology. These include a deeper under-
standing of peptide processing for presentation by class I MHC 
molecules, identification of antigenic ligands recognized by 
CD1- and MR1-restricted T cells, and a better understanding 
of the mechanisms that control antigen receptor function in 
NK cells. Although it is now widely accepted that dendritic cells 
present endocytosed antigens for presentation by MHC class I, 
the mechanisms and rules governing this process are not clear.

Likewise, autophagy mediates the processing of endogenous 
antigens in both MHC class I and class II pathways and is likely 
important in cross-presentation. Pathogens can both be cleared 
by autophagy but also can wrest control of autophagy for their 
own purposes, probably including redirection of antigen pro-
cessing. We expect clarification of the role of autophagy in anti-
gen processing to yield new tools for controlling infection and 
vaccine design.

The CD1 and MR1 class Ib MHC molecules present non-
peptide ligands to specialized invariant NKT cells, and these 
appear to have important regulatory functions in suppressing 
autoimmunity, especially in the gut. Ligands for MR1 and for 
CD1 are poorly understood. This is an area of growth in the next 
several years and will likely prove important for understanding 
and treating autoimmunity and some infectious diseases. Final-
ly, NK cells in mice and humans express novel species of antigen 
receptors in a clonal fashion. These receptors and their mecha-
nism of clonal expression or clonal licensing have opened a new 
chapter in acquired immunity.
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B lymphocytes (B cells) are the sole source of antibodies. Each 
developing B cell creates its own unique immunoglobulin 
(Ig) that can be expressed on the cell surface as B-cell recep-
tor (BCR) for antigen or secreted as an antibody (Chapter 4). 
During their development, B cells encounter different micro-
environments (Chapter 2) that expose them to a variety of   
cytokines (Chapter 14), adhesion molecules (Chapter 16), and 
chemokines (Chapter 15).1 These processes impose major bio-
energetic demands on the cells.2 Ultimately, however, the fate 
of the B cell is dependent on the interaction between Ig and   
antigen (Chapter 6).

EARLY B-CELL DEVELOPMENT BEGINS IN THE 
PRIMARY LYMPHOID ORGANS
B cells arise from multipotent hematopoietic stem cells that 
successively populate the yok sac, the endothelium of the major 
arteries, the fetal liver, and then the bone marrow.3 Stem cell 
daughter cells give rise to lymphoid primed multipotent pro-
genitors (LMPPs), which in turn can give rise to either myeloid 
or lymphoid cells. LMPPs then produce common lymphoid pre-
cursors (CLPs), which can generate T cells, B cells, natural killer 
(NK) cells, or dendritic cells. Final B-cell differentiation requires 
the exposure of CLP daughter cells to specialized microenviron-
ments in the fetal liver and the bone marrow. These two tissues 
are the primary B-lymphoid organs. The shift from fetal liver to 

bone marrow begins in the middle of fetal life and ends prior to 
birth. The bone marrow continues to produce B cells until the 
end of life, although the rate decreases with age.

An intact and functional B-cell antigen receptor complex, 
which consists of membrane-bound immunoglobulin (mIg), 
the Igα and Igβ co-receptors, and ancillary signal transduction 
components, must be present in order for the developing B cell 
to survive (Chapter 7). The composition of the BCR is subject to 
intense selection. In the primary organs, hazardous self-reactive 
BCRs, as well as nonfunctional ones, can be culled by changing 
the L chain (receptor editing), by cell anergy,4 or by apoptosis 
of the host cell. Survivors of this initial selection process are 
released into the blood and thence to the spleen, lymph nodes, 
and other secondary lymphoid tissues and organs where selec-
tion for specificity continues (Chapter 2).

B-cell differentiation (Fig. 7.1) is commonly presented as a 
linear process defined by the regulated expression of specific sets 
of transcription factors, Ig, and cell-surface molecules. Given 
the central role of the BCR (Chapter 4), initial developmental 
steps are classically defined by the status of the rearranging Ig 
loci. With the development of monoclonal antibody technology, 
analysis of cell-surface markers such as CD10, CD19, CD20, 
CD21, CD24, CD34, and CD38 (Fig. 7.2) has facilitated defi-
nition of both early and late stages of development, especially 
in those cases where Ig cannot be used to distinguish between 
cell types.5 Of these, CD19, a signal transduction molecule 
expressed throughout B-cell development up to, but not includ-
ing, the mature plasma cell stage6 warrants special mention as 
the single best clinical marker for B-cell identity.

In practice, B-cell development is a more complex process 
than the simple, linear pathways depicted in Figs. 7.1 and 7.2. 
For example, proB cells typically derive from a common lym-
phoid progenitor, but they can also develop from a bipotent   
B/macrophage precursor. Thus, B-lineage subsets identified by 
one fractionation scheme may consist of mixtures of subsets 
identified by others. Consequently, when comparing patient 
findings to the literature, definition of the fractionation scheme 
used by the reference laboratory is essential.

Initial commitment to the B-cell lineage requires activation 
of a series of transcriptional and signal transduction pathways. 
At the nuclear level, the transcription factors PU.1, Ikaros, ID-1, 
E2A, EBF1, and PAX5 play major roles in committing progeni-
tor cells to the B-cell lineage.3 After lineage commitment has 
been established, however, it is generally accepted that the com-
position of the BCR controls further development.

Each B-cell progenitor has the potential to produce a large 
number of offspring. Some will develop into mature B cells, 

• Commitment to the B-cell lineage reflects differential activation of 
transcription factors that progressively lock the cell into the B-cell 
pathway

• B-cell development is typically viewed as a linear, stepwise process 
that is focused on the assembly and testing of immunoglobulin 
function, first in the fetal liver and bone marrow, and then in the   
periphery:
• Failure to assemble a functional receptor leads to cell death.
• Expression of a functional receptor subjects the B cell to antigen 

selection/
• B cells with inappropriate specificities tend to be eliminated.
• B cells responding appropriately to external antigen can develop 

either into immunoglobulin-secreting plasma cells or into memory 
cells,

• At the clinical level, B-cell development can be monitored by examin-
ing the pattern of expression of lymphoid-specific surface proteins. 

KEY CONCEPTS
B-Cell Development in the Primary 
Lymphoid Organs
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and even fewer into long-lived memory B cells or plasma cells. 
Others, indeed the majority, will perish.7 Most of the defined 
steps in this process of development represent population bot-
tlenecks, developmental checkpoints wherein the developing B 
cell is tested to make sure that its BCR will be beneficial.8 In the 
periphery, exposure to antigen is associated with class switch-
ing and hypermutation of the variable domains of the antigen 
receptor. A few select survivors earn long lives as part of a cadre 
of memory B cells. These veterans enable rapid engagement of 
antigens to which they have been previously exposed, providing 
experienced protection against repeat assaults.

Specialized microenvironments also play a role in periph-
eral B-cell development (Chapter 2), each of which enables 
the B cell to properly engage different types of antigens or 
venues of attack (see below). In the marginal zone (MZ), 
mature splenic MZ B cells await bacterial pathogens. In the 
lymphoid follicles, B cells reactive with a given antigen col-
laborate with follicular T cells and dendritic cells in order to 
maximize the immune response (Chapter 6). In the germinal 
centers (GCs) B cells use class switching and somatic muta-
tion to modify and optimize the function and affinity of their 
Igs. And, underneath mucosal surfaces, B cells are primed to 
express IgA (Chapter 24).

Generation of a Functioning Antigen Receptor Is  
Key to the Viability of a B Cell
Ig rearrangement is hierarchical. In proB cells, heavy (H) chain 
DH→JH joining precedes VH→DJH rearrangement (Chapter 4), 
followed by light (L) VL→JL joining in late-stage preB cells.

Production of a properly functioning BCR is essential for 
development beyond the preB cell stage. For example, function-
loss mutations in RAG1/2 and DNA-dependent protein kinase 
(DNA-PKcs, Ku 70/80) preclude both B-cell and T-cell devel-
opment (Chapter 34). Each proB cell faces the probability 
that only one of three possible splices will place the VH and 
JH in the same reading frame. The opportunity to try rear-
rangement on the second chromosome gives failing proB cells 
a second opportunity. Together, this provides the cell with 
five chances out of nine for initial survival (1/3 + 1/3 × 2/3).   
In-frame, functional VDJH rearrangement allows the proB cell 
to produce μ H chains, most of which are retained in the endo-
plasmic reticulum. The appearance of cytoplasmic μ H chains 
marks initiation of the preB cell stage. These early preB cells 
tend to be large in size.

VpreB and λ14.1 [λ5], which together form the surrogate 
light chain (ψLC), and Igα and Igβ (Chapter 4) are constitu-
tively expressed by proB cells. The first H chain quality control 
checkpoint tests for the ability of the μ H chain to associate with 
surrogate light chain to form a preB cell receptor. In addition to 
checking to see if the scaffolding (Frameworks) of the L chain 
can associate correctly with the scaffolding of the H chain, VpreB 
encodes a sensing site that can test the H chain antigen-binding 
site. Thus, the surrogate light chain functions as the first, and 
invariant, antigen to screen for antigen-binding characteristics.9

Successful formation of a stable preBCR facilitates termi-
nation of further H chain rearrangement (allelic exclusion), 
which is followed by four to six cycles of cell division, a pro-
cess associated with a progressive decrease in cell size. Late 
preB daughter cells reactivate RAG1 and RAG2 and begin 
to undergo VL→JL rearrangement. Successful production 
of a complete κ or λ light chain permits membrane-bound 

expression of IgM on the cell surface, which identifies the 
immature B cell. Immature B cells expressing self-reactive IgM 
antibodies may undergo repeated rounds of light chain rear-
rangement to lessen the self-specificity of the antibody, a pro-
cess termed receptor editing.

Immature B cells that have successfully produced an accept-
able IgM BCR extend transcription of the H chain locus to 
include the Cδ exons downstream of Cμ. Alternative splic-
ing permits co-production of IgM and IgD. These now newly 
mature IgM+IgD+ B cells enter the blood and migrate to the 
periphery where they form the majority of the B-cell pool in 
the spleen and the other secondary lymphoid organs. The IgM 
and IgD on each of these cells share the same variable domains.

Tyrosine Kinases Play Key Roles in B-Cell 
Development
Signaling through the BCR is required for continued develop-
ment. FLT3 (FLK2) is a receptor tyrosine kinase belonging to 
the same family as c-FMS, the receptor for colony-stimulating 
factor-1 (CSF-1). FLT3 ligand, which has homology to CSF-1, is 
a potent co-stimulator of early proB cells. In mice, targeted dis-
ruption of flt3 leads to a selective deficiency of primitive B-cell 
progenitors.

Bruton tyrosine kinase is an important component of the 
phospholipase Cγ (PCLγ) pathway, which is used in BCR signal-
ing. Deficiency of BTK function results in the arrest of human 
B-cell development at the preB cell stage and is the genetic basis 
of X-linked agammaglobulinemia (XLA) (Chapter 33). Inhibi-
tors of BTK can be used to treat B-cell malignancies.10

BLNK is a SRC homology 2 (SH2) domain-containing sig-
nal transduction adaptor. When phosphorylated by SYK, BLNK 
serves as a scaffold for the assembly of cell-activation targets 
that include GRB2, VAV, NCK, and PLCγ. Loss of function 
mutations in BLNK can result in agammaglobulinemia due to 
the loss of preB and mature B cells.

Cell-Surface Antigens Associated with B-Cell 
Development
B-cell development is associated with the expression of a cas-
cade of surface proteins, each of which plays a key role in the 
fate of the cell (see Fig. 7.1, Table 7.1). The timing of the appear-
ance of each of these proteins can be used to further analyze the 
process of B-cell development. Several of these surface proteins, 
as well as their ligands and intracellular components, can be tar-
geted for therapeutic interventions. Examples can be found in 
Table 7.2.

CD34 is a highly glycosylated type I transmembrane glyco-
protein that binds to CD62L (L-selectin) and CD62E (E-selectin)   
and thus likely aids in cell trafficking (Chapter 16). It is 
expressed on a small population (1% to 4%) of bone marrow 
cells that includes hematopoietic stem cells. In mice deficient 
in CD34, the colony-forming activity of hematopoietic pro-
genitors appears reduced. However, the hematopoietic profile of 
adult blood appears unaffected.

CD10, also known as neprilysin, neutroendopeptidase, and 
the common acute lymphocytic leukemia antigen (CALLA), is 
a type II membrane glycoprotein metalloprotease. CD10 has 
a short N-terminal cytoplasmic tail, a signal peptide trans-
membrane domain, and an extracellular C-terminal domain 
that includes six N-linked glycosylation sites. The extracellular 
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TABLE 7.1 Cell-Surface Proteins Active in Early B-Cell Development

Gene Class or Alternative Name
Associated or Targeted Genes 
or Molecules

B-Cell Developmental Phenotype in 
Human or Mouse Associated with 
Disrupted Function of the Indicated Gene

B-Cell Receptor Complex

μ chain Immunoglobulin superfamily κ, λ L chains, ψL chain,  
CD79 a,b(Igα, β)

AGM1: agammaglobulinemia and no B cells
Arrest at preB cell stage

Immunoglobulin 
lambda-like 
polypeptide 1; 
IGLL1 (λ14.1, λ5)

Immunoglobulin superfamily VpreB, μ H chain AGM2: agammaglobulinemia and reduced B-cell 
numbers.

Arrest at preB cell stage

VPREB1 (VpreB) Immunoglobulin superfamily λ14.1, μ H chain Arrest at preB cell stage
CD79a,b (Igα, β) Immunoglobulin superfamily, 

cytoplasmic ITAM motifs
H chain, LYN, FYN, BLK, SYK AGM3 (CD79A); AGM6 (CD79B): 

Agammaglobulinemia and arrest at proB cell stage
Arrest at proB cell stage

Other Cell-Surface Proteins

CD10 Type II metalloproteinase Hydrolyzes peptide hormones, cytokines Not expressed in murine B-cell progenitors
CD19 Immunoglobulin superfamily mIgM, PI-3 kinase, VAV, LYN?, FYN? CVID3: panhyperglobulinemia, normal numbers of 

CD20+ B cells in the blood
CD20 Four transmembrane domain 

surface molecule
B-cell Ca2+ channel subunit; indirectly 

interacts with LYN, FYN, LCK
CVID5: low IgG, normal IgM, variable IgA
20%–30% reduction in B-cell numbers

CD21 Complement control protein iC3b, C3dg, C3d, CD19, CD81, Leu 13, 
CD23

CVID7: Low IgG, reduced IgA, low normal IgM
Diminished T-cell-dependent immune responses, 

decreased germinal center formation, reductions 
in affinity maturation

CD24 GPI-linked sialoglycoprotein Ligand for P-selectin (CD62P) A57V polymorphism associated with increased risk 
of multiple sclerosis

Deletion in mice leads to reductions in late preB 
and immature B-cell populations

CD34 Type I transmembrane 
glycoprotein

Ligand for L-selectin (CD62L) and 
E-selectin (CD62E)

Not expressed in murine B-cell progenitors

CD38 Type II transmembrane 
glycoprotein

ADP ribosylates proteins Diminished T-cell-dependent immune responses, 
augmented responses to T-cell-independent type 
2 polysaccharide antigensADP-ribosyl cyclase, cyclic 

ADP-ribose hydroxylase

TABLE 7.2  Selected Anti-B-Cell Biologicals 
and Consequences

Modality and 
Target Consequences

Monoclonal antibodies 
directed against:

BAFF Preferentially blocks B cells overexpressing 
BAFF, including autoantibody-producing B 
cells in autoimmune diseases

CD20 Destruction of preB cells, B cells including 
follicular and memory B cells, and some 
short-lived plasma cells. Left intact are 
progenitor B cells and long-lived plasma cells

CD40 Blocks isotype switching, GC formation, 
memory B-cell generation, and class-
switched antibody production

FcRn Permits cellular IgG degradation and blocks 
IgG recycling, thereby lowering serum IgG 
levels in general, including autoantibodies

IL-6 receptor Blocks IL-6 activation of intracellular kinases, 
reducing inflammation

Inhibitors targeting:
Proteasomes Causes cellular accumulation of misfolded or 

unfolded damaged protein, which is more 
common in plasma cells, leading to cell 
death

BAFF, B-cell activating factor of the tumor necrosis family; GC, general center; 
IL, interleukin.

domain contains 12 cysteines whose disulfide bonds help   
stabilize its zinc-binding pentapeptide motif, which is involved 
in its zinc-dependent metalloprotease catalytic activity. It can 
inactivate multiple physiologically active peptides such as   
endothelin-1, bombesin, bradykinin, or oxytocin. Inhibition of 
CD10 activity on bone marrow stromal cells enhances B-cell 
maturation. CD10 (CALLA) is used as a marker for preB acute 
lymphocytic leukemias and for certain lymphomas.

CD19 is a cell-surface glycoprotein of the Ig superfamily that 
is exclusively expressed throughout B-cell development from the 
proB cell stage up to the plasma cell stage (see Fig. 7.1). CD19 
exists in a complex with CD21 (complement receptor 2 [CR2]: 
complementarity determining region [CDR]2), CD81 (TAPA-1) 
and Leu 13 (Chapter 4). With the help of CD21, CD19 can bind 
the complement C3 cleavage product C3d. The simultaneous 
binding of sIgM and CD19 to a C3d-antigen complex enables 
CD19 and the BCR to interact and thereby provides a link 
between innate and adaptive immune responses (Chapter 3). 
CD19–BCR interactions permit the cell to reduce the number of 
antigen receptors that need to be stimulated in order to activate 
the cell. Co-activation also reduces the threshold required for 
B-cell proliferation in response to a given antigen.

CD19 is generally considered as a positive B-cell signal-
ing regulator.11 Co-ligation of CD19 and surface Ig promotes 
calcium mobilization, enhances MAP kinase and Src PTK 
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activation, and prolongs BCR signaling in lipid rafts. Patients 
deficient in CD19 have normal numbers of CD20+ B cells in the 
blood but are panhypogammaglobulinemia and are susceptible 
to sinopulmonary infections (Chapter 33).

CD20 contains four transmembrane domains and cyto-
plasmic C- and N-termini. It is a member of the CD20/FcεRIβ
superfamily of leukocyte surface antigens. Differential phos-
phorylation yields three forms of CD20 (33, 35, and 37 kDa). 
Activated B cells have increased fractions of the 35- and 37-kDa 
forms of the antigen. CD20 appears to function as a B-cell Ca2+

channel subunit and regulates cell cycle progression. It can inter-
act directly with Major Histocompatibility Complex (MHC) 
class I and II molecules (Chapter 5), as well as members of 
another family of four transmembrane domain proteins known 
as the TM4SF (e.g., CD43, CD81, and CD82). It also appears to 
interact indirectly with LYN, FYN, and LCK. A patient, born 
of consanguineous parents, with CD20 deficiency has presented 
with normal numbers of B cells, reduced circulating memory B 
cells, low IgG with normal IgM and IgA, and reduced somatic 
hypermutation (SHM). Rituximab, a common monoclonal 
biologic approved for medical use in 1997, is directed against 
CD20. It is commonly used to treat certain autoimmune dis-
eases and lymphoid cancers (Chapter 84).

CD21 (CR2) is a cell-surface protein that contains a small 
cytoplasmic domain and an extracellular domain consisting of 
a series of short consensus repeats termed complement control 
protein (CCP) domains. These extracellular domains can bind 
three different products of complement C3 cleavage, iC3b, 
C3dg, and C3d. When binding these products, CD21 acts as 
the ligand-binding subunit for the CD19/CD21/CD81 com-
plex, tying the innate immune system to the adaptive immune 
response. Mice that lack CD21 exhibit diminished T-depen-
dent B-cell responses. However, serum IgM and IgG are in the 
normal range. A patient lacking CD21 presented with low IgG, 
low normal IgM, normal IgA, normal responses to protein vac-
cination, but impaired responses to polysaccharide vaccines.

CD24 is a GPI-linked sialoprotein that serves as a ligand 
for P-selectin (CD62P). It is expressed on progenitor, imma-
ture, and mature B cells. Its expression decreases in activated B 
cells and is lost entirely in plasma cells. Monoclonal antibodies 
against CD24 inhibit human B-cell differentiation into plasma 
cells. In mice, CD24 is also known as HSA, or heat-stable 
antigen. Mice made deficient for CD24 show a leaky block in 
B-cell development with a reduction in late preB and imma-
ture B-cell populations. However, peripheral B-cell numbers 
are normal and no impairment of immune function has been 
demonstrated.

CD38 is a bifunctional enzyme that can synthesize cyclic 
ADP-ribose (cADPR) from nicotinamide adenine dinucleo-
tide (NAD+) and also hydrolyze cADPR to ADP-ribose. It is 
presumed that the enzyme exists to ADP-ribosylate target mol-
ecules. CD38 is expressed on preB cells, activated B cells, and 
early plasma cells, but not on immature or mature B cells or 
on mature plasma cells. Antibodies to CD38 can inhibit B lym-
phopoiesis, induce B-cell proliferation, and protect B cells from 
apoptosis. CD38 knockout mice exhibit marked deficiencies in 
antibody responses to T-cell-dependent protein antigens and 
augmented antibody responses to T-cell-independent type 2 
polysaccharide antigens.

Transcription Factors and Epigenetic Mechanisms 
Controlling B-Cell Differentiation
Ultimately, B-cell development is a function of differential gene 
expression, including epigenetic regulation of specific B-cell-
related genes and processes. Deficiencies in the function of 
the transcription factors that regulate lymphoid-specific gene 
expression can thus be expected to result in abnormal B-cell 
development (Fig. 7.3, Table 7.3).

PU.1 belongs to the erythrocyte transformation specific (ETS)
family of loop-helix-loop (winged helix) transcription factors, 
which bind purine-rich DNA sequences. PU.1 regulates CD79a 
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(Igα), J chain, μ chain, κ chain, λ chain, RAG1, and terminal deoxy-
nucleotidyl transferase (TdT), the enzyme responsible for N addition   
(Chapter 4). PU.1 requires the presence of other factors in order to 
activate or repress their target genes. It cooperates with PU.1 Inter-
action Partner (PIP, LSIRF, IRF4), c-JUN, and c-FOS. PU.1-deficient 
mice demonstrate defective generation of monocyte, granulocyte, 
and lymphocyte progenitors, indicating a role in the generation of 
MPPs as well as LMPPs. PIP-deficient mice lack GCs in peripheral 
lymphoid organs and exhibit defects in B-cell activation.

Ikaros and Aiolos belong to the same zinc finger transcrip-
tion factor family. Ikaros is expressed in stem cells and mature 
lymphocytes. Aiolos is only expressed after commitment to the 
B-cell lineage. Ikaros can generate several isoforms by means 
of differential splicing. Isoforms differ in their DNA-binding 
patterns, tendency to dimerize, and nuclear localization. Ikaros 
binds TdT, λ14.1 (λ5), VpreB, and LCK genes.

The E2A locus encodes two basic helix-loop-helix transcription 
factors that represent two alternately spliced products, E12 and E47. 
Targets for E2A include RAG1 and TdT. Although the functions of 
E12 and E47 overlap; E47 appears to play a greater role in driving 
TdT and RAG2, whereas E12 is a better activator of EBF and PAX5 
and thus helps commit developing cells to the B-cell lineage.

ID-1 has a helix-loop-helix domain but lacks a DNA-binding 
domain. Thus, it can function as a dominant negative factor, 
inhibiting the function of helix-loop-helix transcription factors, 
such as E2A. ID-1 is expressed only in proB cells.

EBF, or early B-cell factor, is a helix-loop-helix like transcrip-
tion factor. It is expressed at all stages of differentiation except 
plasma cells and is critical for the progression B cells past the 
early proB cell stage.

PAX5 is a paired-box, or domain, transcription factor that, 
among the progeny of hematopoietic stem cells, is expressed 
exclusively in cells of the B-cell lineage. PAX5 has both a posi-
tive and a negative effect on B-cell differentiation. The presence 
of PAX5 prevents early B-lineage progenitors from transiting 
into other hematopoietic pathways. Downregulation of PAX5 
allows upregulation of BLIMP1 and plasma cell differentiation. 
PAX5 downregulation in plasma cells permits expression of 
genes typically expressed in macrophages and neutrophils.

A number of epigenetic modifiers affect numerous aspects 
of B-cell development.12 These include polycomb complexes 1 
and 2, histone deubiquitinases, histone acetyltransferases, his-
tone deacetylases, and DNA methyltransferases. For example, 
histone modifications, DNA methylation, DNA looping, and 

TABLE 7.3 Nuclear and Cytoplasmic Factors Active in Early B-Cell Development

Gene Class or Alternative Name
Associated or Targeted Genes   
or Molecules

B-Cell Developmental Phenotype in Human  
or Mouse Associated with Disrupted Function of 
the Indicated Gene

Transcription Factors
PU.1 Loop-helix-loop (winged helix) CD79a (Igα), μ H chain Arrest prior to the proB cell stage
Ikaros Zinc finger RAG1, TdT, IL2R, VpreB, LCK CVID13: progressive loss of B cells and serum 

immunoglobulins
Arrest prior to the proB cell stage

Aiolos Zinc finger RAG1, TdT, IL2R Aging mice develop symptoms of systemic lupus 
erythematosus

E2A Basic Helix-loop-helix (BHLH) RAG1, IgH, Igκ, TdT, EBF, PAX5 AGM8: Agammaglobulinemia, reduced numbers of CD19+ 
B cells that lacked BCRs.

Arrest prior to the proB cell stage
EBF EBF/Olf helix-loop-helix (HLH)-like CD79a (Igα), λ14.1, VpreB, PAX5 Arrest prior to the proB cell stage
ID-1 Helix-loop-helix CD79a (Igα), λ14.1, VpreB, PAX5 Arrest prior to the proB cell stage
PAX5 Paired-domain CD19, λ14.1, VpreB, BLK kinase, 

J chain, VH promoters, Vκ
promoters

Susceptibility to B-cell acute lymphoblastic leukemia 3.
Arrest at proB cell stage

The Recombinase Complex
RAG1, RAG2 Recombinase Recombination signal sequences of 

immunoglobulin gene segments
Autosomal recessive SCID
Arrest at proB cell stage

TdT Nontemplated DNA polymerase Coding ends of rearranging 
immunoglobulin gene segments

Absence of N nucleotides, diminished production 
of pathogenic anti-DNA autoantibodies, loss of 
heterosubtypic immunity against influenza virus

DNA-PK DNA repair complex Multimeric complex consisting of 
DNA-PKcs, Ku70, Ku80, which 
repairs double-stranded DNA 
breaks

SCID
Arrest at proB cell stage, original mouse SCID mutation 

identified as a loss-of-function mutation in DNA-PKcs

Protein Tyrosine Kinases
FLK2/FLT3 Class III receptor tyrosine kinase GRB2, SHC Activating mutations contribute to acute myeloid leukemia

Selective deficiency of primitive B-cell progenitors
BLNK SH2 adaptor protein SYK, GRB2, VAV, NCK, 

phospholipase Cγ (PLCγ)
AGM4: Normal numbers of proB cells, absent preB, 

and B cells
Arrest at proB cell stage

BTK BTK/TEC protein tyrosine kinase Phospholipase Cγ (PLCγ), SAB XLA: X-linked agammaglobulinemia–arrest at preB cell 
stage

Xid: Impaired responses to T-independent antigens.
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noncoding RNAs all play crucial roles in V(D)J recombination, 
classswitching, and SHM.

MicroRNAs, Long Noncoding RNAs, and B-Cell 
Development
MicroRNAs (miRNAs) are a class of small, noncoding RNAS 
that downregulate target genes at a post-transcriptional level.13

These RNAs are derived from longer transcripts by the sequen-
tial action of RNA polymerase II, the nuclear nuclease Drosha, 
and the cytosolic nuclease Dicer. Mature miRNAs are incorpo-
rated into the multiprotein RNA-induced silencing complex 
(RISC), which repress target mRNAs by either inducing mRNA 
cleavage or mRNA degradation, or by blocking mRNA transla-
tion. miRNAs that play a role in both early and late B-cell devel-
opment include miR-150, miR-155, and miR-17-92. Abnormal 
function of these miRNAs can contribute to oncogenesis and 
immune dysfunction.

On the other end of the spectrum, long noncoding RNAs 
(lncRNA) are transcripts with lengths exceeding 200 nucleotides 
that are not translated into protein. These transcripts can be cell-
stage specific and they can interact with DNA, RNA, proteins, 
or combinations thereof. In so doing they can modulate three-
dimensional chromatin structure, protein scaffolding, interfere 
with transcriptional gene regulation, and influence posttranscrip-
tional modifications.14 Mutation of the DNA that encodes these 
transcripts can have oncogenic or tumor suppressive functions.

Modulation of B-Cell Development by Chemokines, 
Cytokines, and Hormones
Stromal cells provide the microenvironment for B-cell devel-
opment and differentiation (see Fig. 7.3). For example, the 
chemokine CXCL12, also known as preB cell growth-stim-
ulating factor and as stromal cell-derived factor-1 (PBSF/
SCF-1), promotes proB cell proliferation. Mice with a tar-
geted disruption of this gene exhibit impaired B lymphopoi-
esis in fetal liver and bone marrow, and fail to undergo bone 
marrow myelopoiesis.15 CXCL12 binds to CXCR4 signaling, 
which can activate diverse G-protein-coupled receptor (GPCR) 
pathways and lead changes in cell migration (Chapter 16),   
adhesion, and transcriptional activation. In IgM+ IgD+ mature B 
cells, CXCR4 associates with surface IgD.

Although in mice interleukin 17 (IL-17) plays an essential 
role in B-lineage differentiation, in humans IL-7 has a minimal 
proliferative effect on human B-cell progenitors. Nevertheless, 
IL-7 enhances CD19 expression, which plays an important 
role in BCR signal transduction (Chapter 4). IL-7 treatment 
of human proB cells leads to a reduction in the expression of 
RAG1, RAG2, and TdT, thereby modulating Ig gene segment 
rearrangement.

Interferons-α and -β (IFN-α/β) are potent inhibitors of IL-
7-induced growth of B-lineage cells in mice.16 The inhibition 
is mediated by apoptotic cell death. One potential source of 
IFN-α/β is bone marrow macrophages. Another macrophage-
derived cytokine, IL-1, can also act as a dose-dependent positive 
or negative modulator of B lymphopoiesis.

Systemic hormones also regulate lymphopoiesis.17 A role for 
sex steroids is suggested by the reduction in preB cells during 
pregnancy. Estradiol can also alter later stages of B-cell develop-
ment, promoting expansion of the MZ compartment. Prolac-
tin appears to enhance production of both MZ and follicular B 
cells. Pit-1 transcription factor deficient mice do not produce 

growth hormone, prolactin, or thyroid-stimulating hormone. 
These dwarf mice exhibit a defect in B-cell development that is 
correctable by the thyroid hormone thyroxine.

Organization of the Peripheral Lymphoid Organs
During fetal development, the primary and secondary lym-
phoid organs follow an organized process of construction. This 
process involves multiple factors that play various roles in the 
development, maintenance, and function of these organs. The 
resultant compartmentalization of the lymphoid organs facili-
tates the efficiency and regulation of immune responses.

Each secondary lymphoid organ has a preferred route 
of entry for its constituent B cells.18 For example, while most 
lymphocytes enter the spleen through the bloodstream, they 
enter lymph nodes and Peyer patches through high endothelial 
venules. Their migration and tissue-specific homing is strictly 
controlled by chemokines (Chapter 15). Dendritic cells, mac-
rophages, and B cells transport antigens from peripheral sites 
of entry into the follicle within which circulating lymphocytes 
survey available antigens. Activation of T cells and B cells by the 
same antigen (cognate antigen recognition) permits initiation 
of a T-cell-dependent immune response.

The Spleen
In the secondary lymphoid organs, T cells and B cells are segre-
gated into clearly defined areas (Chapter 2). The pattern observed 
in the white pulp of the spleen is illustrated in Fig. 7.4. It is within 
the white pulp that antigen-dependent B-cell activation occurs 
and where these activated cells subsequently undergo further dif-
ferentiation. The marginal sinus, a lymphoid structure lined with 
a mucosal addressin cell adhesion molecule-1 (MAdCAM-1) 
expressing endothelium (Chapter 16), provides entry for lym-
phocytes, macrophages, and dendritic cells into the splenic 
tissue.19 B cells in the adjacent MZ handle the incoming anti-
gen and transport it in a continuous shuttle to the primary fol-
licles, where it is captured and stored by follicular dendritic cells 
(FDCs). FDCs are stromal cells that present antigen to B cells 
(Chapter 6). In contrast to other types of dendritic cells, FDCs do 
not process antigen. Instead, FDCs have abundant complement 
receptors and Ig Fc receptors that allow them to accumulate anti-
gen in the form of immune complexes within the B follicle. Anti-
gen presentation by FDCs is crucial for maintenance of B cells as 
well as for their activation and differentiation (see below).

• T-independent activation of naïve B cells results in terminal differentia-
tion into short-lived plasma cells.

• T-dependent activation of B cells:
• Induces germinal center formation, permitting somatic hypermuta-

tion and classswitch recombination.
• Results in differentiation into high-affinity memory B cells and plas-

ma cells secreting high-affinity antibodies.
• Generates long-term humoral immune protection.

• The longevity of plasma cells is supported by highly specialized   
survival niches in the bone marrow.

• T-follicular helper cells control late B-cell differentiation by cell-bound 
ligands and secreted cytokines.

• Activated B cells control T-cell development by presentation of antigen 
and co-stimulation. 

KEY CONCEPTS
B-Cell Development in the Periphery
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B-CELL DEVELOPMENT IN THE PERIPHERY
The life span of mature B cells expressing surface IgM and IgD 
appears entirely dependent on antigen selection. After leaving 
the bone marrow, unstimulated cells live for only a few days. 
Deletion of the transmembrane/intracellular domains of the 
BCR leads to loss of mature B cells, which indicates that signal-
ing through the BCR is essential for their survival. As originally 
postulated by Burnet’s “clonal selection” theory, a B cell is rescued 
from apoptosis by its response to an antigen that fits its BCR.

The reaction to antigen leads to activation, which can then be 
followed by diversification. The nature of the activation process 
is critical.19 T-cell-independent stimulation of B cells induces dif-
ferentiation into short-lived plasma cells with a limited ability to 
carry out class switching. T-dependent stimulation adds additional 
layers of diversification, including mutation (SHM) of the variable 
domains, class switch recombination (CSR) (Chapter 4), and dif-
ferentiation into memory B cells or into long-lived plasma cells.

B-Cell Activating Factor of the Tumor Necrosis Family 
and a Proliferation-Inducing Ligand Play Key Roles in 
the Development of Mature B Cells
Emigrating, recently arisen B cells leave the bone marrow and 
continue their maturation in the periphery. They demonstrate 
progressively higher levels of IgD expression with a commensu-
rate reduction of IgM. The splenic environment plays a key role in 
this maturation process. Immigrant splenic B cells pass through 
two transitional stages, termed transitional stages 1 (T1) and 2 
(T2). Passage through this checkpoint requires the interaction 
of soluble B-cell activating factor of the tumor necrosis family 
(BAFF), with its receptor, BAFF-R, which is expressed primar-
ily on B cells. Death signals triggered through interaction of the 
BCR with self-antigen can be counterbalanced by stimulation of 
BAFF-R, which enhances expression of survival factors such as 
Bcl-2 and at the same time downregulates pro-apoptotic factors. 

Only a minority of these cells successfully make the transition, 
as this differentiation step is a crucial checkpoint for controlling 
self-reactivity.20,21

BAFF and a second TNF family member APRIL (A Prolif-
eration-Inducing Ligand) are essential factors for the develop-
ment and long-term maintenance of B cells.20 As activated B 
cells develop into plasma cells, BAFF-R is downregulated while 
the receptors TACI (transmembrane activator and calcium-
modulator and cyclophilin ligand interactor) and BCMA (B cell 
Maturation Antigen) are upregulated. Mutations in TACI and 
BAFF-R have been associated with hypogammaglobulinemia 
(Chapter 33). In contrast to BAFF-R, these members of the 
TNF-R family bind both BAFF and APRIL. APRIL can induce 
isotype switching in naïve human B cells and—more impor-
tant—it is a crucial survival factor supporting the longevity of 
plasma cells.

Marginal Zone B Cells
Functionally and developmentally distinct subsets of mature 
B cells exist. In the spleen, follicular B cells have a key role in 
adaptive immune responses that take up to a week to engage. In 
contrast, MZ B cells lie at the interface between the initial innate 
and the delayed adaptive immune response22 with a response 
that can be measured in hours to a few days. The ability of MZ B 
cells to rapidly respond to encapsulated bacteria by differentiat-
ing into antigen-specific plasma cells helps keep such infections 
under control. The MZ in the spleen does not fully mature until 
after the age of 2, which explains why, in addition to individu-
als lacking a spleen due to a congenital defect or trauma, young 
infants commonly show a poor response to blood-borne infec-
tions with encapsulated bacteria.23

B1 B Cells
In addition to “conventional” MZ and follicular B cells (B-2 
subset), a small population of innate B cells exists. These B1 B 
cells are tissue resident cells and are mainly found in the body’s 
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FIG. 7.4 T-Cell and B-Cell Compartments Within the White Pulp of the Murine Spleen. Most splenic T cells can be found in a 
compartment that surrounds the central arterioles. The compartment is also referred to as the periarteriolar lymphocyte sheath. Most 
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The figure shows a secondary follicle where a dark and a light zone (germinal center) can be distinguished. Primary, follicular B cells 
are pushed back and form the mantle zone.
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cavities such as the peritoneal cavity.24 B1 B cells do not par-
ticipate in adaptive immune responses. Instead, they respond 
to Toll-like receptor (TLR) (Chapter 3) rather than BCR signal-
ing. B1 cells have been best studied in mice. They preferentially 
develop from distinct progenitors that comprise a majority of B 
cells in fetal life. Accordingly, virtually all B cells in mouse fetal 
liver and 40% to 60% of B cells in fetal spleen are B-1 cells. Later 
in development, B-1 cells comprise less than 10% of the splenic 
IgM+ B cells. Unlike B2 B cells, the B1 subset has self-renewal 
capacity, which requires autophagy.

Plasma cells originating from B1 B cells secrete IgM antibod-
ies. These natural antibodies (NAb) are found in every serum 
and provide an important and immediate defense against many 
infectious organisms. Self-reactivity of these IgM antibodies 
appears to play a major role in tissue homeostasis.

The frequent presence of CD5 on chronic lymphocytic leu-
kemia (CLL) B cells and their tendency to produce poly- and 
self-reactive antibodies led many to conclude that CLL was a 
leukemia of human B-1 cells. When it became clear that CD5 
was not a definitive marker for B-1 cells in humans, consider-
able effort was expended searching for this elusive subset. Cur-
rently B cells that are CD20+ CD27+ CD43+ CD70− appear to be 
the best candidates.

DIFFERENTIATION AND THE RESPONSE 
TO ANTIGEN

T-Independent Responses
Unlike T cells, which require presentation of antigen by other 
cells, B cells can respond directly to an antigen as long as antigen 
is able to cross-link the antibodies on the B-cell surface. Such 
antigens, especially those that by nature cannot be recognized 
by T cells (e.g., DNA or polysaccharides), can induce a B-cell 
response independent of T-cell help.19 Depending on the cyto-
kine milieu, the B cells may even undergo class switch, although 
the range of switching options appears to be restricted. B cells 
that are activated by antigen alone do not take part in a germinal 
center reaction (see below).

T-Dependent Responses
Activated B cells express both MHC class I and class II mol-
ecules (Chapter 5) on their cell surface. They can thus present 
both intracellular and extracellular antigens to CD4 T helper 
and CD8 T cytotoxic lymphocytes. Their role as antigen-
presenting cells is enhanced when they present peptides to T 
cells derived from the same antigen that is bound to their BCR 
(Chapter 6). Cognate recognition of the same antigen by both 
a B cell and a T cell permits each of these cells to reciprocally 
activate the other. In particular, T-cell-activated B cells express 
the co-stimulatory molecules CD80 and CD86 (Fig. 7.5), which 
are in turn required for activation of T cells via CD28, and 
for inactivation by CD152 (CTLA-4). B cells also express the 
co-stimulator CD40, which interacts with CD40L expressed on 
T cells. Antigen presentation by B cells is a further requirement 
for the full differentiation of T cells into T follicular helper cells 
(Tfh).19,25

As Tfh provide cytokines such as IL-4 and IL-21, they have 
a crucial role in the formation of GCs (see below) and the dif-
ferentiation of antigen-activated B cells into memory B cells 
and long-lived plasma cells.26 These cytokines control diver-
gent outcomes: upregulation of the transcription factor BCL-6 

required for the development of GC B cells; activation of AID   
(activation-induced cytidine deaminase), which is a prerequi-
site for SHM and class switch (see below); downregulation of 
PAX-5 and upregulation of transcription factors promoting 
differentiation into long-lived plasma cells. How these fates are 
chosen is not yet fully understood (see Fig. 7.5).19,26,27

Germinal Center Reaction
T-cell-dependent activation of follicular B cells can induce the 
formation of GC, which provide the micro-environment in 
which affinity maturation of the humoral immune response 
takes place. Within these GC, B cells undergo multiple rounds 
of SHM and affinity selection after which cells that express BCR 
of high affinity may differentiate either into memory B cells or 
long-living plasma cells.19,28

During primary immune response, it takes about a week for 
the complex GC structure to develop in the spleen. A few days 
after activation of antigen-specific B cells and T cells, small clus-
ters of proliferating B cells are observed at the border between 
the T-cell zone and the primary B-cell follicle. The rapidly 
expanding B-cell clone seems to push the naïve B cells toward 
the edge of the primary follicle so that the naïve B cells form 
a mantle zone around the newly developing GC. The primary 
follicle changes into a GC, also referred to as a secondary fol-
licle. Subsequently, the FDC network becomes filled with prolif-
erating, antigen-activated B cells. An influx of antigen activated 
Tfh follows. Tfh express the chemokine receptor CXCR5, which 
enables them to enter the B-cell follicle. During this GC reac-
tion, expression of the chemokine CXCL13 by the FDC attracts 
both antigen activated B and Tfh cells.25

In the second week after immunization, the GC matures into 
a classical structure that contains a dark zone and a light zone 
(see Fig. 7.4). At this stage of GC development, proliferation 
is restricted to the dark zone. Within the network of FDC, B 
cells differentiate into plasma cells and memory cells. In a fully 
developed GC, dividing cells are termed centroblasts, whereas 
differentiating cells within the FDC network are termed   
centrocytes.28

In the dark zone, proliferating B cells activate SHM   
(Chapter 4).29 This is a highly specific process that targets the gene 
segments that encode the V domains of the antibody molecule. 
SHM introduces single nucleotide changes into the sequences 
of the V domains. This enables production of clones of B cells 
expressing mutated antigen receptors with varying antigen affin-
ity from a single B cell progenitor. By chance, a few of these 
mutations result in a receptor with higher affinity for antigen.

A highly efficient antigen-based affinity selection process 
takes place in the light zone of the GC where FDC present anti-
gen to B cells. Only those B cells with high affinity receptors 
are able to internalize the antigen via their BCR. Processing of 
the internalized antigen and presentation of peptides to cognate 
Tfh cells are prerequisites for B-cell differentiation into mem-
ory and plasma cells.25 The result is that only those B cells with 
high affinity receptors get adequate help. The cytokine IL-21   
(Chapter 14) provided by the Tfh cells is crucial in this differen-
tiation phase (see Fig. 7.5).26 Upregulation of Bcl6 may support 
re-entry into the dark zone of the GC and hence further expan-
sion of high-affinity B cell clones. Downregulation of PAX5 
and concomitant upregulation of the TF BLIMP-1 will support 
plasma cell differentiation. Thus, IL-21 together with additional 
signals provided by Tfh and FDCs, controls the fate of the GC 
B cells.
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Primary immune deficiencies, such as the hyperIgM syn-
drome (deficiency in CD40L/CD40 signaling, deficiency in 
expression of functional AID, failure to signal through the 
IL-21/IL-21R/STAT3 axis), demonstrated the pivotal role of the 
GC reaction, for protective humoral immune responses to vac-
cination or natural infections.

MOLECULAR MECHANISM OF SOMATIC 
HYPERMUTATION AND CLASS SWITCH 
RECOMBINATION

Ig SHM and CSR are essential mechanisms for the generation of 
a high-affinity, adaptive humoral immune response. They allow 
the generation of effector plasma cells secreting high-affinity 
IgG, IgA, and IgE antibodies. Both CSR and SHM are depen-
dent on the enzyme AID.29

Somatic Hypermutation
Hypermutation occurs only during a narrow window in B-cell 
development. The mechanism is induced during B-cell prolifer-
ation within the microenvironment of the GC. Single nucleotide 
exchanges are introduced at a rate of about 10−3/base pair/cell 
generation, into the rearranged V-region and its 3′ and 5′ flank-
ing sequences. Mutations are randomly introduced, although 
there is a preference for transitions (cytidine <-> thymidine or 
adenosine <-> guanine) over transversions. Analysis of the pat-
tern of somatic mutations has revealed that the sequence of the 
six (CDRs; Chapter 4), the loops that form the antigen-binding 
site, have been selected as mutation hot spots.

Effective hypermutation requires V-gene promoter and tran-
scriptional enhancer sequences. The position of the V-gene 
promoter defines the start of the hypermutation domain, which 
spans about 2000 nucleotides. Any heterologous sequence that 
is introduced into the V-gene segment locus will become a tar-
get of the hypermutation machinery. For this reason, SHM can 
sometimes play a role in the development of lymphomas and 
leukemia in cases where oncogenes have been linked to Ig pro-
moters and enhancers.

Class Switch Recombination
Upon leaving the bone marrow, the maturing B cell starts to 
express IgD as well as IgM. Both IgM and IgD antibodies use 
the same VHDJH-exon and promoter. The molecular basis of 
co-expression of IgM and IgD by the same B cell is due to dif-
ferential termination of transcription and splicing of the pri-
mary transcripts. Although sequences have been identified 
that are required for the control of termination and splicing 
of the Cμ and Cδ transcripts, none of the proteins involved are 
known. The role of IgD remains unclear, although IgM and IgD 
appear to create different types of signal transduction struc-
tures on the cell surface. In gene-targeted IgD-deficient mice, 
B cells show a slightly reduced capacity for affinity maturation, 
although B-cell activation and differentiation appears mini-
mally affected.

Unlike IgD, the other antibody classes are not stably 
expressed together with IgM. B cells can switch from expres-
sion of their VHDJH-exon with Cμ to expression of the same 
VHDJH-exon with any of the downstream CH genes (e.g., Cα1,2; 
Cγ1,2,3,4; or Cε) (Chapter 4) (Fig. 7.6).
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TATA-less promoters located in front of the switch regions 
initiate transcription just upstream of a small Ι-exon located 
between the promoter and the switch region. This transcription 
is essential in targeting CSR, as AID can bind only to single-
stranded DNA.

The choice of CH gene targeted for CSR in a particular B 
cell appears dependent on external cytokine signals recruit-
ing exactly those classes of antibodies that provide the most 
useful functions for their respective branches of the immune   
system (Chapter 14). IL-21 favors class switch to IgG1 and IgG3 
in humans, IL-4 to IgG4 and IgE in humans, and IgG1 and IgE 
in mice. IFN-γ targets CSR to IgG2 in humans and IgG2a in 
mice, and transforming growth factor-β (TGF-β) to IgA in both 
humans and mice.

Both Somatic Hypermutation and Class Switch 
Recombination Require Activation-Induced  
Cytidine Deaminase
Hypermutation occurs in two steps.29 The mechanism is 
induced by AID-catalyzed deamination of deoxycytidine (C) 
to deoxyuridine (U). The mispairing of U and deoxyguanosine 
(G) is then processed by uracil DNA glycosylase (UNG) and 
targeted by repair pathways. This introduces mutations at C–G 
base pairs. In the second step, mutations at adjacent A–T pairs 
are induced, probably during a mutagenic patch repair of U–G 
mismatches introduced by AID. A number of proteins, such as 
MSH2 and MHS6 (homologues 2 and 6 of the Escherichia coli
MutS), polymerase η, or exonuclease-1 seem to be involved.

In CSR, AID is targeted to the switch regions located upstream 
(5′) of each CH gene.29 These switch regions are composed of 1 
to 6 kilobase-long GC-rich repetitive sequence motifs. Deami-
nation of C and processing by UNG creates an abasic site that 
facilitates the introduction of double-strand DNA breaks. Join-
ing and repair requires the presence of the DNA-phosphoki-
nases Ku70, Ku80 and probably other members of the general 
double-strand repair mechanism (Chapter 4).

Both mechanisms, SHM and CSR, need to be tightly con-
trolled, since the introduction of double-strand breaks into 
the DNA permit translocations involving and activating onco-
genes.30 For example, for Burkitt lymphoma and for plasma cell-
derived myeloma, the translocation and ectopic expression of 
c-MYC is an apparent consequence of abnormal SHM and CSR.

B-CELL MEMORY
One of the key features of the immune system is immunologi-
cal memory for previously encountered antigens. There are two 
layers of B-cell memory: long-lived memory B cells and protec-
tive humoral memory provided by long-lived plasma cells.19,27,31

Memory B cells provide reactive memory, whereas long-lived 
plasma cells provide active protective memory. For efficient 
long-term humoral protection, both are required. Repeat expo-
sure to a high concentration of original antigen may activate 
memory B cells and induce their differentiation, allowing them 
to rapidly generate new plasma cells that can secrete antibodies 
of high quality (Fig. 7.7).

Only plasma cells generated in a GC reaction can migrate to 
the bone marrow and be housed for long periods in highly spe-
cialized niches provided by underlying reticular stromal cells 
without the need for further activation and proliferation. Their 
maintenance is dependent on interaction with stromal cells and 
the survival factor APRIL. Eosinophils have been shown to be 
the main source of this cytokine and, when they are depleted, 
plasma cells rapidly go into apoptosis.32

The contribution of memory B cells and long-lived plasma 
cells varies. Some individuals are primarily protected by mem-
ory B cells and others by plasma cells.33 This can be of vital 
importance in special situations such as transplantation where 
activation of the immune system should be avoided. For exam-
ple, treatment of transplant recipients with rituximab, a mono-
clonal antibody specific for CD20, depletes memory B cells, but 
has no effect on long-living plasma cells, which may be secret-
ing transplant-specific antibodies.
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ECTOPIC LYMPHOID TISSUE AND B-CELL 
DEVELOPMENT
Ectopic lymphoid tissue may develop in the affected tissue or 
organ in autoimmune diseases, in chronic infection, and in 
tumors (cancer). Inflammatory cytokines and the presence of 
B cells support the development of these additional “tertiary” 
lymphoid tissues.34

The growth of ectopic lymphoid tissue in rheumatoid 
synovium (Chapter 53) offers an excellent example of this   
disease-related phenomenon. In healthy individuals, the 
synovium is made up of a thin lining layer of synoviocytes. 
In contrast, in patients with rheumatoid arthritis the diseased 
joint is highly infiltrated with varying numbers of T cells, B 
cells, plasma cells, macrophages, and dendritic cells. In the 
majority of patients, these mononuclear cells are dispersed 
loosely throughout the synovium. In some patients, large, well-
organized, lymphoid structures can develop that are similar 
in appearance to the lymphoid follicles seen in the secondary 
lymphoid organs.34 At the center of these cell clusters one finds 
a network of FDCs. Antigen presented by the FDC appears to 
activate B cells, which induces proliferation. The central B cells 
are surrounded by a layer of T cells, which may support local 
B-cell differentiation. A central question concerns the antigens 
that drive these immune responses and select B cells to differen-
tiate into memory and plasma cells. Ectopic GCs may support 
an autoimmune response.

B-CELL FUNCTIONS IN ADDITION TO ANTIBODY 
PRODUCTION
B cells play an important function in the activation of T cells, 
because—like dendritic cells (Chapter 6)—B cells can internal-
ize, process, and present MHC-bound antigen to the TCR on 
T cells. In cancer, B cells can secrete tumor-associated autoan-
tibodies, inflammatory cytokines, and alter patterns of anti-
gen presentation to T cells. By doing so they may modulate 
T-cell and innate immune responses to the tumor. By forming 
antigen–antibody complexes, B cells have the potential to influ-
ence immune cells such as granulocytes and natural killer cells 
that express Fc receptors. In autoimmune diseases, and also in 
response to inflammation, B regulatory cells (Breg) can have an 
immune suppressive function.35 These Breg appear to exert their 
immunosuppressive effects on Th1 cells via the release of IL-10 
and cell–cell contact.
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Abnormal B-Cell Development and Diseases of Immune 
Function
• Failure to generate B cells or a normal repertoire of antibodies leads 

to humoral immune deficiency, which is commonly marked by recur-
rent sinopulmonary infections.

• Failure to mount a germinal center reaction may also yield humoral 
immune deficiency.

• Failure to prevent the formation of antibodies with high avidity or high 
affinity to self-antigens can lead to autoimmune diseases.

• The process of antibody repertoire diversification lends itself to the 
creation of mutations that can activate and modify oncogenes as well, 
promoting leukemia or lymphoma. Mechanisms include:
• RAG1/2-catalyzed juxtaposition of an oncogene to an immunoglob-

ulin promoter or enhancer, activating the oncogene.
• AID-induced DNA double-strand breaks and chromosome alterations.
• AID-induced somatic hypermutation of oncogene, altering its function. 

CLINICAL RELEVANCE

• A better understanding of the regulation of B-cell development by epi-
genetic modifications and by noncoding RNA as well as the mecha-
nisms and antigens that support the development of ectopic germinal 
centers could lead to the definition of previously unknown mecha-
nisms of immune deficiency or autoimmunity.

• Elucidation of the mechanisms used to control the antibody repertoire 
and shape B-cell epitope recognition offer the promise of being able 
to direct immunity toward production of broadly neutralizing or anti-
tumorigenic antibodies, and away from pathogenic autoantibodies.

• Elucidation of the mechanisms that prevent the development of self-
reactivity during affinity maturation could yield new insights into auto-
immunity, as well as vaccination.

• A better understanding of the mechanisms that control the production 
of memory B cells or lead to long-lived plasma cells will pave the way 
to vaccination strategies that ensure long-term protection. 

ON THE HORIZON
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Antibody-mediated immunity generally requires noncovalent 
contact between an antibody and the antigen. The ability of an 
antigen to bind noncovalently to an antibody, termed antige-
nicity, is a physical-chemical property evaluated with respect 
to a given antibody population. In contrast, immunogenicity, 
the ability to induce the biosynthesis and secretion of soluble 
antibody molecules, is a biological property requiring in vivo 
studies.

While antigenicity is necessary for immunogenicity (as 
defined by the production of antibodies), it is not sufficient. 
Moreover, the immunogenicity of a given molecule or molecu-
lar complex is influenced by host genetic variation.

When an antibody binds to a macromolecular antigen, 
it directly contacts only a portion of the molecular surface of 
that antigen. Similarly, only a portion of the antibody molecule 
makes direct contact with the antigen. By convention, the por-
tion of an antibody or T-cell receptor that makes physical con-
tact with an antigen is referred to as the paratope or combining 
site. Conversely, the region of the antigen in physical contact 
with the paratope, the antigenic determinant, is termed the   
epitope. Most of the amino acids in an antibody-variable domain 
that contact a given antigen are located in the hypervariable 
regions (also termed complementarity-determining regions or 
CDRs), although some contact residues reside in the framework 
regions (Chapter 4).1 Although an epitope (paratope, etc.) is 
usually defined in terms of intermolecular contact, the region of 
a molecule involved in physical contact with another molecule 
may not correspond exactly to the structural correlates for ener-
getics or specificity.2

ANTIGEN BINDING AND MOLECULAR IDENTITY

Physical Aspects of Binding
Antibody–antigen interactions are, with some exceptions, non-
covalent. This fact is significant in that these interactions are, 
in principle, spontaneously reversible under the conditions of 
temperature, pressure, pH, and ionic strength that generally 
prevail in living organisms.

Several types of noncovalent bonds have been shown to 
contribute to antibody–antigen binding. These include van der 
Waals forces, hydrogen bonds, ionic bonds, and hydrophobic 
interactions. Individually, the strength of these bonds is in the 
range of one to a few kcal/mole, versus 50 to 100 kcal/mole for 
covalent bonds. Since the potential to engage in these types of 
bonds is shared by many of the components of biological mac-
romolecules, individual weak bonds do not usually confer a 
high degree of specificity, so it is only through the simultane-
ous action of many such bonds that molecular specificity arises. 

Hence, the importance of a close fit, often referred to as comple-
mentarity, between the epitope and the paratope.

Complementarity can be maximized by matching the physical-
chemical properties of the epitope and paratope. For example, 
binding can be facilitated when one molecule is concave and the 
other is convex, when one molecule is positively charged and   
the other is negatively charged, or when one molecule is a 
hydrogen bond donor whereas the other offers a hydrogen 
bond acceptor. It is expected that the greater the complemen-
tarity between receptor and ligand the stronger the interaction 
(greater affinity) between the two molecules. Complementarity 
(see below) is also expected to influence specificity.2 In under-
standing the strength of interactions between antibodies and 
antigens, it is relevant that the antibody competes with solvent 
for binding to antigen. Thus, the thermodynamics of the inter-
action between these two structures reflects the influence of the 
interaction on the solvent and other solutes. Moreover, bound 
water molecules may make important, even crucial, contribu-
tions to an interaction between two biomolecules.

Antibody recognition of antigen serves as a paradigm for 
understanding molecular recognition in the immune system 
and in biology in general. This fact, coupled with the induc-
ibility of antibodies, permits antibodies to be used as surrogate 
ligands for almost any receptor (or vice versa).

Affinity is the concept used to convey how strongly two 
molecules bind to each other. Reflecting the different types of 
antibody–antigen interaction, two categories of affinity merit 
consideration: intrinsic affinity and functional affinity. It should 
be noted that some immunologists use the term avidity in place 
of functional affinity.

Intrinsic affinity is a measure of the strength of the monova-
lent interaction between a particular paratope and a particular   
epitope under defined conditions of temperature, pressure, ionic 
strength, and pH (Fig. 8.1). By convention, the intrinsic affinity 
is taken to be the equilibrium association constant characteriz-
ing the paratope–epitope pair. It is the reciprocal of the concen-
tration of monovalent antigen at which half of the paratopes will 
be occupied. It is not an intrinsic property of either the paratope 
or the epitope but rather characterizes the relationship between 
two molecules under defined conditions.

The intrinsic affinity of an antibody for a small molecule, 
such as a drug (e.g., digoxin) or a hormone (e.g., insulin), can 
be clinically important both in vivo and in vitro.3 For example, 
the in vivo effectiveness of antibody F(ab) fragments in remov-
ing toxic levels of the drug digoxin from patients being treated 
for congestive heart failure likely depends on the intrinsic affin-
ity of the F(ab) fragments for the drug. Alternatively, antibody 
intrinsic affinity can limit the analytical sensitivity of an in vitro 
immunoassay designed to determine the concentration of an 
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analyte, such as a hormone (e.g., insulin, parathyroid hormone), 
or a drug (e.g., digoxin).

In contrast, functional affinity is defined as the equilibrium 
association constant characterizing the interaction between an 
intact antibody and an intact antigen. For a monovalent immu-
noglobulin G (IgG) antibody–antigen interaction, the intrinsic 
affinity and the functional affinity will be the same. However, 
if two paratopes interact simultaneously with two epitopes on 
the same antigen, referred to as monogamous bivalency (Fig. 
8.2), the functional affinity of the antibody for the multivalent
antigen may be substantially greater (as much as 10,000-fold for 
IgG) than the intrinsic affinity of that antibody for the relevant 
epitope on that same antigen.2

Functional affinity is also influenced by the degree to which 
the geometric relationships among the epitopes are optimal for 
the paratopes, which will depend on the quaternary structure 
and segmental flexibility of the antibody molecule. In the pres-
ence of nonoptimal geometry, the average number of engaged 
sites may be less than maximal, and energy may be expended 
in achieving some epitope–paratope contacts. Therefore, the 
functional affinity for a multivalent interaction does not neces-
sarily increase in direct relationship to the maximal number of 
binding sites that can be engaged simultaneously by an antibody 

molecule. For example, the effective valency of pentameric IgM 
with 10 paratopes can be less than 10.

Both concepts of affinity are valuable. Maximization of 
intrinsic affinity may be of prime importance for antibody-
mediated inactivation of toxins or enzymes, which frequently 
involve monovalent interactions. However, in cases where anti-
bodies bind to repeated epitopes on the surfaces of pathogens or 
mammalian cells, the functional affinity may play a larger role 
influencing the biological consequences of the interaction.

Bivalent (IgG, IgE) or multivalent (IgA, IgM) antibodies 
carry with them the potential to bind simultaneously to two or 
more epitopes on different antigenic particles, cross-linking them 
rather than engaging in monogamous bivalency or monoga-
mous multivalency (see Fig. 8.2). This phenomenon has played 
an important historical role in immunology, such as for typing 
erythrocyte antigens (e.g., ABO and Rh antigens), which still 
relies on agglutination of red cells by antibodies (or lectins), and 
can contribute to host defense by clumping pathogens.

IMMUNOLOGICAL SPECIFICITY
The concept of specificity is fundamental to an understand-
ing of the nature and consequences of interactions between 
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hapten outside of the dialysis bag. However, in the presence of hapten-specific antibody (B) the total hapten concentration will be 
greater inside of the dialysis bag (free + antibody-bound) than outside of the bag (free). The extent of this difference can be used to 
determine the intrinsic affinity of the antibody for the hapten. (With permission from Abbas AK, Lichtman AH, Pober JS. Cellular and 
Molecular Immunology. W. B. Saunders Company, Philadelphia, PA; 1991.)
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FIG. 8.2 Interaction of a bivalent antibody (Ab), such as immunoglobulin G (IgG), with multivalent antigens (Ag) can result in monovalent 
binding (A), monogamous bivalent binding (B) or cross-linking (C). The complexes in (B) are referred to as cyclic antibody–antigen com-
plexes. Ag; antigen; Ab; antibody. (With permission from Eisen HN. General Immunology. J. B. Lippincott Company, Philadelphia, PA; 1990.)
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immunological receptors and antigens. However, in the immu-
nological context, the term specificity encompasses multiple 
different senses, as discussed below.2

One aspect of specificity focuses on the goodness of fit 
between the paratope and the epitope. Intrinsic affinity is 
regarded as a reasonable measure of this goodness of fit. How-
ever, substantial conformational adjustments of either the 
paratope or the epitope may be necessary for formation of the 
complex.4 Such conformational changes will generally incur 
energetic costs. Consequently, intrinsic affinity and final com-
plementarity may not be perfectly correlated.

A second aspect of specificity focuses on the ability of a 
paratope to distinguish among different epitopes. Such specific-
ity is most readily studied when the epitope is in monovalent 
form and evaluated relative to a specified set of ligands. Thus, 
one should be cautious about extrapolating claims that one 
antibody is more or less specific than another antibody with-
out any reference to the relevant universe of ligands. However, 
there are practical cases where it is justifiable to speak globally 
of more-or less-specific antibodies. B-1 cells (Chapter 7) often 
produce polyspecific natural antibodies (NAb).5 NAb appear to 
be globally less discriminating than antibodies typical of the B-2 
immune repertoire (secondary or later response) when tested 
on large panels of antigens.

Nevertheless, it is important to note that even antibodies 
derived from secondary (or later) responses are not,6 and can-
not be, absolutely specific for both thermodynamic and struc-
tural reasons.2 Recent results also indicate that at least some 
antibodies can adopt two or more different unbound confor-
mations, each of which exhibits a different ligand-binding pro-
file. Such paratopes may undergo further structural adjustment 
in the process of binding to an epitope.7 This property can be 
advantageous to the function of an antibody. Antibodies that 
react with multiple conformations of a viral surface antigen may 
be much more likely to interfere with viral infection because 
they can bind more rapidly to the virus than the virus can bind 
to its receptor, as demonstrated for human im munodeficiency 
virus (HIV).8

Whereas the first two aspects of specificity focus on the epi-
tope, a third relates to the ability of an antibody to discriminate 
among antigens that display multiple copies of one or more dis-
tinct epitopes. An antigen expressing many copies of one epitope 
is termed multivalent, and an antigen that expresses two or more 
structurally distinguishable epitopes is referred to as multideter-
minant (Table 8.1). Because two different cells, bacteria, viruses, 
and so on, may both express multiple copies of the same or nearly 
the same epitope, an antibody that is highly specific (in the first 
aspect above) for such a shared epitope may be a poor discrimi-
nator between such multivalent particles.2 Yet, an antibody with 
a relatively poor degree of complementarity and intrinsic affin-
ity for an epitope found on only one of two or more multivalent 
targets may be superior at discriminating among these antigens. 
Furthermore, antibodies (or other molecules) expressing two or 
more binding sites of identical structure may not discriminate 
identically among antigens displaying the same epitope in differ-
ent two- or three-dimensional distributions.2

We offer some final points regarding specificity. First, the 
interactions between molecules such as CD4 (Chapter 9) and 
major histocompatibility complex (MHC) class II (Chapter 5), 
which are not clonally distributed, are often described as nonspe-
cific, meaning “not specific for an antigen under consideration.” 
Second, for many purposes immunological specificity has an 

ultimately biological, not a physical, definition. Third, the enor-
mous utility of antibodies is crucially dependent on the discrimi-
natory abilities of these molecules with respect to other molecules 
or molecular aggregates, so the usefulness of a particular anti-
body may depend on the context: for example, what particular 
antigens or potential antigens, in addition to the preferred target, 
are available for binding to the antibody. Fourth, apparent anti-
body specificity may vary with the methods used for analysis, as 
these methods may differ in sensitivity and in the conditions (pH, 
ionic strength, temperature) of application, such that the relevant 
intrinsic affinities may vary among the different assays.

PROTEIN EPITOPES
Based on the proximity of the relevant amino acids in the pri-
mary structure of the protein, several categories of epitopes have 
been defined for protein antigens (Fig. 8.3). The simplest is the 
linear epitope, where all of the relevant amino acids are derived 
from a contiguous, or nearly contiguous, stretch of the polypep-
tide chain. However, many epitopes on globular proteins involve 
amino acids from two or more stretches of polypeptide that are 
distant from one another in the primary structure but juxta-
posed in the secondary or tertiary structure. These are referred 
to as a conformational, or discontinuous, epitopes. A conforma-
tional epitope may contain amino acids that are derived from 
separate but proximate polypeptide chains, as might be the case 
on nonenveloped viruses.

Another category of protein epitope, the neo-epitope, is 
reserved for those antigenic sites that become recognizable only 
after a post-translational event, such as phosphorylation or pro-
teolytic cleavage. For example, neo-epitopes have been defined 
on cleavage products of human C1q, C3, and C9, which are 
components of the complement pathway (Chapter 40).9 Anti-
bodies recognizing such neo-epitopes can be used to monitor 
the extent of activation of the complement pathway.9 A chimeric 
antibody ensituximab, which targets colorectal and pancreatic 
carcinoma–associated neo-epitopes, represents the therapeutic 
potential of targeting cancer neo-antigens (Chapter 80). In rheu-
matoid arthritis, autoantibodies to citrullinated epitopes on such 
antigens as filaggrin can be of diagnostic value (Chapter 53).

Studies in the 1970s on the sizes of epitopes associated 
with synthetic peptide antigens yielded results suggesting that 
protein epitopes would maximally involve six or seven amino 
acids. However, the first x-ray crystallographic structure of an 

TABLE 8.1 Antigens and Valence

Number of Types 
of Epitope

Epitope Copy 
Number Examples

Monodeterminant Monovalent Hapten: DNP, digoxin
Monodeterminant Multivalent Polysaccharide: dextrana

Multideterminantb Monovalent Monomeric protein: 
myoglobin

Multideterminant Multivalent Virion: influenza virus

aEven a polysaccharide composed of one type of hexasaccharide can have two or more 
different kinds of epitope: terminal versus internal residues, for instance. However, 
a given antiserum may preferentially contain antibodies specific for only one such 
epitope.
bTypically, multideterminant recognition occurs with respect to a polyclonal antibody.
Adapted from Benjamini E, Leskowitz S. Immunology: A Short Course. 2nd ed.  
New York: Wiley-Liss; 1991, with permission from Wiley-Liss, Inc., a subsidiary of John 
Wiley & Sons, Inc.
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could be as large as six or seven monosaccharides. However, min-
imal carbohydrate epitopes can probably be as small as one or two 
monosaccharides. Even in the case of larger epitopes, it is typical 
for the terminal groups to play a dominant role in determining 
antibody specificity for carbohydrate antigens. Recent studies 
suggest that polysaccharide epitopes can sometimes also result 
from the conformational properties of the polysaccharides.

In comparison to antibody–protein interactions, interac-
tions between antibodies and polysaccharides have typically 
been characterized by relatively low intrinsic affinities.2 Rela-
tively weak antibody–carbohydrate binding can result from bio-
logical constraints related to protection against self-recognition 
and consequent tissue damage, or from physical-chemical con-
straints related to the conformational freedom and high degree 
of solvation of unbound carbohydrates. On the other hand, anti-
bodies produced in response to pathogens, such as HIV, may be 
much more effective at interacting with carbohydrate antigens.11

Another important feature of polysaccharide antigens is 
that they are generally multivalent. Bacterial and perhaps viral 
polysaccharide epitope densities can approach values in the mil-
lions per square micrometer, which is probably one to several 
orders of magnitude greater than the epitope densities for pro-
tein determinants on mammalian cells. Therefore, multipoint 
attachment and functional affinity are likely to be critical factors 
in the mediation of immunity by anti-polysaccharide antibodies 
or other carbohydrate-specific proteins.

IMMUNE COMPLEXES IN VIVO
Interactions between antibodies and antigens in vivo can result 
in the formation of molecular aggregates, referred to as immune 
complexes. Deposition of immune complexes in tissues, such as 
blood vessels, renal glomeruli, renal tubules, the thyroid gland, 

antibody variable module in complex with a globular protein   
antigen1 indicated that protein epitopes, defined on the basis of 
intermolecular contact, could be as large as 15 to 20 amino acids. 
A similar number of amino acids in the antibody V domains 
constituted the paratope. Even peptide antigen–antibody   
interaction can involve at least 12 peptide amino acids in con-
tact with the antibody. Still, it is possible that there are smaller 
epitopes on globular proteins, particularly for regions of pro-
teins that protrude or have a high radius of curvature.

Antibodies specific for both linear and conformational epi-
topes have important practical applications. For example, a 
synthetic peptide corresponding in amino acid sequence to a 
segment of the polypeptide chain predicted from the nucleotide 
sequence can be used to elicit antibodies useful in identifying 
the protein following expression, electrophoresis, and blotting 
under denaturing conditions. Antibodies raised by challenge 
with synthetic peptides that bind to linear epitopes and that rec-
ognize a protein in denatured form often do not bind to or alter 
the function of the native protein.

Antibodies with the ability to neutralize protein function 
generally recognize conformations accessible to the native pro-
tein, usually at discontinuous epitopes. However, antibodies 
specific for peptides (that correspond in amino acid sequence to 
a portion of a native protein) or denatured protein, which can 
cross-react with the protein in a native (folded, functional) state 
can be extremely valuable. Such cross-reactivity is more likely to 
occur when the region being recognized is relatively disordered 
in the native structure.10

CARBOHYDRATE EPITOPES
The classical studies of Kabat on the binding of antibodies to dex-
tran led to the concept that epitopes on carbohydrate antigens 
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FIG. 8.3 Types of Protein Epitopes. Some antibodies recognize structural features of proteins that arise from the folding of the 
polypeptide backbone (conformational epitope). Others recognize groups of amino acid residues that are contiguous, or nearly so, in 
the primary (covalent) structure of the protein (linear epitope). If such a linear determinant is inaccessible in the native structure of the 
protein, the corresponding antibodies may only be elicited by the denatured form of the protein. Neo-epitopes are created by covalent 
post-translational modifications, such as phosphorylation or proteolytic cleavage. (With permission from Abbas AK, Lichtman AH,   
Pober JS. Cellular and Molecular Immunology. 3rd ed. W. B. Saunders Company; 1997.)



124 PART I Principles of Immune Response

and the choroid plexus, can result in pathological conditions.12 
Immune complexes can form in the circulation prior to deposi-
tion in a given tissue, or they can form directly in the affected 
tissue. A clinical situation in which immune complex formation 
can be a cause for concern is the production of anti-antibod-
ies in response to therapy with pooled intravenous IgG (IVIg) 
(Chapter 82) or therapeutic monoclonal antibodies.

Variables such as concentration, composition, size, charge, 
and antibody isotype will influence the magnitude and sites 
of tissue deposition for these complexes. In conjunction with 
the sites and extent of tissue deposition, the magnitude of 
complement activation and the extent of interaction with Fc 
and complement receptors determine the biological properties 
of the complexes. Antigen–antibody lattice size is determined 
by antigen valence, epitope geometry, antibody valence, the 
intrinsic affinity of paratope for epitope, antibody and antigen 
flexibility, the ratio of antibody to antigen, and the absolute 
concentrations of antibody and antigen. The potential diver-
sity of immune complex morphologies is illustrated in Fig. 8.4. 
These complexes, between a monoclonal antibody specific for 
a bacterial polysaccharide and various anti-idiotypic or anti-
isotypic monoclonal antibodies, are visualized by electron 
microscopy.

Immune complexes have also been found to have immu-
noregulatory effects,13 particularly with respect to antibody 
responses. Immune complexes can bind simultaneously to B-cell 
surfaces through antigen (to B-cell-surface immunoglobulin),   
antibody (to Fc receptors [FcR]), and associated complement 
components (to complement receptors). The interaction with 
FcγRIIB on the B-lymphocyte membrane has the effect of 
diminishing the B-cell response (Chapter 4). The molecular 
events underlying these immunoregulatory effects are being 
studied, and they have been clinically exploited for many 
years. Antibody to the erythrocyte Rh antigens is used to pre-
vent immunization of an Rh− mother by an Rh+ fetus, thereby 
avoiding hemolytic disease of the newborn in a subsequent 
Rh+ fetus.

CORRELATIONS BETWEEN CH REGION STRUCTURE 
AND ANTIBODY FUNCTION
Antibodies are heterodimeric proteins that can be functionally 
divided into V domains, which bind antigen, and C domains, 
which define the effector function(s) of the immunoglobulin 
(Chapter 4). This division of labor allows an antibody to physi-
cally link a specific antigen to separate antigen-nonspecific 
effector molecules. Many features of CH domain structure 
exhibited by the immunoglobulin isotypes can be understood 
in the context of this requirement for physical and/or functional 
linkage between antigens and antigen-nonspecific effector   
molecules.

One property of prime significance for antibody function is 
intramolecular mobility, often referred to as segmental flexibil-
ity. Hydrodynamic methods, electron microscopy, x-ray crys-
tallography, and fluorescence polarization, have all been used to 
evaluate the degree of flexibility exhibited by immunoglobulin 
molecules. In the case of the best-studied isotype, IgG, it is clear 
that the structural feature most associated with relative motion 
of one subunit relative to another is the hinge, which connects 
the CH1 domain to the CH2 domain and is encoded by a separate 
exon(s). The human IgG3 subclass has an extended hinge region 

that can impart increased flexibility. In the case of IgA, the IgA1 
hinge is flexible, such that the F(ab) arms can range from the 
typical “Y” configuration to a “T” configuration, whereas IgA2 
molecules are relatively constrained.

Immunoglobulin flexibility has important functional con-
sequences for the antibody. First, inter-F(ab) movements can 
play an important role in permitting antibodies to bind in 
monogamous bivalent (multivalent) fashion to antigenic sur-
faces that display repetitive epitopes. Second, efficiency in pre-
cipitation of multivalent antigen molecules or agglutination 
of multivalent antigen particles can be correlated with inter-
F(ab) flexibility. Third, optimal interactions of effector mol-
ecules with IgG antibody Fc regions has been postulated to 
depend on the ability of the Fc region to bend out of the plane 
of the F(ab) arms (dislocation) (but see discussion on comple-
ment activation below).

FUNCTIONS MEDIATED BY ANTIBODY ALONE
While it is clear that in many in vivo situations antibodies medi-
ate their effects with the aid of other molecules and, in some 
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FIG. 8.4 Electron micrographs (above; × 350,000) and inter-
pretive diagrams (below) of a mouse IgG3 mAb (HGAC 39; 
specific for a bacterial polysaccharide) in complex with mAbs 
specific for, respectively, an idiotope (IdI-2; top), a light-chain 
isotypic determinant (Cκ; middle), and a heavy-chain isotypic 
determinant (γ3; bottom). The different antibodies are not 
intrinsically distinguishable in the electron micrographs, but 
the interpretations are based on information in addition to that 
provided directly by the electron microscopic images. In the 
top series of micrographs, the choice of which molecules to 
represent as solid or dotted figures is arbitrary. mAb, mono-
clonal antibody. (With permission from Greenspan NS. Ana-
lyzing immunoglobulin functional anatomy with monoclonal 
anti-immunoglobulin antibodies. BioTechniques. 1989;7:1086.)
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cases, cells (see next section); there are circumstances where the 
antibody can influence antigenic targets directly, at least in vitro. 
The very name “antibody” implies the negation of some activity, 
and antibodies were first defined as factors that could inactivate 
or neutralize toxins. Subsequent studies have shown inactiva-
tion of viruses, parasites, and enzymes, as well.

Virus Neutralization and Immunity

Traditional thinking maintains that antibody mediates any 
protective effects extracellularly. However, it has been reported 
that IgA antibodies, when transported by the polymeric immu-
noglobulin receptor (pIgR), can mediate protection against 
intracellular influenza virus.15 Similar phenomena have been 
reported for rotavirus and HIV.

There are several other notable features of antibody–virus 
interactions. Not all antibodies that bind to molecules on the 
virion surface will neutralize the virus in all conditions. For the 
influenza virus hemagglutinin, binding of antibodies to some 
sites, but not others, will effect neutralization. Some gene prod-
ucts on the virion surface may fail to routinely support viral neu-
tralization (e.g., influenza neuraminidase). However, antibody 
to influenza neuraminidase, while non-neutralizing, is thought 
to slow the spread of infection by interfering with the escape of 
progeny virions from infected cells. Non-neutralizing antibod-
ies, or neutralizing antibodies at suboptimal concentrations, 
have been found in some instances to enhance the infection of 
host cells by virus (e.g., HIV-1 or dengue virus). It should be 
noted, however, that the clinical relevance of this enhancement, 
at least in regard to HIV, remains to be determined. Finally, some 
non-neutralizing antibodies, or those antibodies that fail to 
directly neutralize virus in an in vitro assay, can mediate protec-
tive effects in vivo, presumably by engaging antigen-nonspecific 
effector mechanisms (i.e., complement or FcR-bearing cells), or 
perhaps through cellular signal transduction.16

Neutralization of Toxins and Enzymes

• Antibodies can neutralize (decrease the replication of) viruses by 
blocking attachment to the host cell, preventing penetration of the 
host cell membrane, or interfering with uncoating of the virus within 
the cell.

• Neutralizing antibodies use their V domains to bind proteins or gly-
coproteins on the virion surface but may depend on the interaction 
between their C domains and host Fc receptors to inhibit virus replica-
tion in vivo.

• Non-neutralizing antibodies that bind to virion surface proteins or gly-
coproteins may or may not contribute to immunity, and in some cases 
may actually enhance infection.

• The magnitude of neutralization mediated by a given antibody may 
vary with the host cell used for the measurement.

• Neutralization in vitro may not always correlate with protection in vivo.
• Non-neutralizing antibodies can contribute to protection for some vi-

ruses based on FcR-dependent mechanisms or via signal transduction. 

KEY CONCEPTS
Immunity to Viruses

A phenomenon of fundamental medical and biological 
importance is the neutralization of viruses by antibodies.14

Although neutralization is defined as the elimination or reduc-
tion of the virus’s ability to replicate, it does not imply a particu-
lar mechanism of interference with the process of replication. 
Moreover, the measurement of neutralization can depend on 
the choice of host cell. Thus, the neutralizing activity of a given 
antibody for a given virus is not an intrinsic property of the 
antibody but is a property of the relationship between antibody 
and virus under defined conditions. Consequently, neutraliza-
tion titers in serum do not always correlate perfectly with pro-
tection from infection or disease in vivo.

There are several mechanisms by which antibodies can inac-
tivate viruses. A virus infects a cell via multiple steps: (1) attach-
ment to one or more membrane components, (2) penetration 
of or fusion with the membrane, (3) uncoating, and (4) genome 
expression. Although the most obvious mechanism of neutral-
ization is prevention of viral attachment to the host cell surface, 
some antibodies can block other steps. Neutralizing antibodies 
for enveloped viruses, such as influenza virus, have been shown 
to prevent fusion between the virion and cell membranes, and 
neutralizing antibodies for poliovirus have been shown to inter-
fere with viral uncoating in the host cell.

There is no one-to-one correspondence between isotypes 
and neutralization mechanisms; different isotypes of antibod-
ies may employ different neutralization mechanisms to vary-
ing degrees. In some cases, IgG or IgM antibodies in the blood 
can mediate protection against a virus directly, or with the 
assistance of complement components. In mucosal secretions, 
where complement is less plentiful than in the blood, virus-
specific IgA is more likely to utilize virus-inactivating mecha-
nisms that do not require complement, such as prevention of 
attachment.

• By neutralizing exotoxins, antibodies may prevent disease mediated 
by bacterial pathogens (e.g., Corynebacterium diphtheriae and Clos-
tridium tetani).

• Antibodies can also bind and inhibit bacterial proteins that perform 
critical metabolic or virulence-related functions.

• Antibodies alone or with complement-derived split products can   
opsonize pyogenic pathogens such as Streptococcus pneumoniae.

• Antibodies can mediate destruction of some bacteria (e.g., Neisse-
ria meningitidis and Neisseria gonorrhoeae) through activation of the 
classical pathway of complement leading to assembly of the mem-
brane attack complex.

• Antibodies can bind to bacterial adhesins and thus interfere with 
pathogen attachment to mucosal epithelial cells. 

KEY CONCEPTS
Immunity to Bacteria

In many bacterial infections, the clinical consequences of 
infection result from toxic molecules liberated by the bacte-
rial cells rather than from the presence of the microorganisms 
themselves. Antibodies to such toxins can provide life-saving 
protection from disease, while not directly eliminating the bac-
teria producing the toxins. A classic example is infection with   
Corynebacterium diphtheriae, which secretes a potentially lethal 
exotoxin. A more recent example is the emergence of Clostrid-
ium difficile, which secretes both an enterotoxin (toxin A) and 
cytotoxin (toxin B). Not only is there a correlate between anti-
body titers to toxin A and B and prevention of relapse but also 
passive immunotherapy with antibody prevented relapse.17

Bacteria can also produce additional virulence factors, such 
as enzymes that facilitate pathogen spread through tissues. Host 
antibodies that inactivate such enzymes can be beneficial. Inac-
tivation of toxins or enzymes is presumed to result from direct 
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competition between antibody and the target molecule or sub-
strate of the toxin or enzyme, or from the stabilization or induction 
of conformations incompatible, to some degree, with the normal 
function(s) of the molecule. However, recent evidence in mice 
suggests that the protection afforded by exotoxin-neutralizing   
antibodies can depend on the presence of Fcγ receptors.18

FUNCTIONS MEDIATED BY ANTIBODY AND 
ADDITIONAL MOLECULES OR CELLS

Complement Activation
Antibody bound in vivo can activate antigen-nonspecific effec-
tor mechanisms. The exact mechanisms activated, if any, will 
depend on the isotype of the antibody as well as on other factors. 
One critical set of these effector mechanisms is encompassed by 
the classical pathway of complement activation (Chapter 40). 
Human antibody isotypes vary considerably in their intrinsic 
ability to activate this pathway. The consensus view is that IgM, 
IgG1, and IgG3 isotypes are effective activators. While some 
sources state that IgG2, IgG4, and IgA are weak or nonactiva-
tors of the classical complement pathway, evidence suggests that 
IgG2 can activate the classical pathway effectively when epitope 
density is high.19 Of course, complement-fixing ability may not 
be determined solely by the subclass of an IgG antibody.

One obvious source for the isotype-related variation in   
complement-activating ability is variation in affinity for C1q 
(IgG3 > IgG1 > IgG2 > IgG4), the portion of the first compo-
nent in the classical pathway that physically contacts the CH2 
domains of antibodies. The intrinsic affinity of the C1q globu-
lar heads for Fc regions of any isotype is relatively low, which 
may account in part for the observation that two or more IgG 
molecules in proximity are required for activation of the clas-
sical pathway beginning with C1. Thus, in the activation of the 
classical pathway, the functional affinity of C1q for antibody Fc 
regions is a crucial parameter.

IgG subclass–associated differences in some measures of 
complement activation have been found, under some experi-
mental conditions, to depend on quantitative differences in 
steps of the cascade subsequent to the binding of C1q to anti-
body. Regarding the role of segmental flexibility in complement 
activation, there is no simple correlation between this physical 
property and activity in fixing the classical complement path-
way.20 Recent studies using a variety of imaging and biophysi-
cal methods demonstrate that hexameric assemblies of human 
IgG1, mediated by noncovalent Fc–Fc interactions, maximally 
activate complement.21

While it is generally agreed that IgA does not activate the 
classical pathway, its ability to activate the alternative comple-
ment pathway has been controversial. Studies with recombi-
nant IgA molecules have suggested that neither IgA1 nor IgA2 
activates either complement pathway. However, aberrantly 
glycosylated IgA and polymeric IgA may activate the lectin or 
alternative pathway, and this activation has been postulated to 
be associated with IgA nephropathy.

Antibody-mediated activation of the classical complement 
pathway has a variety of potential consequences. These include 
creation of additional sites for attachment to a foreign particle, 
thereby facilitating ingestion (opsonization), elaboration of sub-
stances that mediate leukocyte chemotaxis, additional metabolic 
changes in leukocytes involved in the destruction of pathogens, 
and changes in vascular permeability. In this process, it is the 

antibody that provides the specificity, whereas the other mol-
ecules function without specificity for the epitopes involved.

Receptors for Fc Regions
The other major system by which antibodies mediate effector 
functions is cellular. The specific molecules with which cells 
recognize antibodies are called FcR.22 In humans, there are sev-
eral FcR for IgG (FcγRI, FcγRIIa, FcγRIIb, FcγRIIIa, FcγRIIIb), 
as well as other FcR for IgA, IgE (FcεRI, FcεRII), and IgM   
(Fig. 8.5). We describe selected features of FcR that help to illu-
minate the principles by which they function.

Some receptors (FcγRI, FcεRI) have relatively high intrinsic 
affinities for antibody molecules and can thus bind significant 
fractions of monomeric Ig at physiological concentrations. For 
example, the high-affinity receptor for IgE (FcεRI) binds IgE 
with an intrinsic affinity of approximately 1 × 1010 M−1. Single   
IgE molecules can bind to mast cells or basophils through 
cell-surface FcεRI prior to interacting with allergen (antigen). 
In contrast, FcγRII and FcγRIII have relatively weak intrinsic 
affinities for IgG Fc regions. Consequently, multivalent forms of 
IgG, such as are found in complexes of antibody and multivalent 
antigens (immune complexes), are much more readily bound to 
these FcR. Thus, for both the complement-dependent and the 
FcR-dependent effector function pathways, multivalency of Fc 
regions (functional affinity) can play a critical role.

Several types of functional consequences can follow ligation 
of FcR by antibody–antigen complexes. These include activa-
tion and metabolic alteration of the FcR+ cells, phagocytosis of   
antibody-coated particulate antigens, antibody-dependent cel-
lular cytotoxicity (ADCC), and release of mediators that pro-
mote inflammation. The end result of Fc binding depends not 
only on the receptor but also on the cell on which it is expressed 
and on concurrent stimulation, if any, of additional receptor 
types on that cell. As an example, the most studied FcR are those 
that bind IgG, and these receptors are expressed on many hema-
topoietic and even non-hematopoietic cells. Within the three 
classes of receptors (I, II, and III), the latter two FcR exist in two 
isoforms (A and B). Of interest to the regulation of the immune 
response, the B isoform for FcγRII transmits an inhibitory signal 
while the A isoform transmits an activating signal (Chapter 4).

CD89 has been identified in humans as a receptor for IgA 
and it is expressed on myeloid cells including polymorpho-
nuclear neutrophils (PMNs), monocytes, and a population of 
dendritic cells.23 Signaling through CD89 involves an ancillary 
chain that transmits an activating signal. However, not all CD89 
molecules associate with this chain, in which case bound IgA is 
endocytosed and recycled back to the surface of the cell.23 Inter-
estingly, Fc binding to CD89 may be more potent at mediating 
ADCC than Fc binding to one of the FcγR.

Recent data suggest another possible function that depends 
on the interaction between antibody (IgA) and a cell-surface 
receptor able to bind to pIgR. Transport of IgA–antigen com-
plexes across epithelial surfaces by pIgR may represent a form 
of antibody-facilitated antigen excretion.24

ANTIBODIES AS SURROGATE LIGANDS
The notion that one molecule can mimic a second molecule, in 
one respect or another, is of extraordinarily broad applicabil-
ity and profound biological significance. At least three types of 
mimicry can be distinguished, and each type is best regarded 
as a continuous variable24: (1) limited structural mimicry of 
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one molecule by another; (2) mimicry at the level of noncova-
lent interaction, that is, whether the model (object of mimicry) 
and the mimic bind the same receptor sites and with the same 
affinities; and (3) mimicry of more complex biological func-
tions, such as cellular or enzymatic inactivation. It is important 
to make these distinctions because the extent of mimicry of 
one type is not a perfect predictor of the extent of mimicry of 
another. We have already noted that slight changes in structure 
sometimes have slight effects on binding affinity or specificity, 
yet in other cases they have dramatic effects on binding affinity 
or specificity. Thus, structural similarity (mimicry), as we per-
ceive it, is not perfectly correlated with the extent of binding or 
the elicitation of higher biological function.

There are two aspects of receptor–ligand interaction that 
antibodies can potentially mimic. First, the inducibility of a vast 
repertoire of antibody specificities suggests the potential for 
identifying antibodies that can bind any given target molecule 
at (near) a given site. Thus, there should be a reasonable prob-
ability of obtaining antibodies that bind to a particular receptor 
at a site bound by some other, perhaps physiological, ligand or 
co-receptor. Evidence that antibodies can mimic the functional 
effects of other molecules is provided by many investigations of 
anti-idiotypic antibodies and conventional anti-receptor anti-
bodies.25

Second, the triggering event for many cellular and effector 
processes in the immune system is the aggregation of receptor 

molecules by clustered ligands. Therefore, the ability of anti-
bodies, which naturally have a maximal valence of two or 
greater, to cross-link cell-surface molecules and initiate signal 
transduction contributes to the abilities of antibodies to serve 
as surrogate co-receptors for cell-surface molecules. This has 
greatly facilitated the identification and functional character-
ization of many of these molecules and is also being exploited 
for therapeutic uses.26

FUNCTIONAL PROPERTIES OF ENGINEERED 
ANTIBODY MOLECULES

Monoclonal Antibodies
Many modern applications of antibodies in research, medicine, 
veterinary medicine, and other fields rely heavily on monoclo-
nal antibody technology. By definition, a monoclonal antibody 
preparation is derived from a clonal population of B-lineage cells. 
All of the antibodies express identical V domains with identical 
antigen specificities. It is the homogeneity of the monoclonal 
V domain structures that most crucially distinguishes a mono-
clonal from a polyclonal, serum-derived antibody preparation. 
Both sets of antibodies bind the same antigen, but only the 
monoclonal preparation will bind the same epitope in the same 
way. Thus, homogeneous antibodies give more reproducible, 
and more easily interpreted, results for many kinds of assays.
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FIG. 8.5 Domain Structures, Binding Properties, Cellular Expression Patterns, and Functional Effects of Human Fc Receptors.  A 
given Fc receptor (FcR) may exhibit differences in composition depending on the cell type expressing it. For example, FcγRIII is expressed 
on neutrophil plasma membranes bearing a glycosylphosphatidylinositol anchor, without FcR γ chains, while it is expressed on NK-cell 
plasma membranes as a conventional transmembrane protein in association with FcR γ chains. Similarly, FcγRII-B1 contains an additional 
stretch of polypeptide encoded by an exon whose product is not represented in the intracellular domain of FcγRIIB2. This additional por-
tion of the polypeptide is believed to prevent the internalization of FcγRII-B1 subsequent to cross-linking. aA subset of FcγRII-A allotypes 
bind to human IgG2. bFor these cells, FcR expression is inducible, not constitutive. cThe molecular weight of CD89α chain is 70 to 100 kDa 
in eosinophils. ITIM, immunoreceptor tyrosine-based inhibitory motif; NK, natural killer cell. (With permission from Janeway CA Jr, Trav-
ers P, Walport M, Shlomchik M. Immunobiology: The Immune System in Health and Disease. 6th ed. New York: Garland Science; 2004.)
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Monoclonal antibodies of selected specificity were first pro-
duced by cells referred to as hybridomas,31 which are hybrid 
transformed cells that are created by the fusion of two types of 
cells. One parent of a hybridoma (the fusion partner) is typi-
cally a transformed cell, usually a myeloma cell line, which con-
tributes a metabolism that supports unlimited growth in tissue 
culture and high rates of immunoglobulin synthesis and secre-
tion, no longer synthesizes an immunoglobulin molecule, and 
can be selected against in special culture media. The second 
parental cell is a B lymphocyte that provides the genetic infor-
mation for the production of a particular antibody. The choice 
of specificity on the part of the investigator is influenced by 
both the choice of immunogen and the nature of the screening 
assay, which permits identification of the minority of cells that 
secrete a monoclonal antibody of desired specificity, or in some 
cases, function.

Monoclonal antibodies are useful for the identification and 
quantitation of diverse molecules of biological or synthetic   
origin, including human immunoglobulins (e.g., paraproteins), 
antigens from infectious agents (e.g., HIV p24), hormones, 
drugs, and toxins. They have also been exploited for therapeu-
tic purposes, such as reversing allograft rejection, killing tumor 
cells, or preventing cytokine activity contributing to autoim-
mune disease.

Recombinant Antibodies

The ability to manipulate the genes that encode antibodies, 
and thereby manipulate the structures of antibodies, has opened 
a new era in the study and application of antibodies (Fig. 8.6).

Progress includes expression of recombinant intact IgG mol-
ecules,32 expression of Ig fragments [F(ab), Fv] in eukaryotic 
and prokaryotic host cells, proteomic mining of combinato-
rial libraries of antibody fragments displayed on the surfaces 
of filamentous phage33 or yeast and bispecific or multispecific 
antibodies. Most recently, the ability to clone immunoglobulin 
genes from single B cells has revolutionized the production of 
human monoclonal antibodies. This technology has made pos-
sible the identification of broadly neutralizing antibodies for 

• Production of human monoclonal antibodies from patients who have 
recovered from infectious diseases could provide new therapeutics 
for the causative pathogens.

• Genetic engineering of human B cells that make human antibodies 
able to bind pathogens, pathogen-derived molecules, or other anti-
gens will potentially provide a new pathway for developing cellular 
therapy for infectious and other diseases.27

• If key obstacles can be overcome, vector-mediated expression of 
antibodies (vectored immunoprophylaxis) will become an option for 
providing protection against infectious diseases in patients who are 
not likely to respond effectively to active immunization with standard 
vaccines due to varying types of immunodeficiency.28

• Advances in manipulating glycan structures on antibodies could en-
hance the efficacy of therapeutic monoclonal antibodies.29

• Improved ability to determine the precise geometry of the interac-
tion of antibody with antigen can enable prediction and engineering of 
mechanisms of therapeutic effect.30 

ON THE HORIZON
Monoclonal Antibodies: Recent Advances

• Enhance effector function potency and half-life through Fc modification.
• Reduce or eliminate bystander effects.
• Isolate and express antibody genes using single B-cell cloning or com-

binatorial libraries.
• Allow expansion of the antibody repertoire and targeting possibilities.
• Facilitate agents for molecular recognition of minimal size (i.e., nano-

bodies).
• Develop drugs or toxins that can be covalently attached to novel anti-

bodies for therapy.
• Create multispecific or multimeric constructs.
• Guide vaccine design.
• Evaluate the roles of isotypes in protection or other functions.
• Define how differences in glycosylation can alter effector function. 

ON THE HORIZON
Recombinant Antibodies—Antibody Engineering
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Fc
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dAb
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FIG. 8.6 Examples of Engineered Antibodies and Antibody-
Derived Fragments That Can Be Created Through the Manip-
ulation of Antibody Genes. Each closed rectangular (constant)
or rounded (variable) box represents a domain. The molecule 
at the bottom of the figure represents a humanized antibody, 
where the constant domains and variable domain framework 
regions correspond to human amino acid sequences. Only 
the hypervariable regions, and in some cases a small number 
of framework residues, correspond to mouse or rat antibody 
amino acid sequences. Other structures depicted include an 
Fab fragment; an Fv fragment; a single-chain Fv fragment (scFv)
in which the C-terminus of the VH domain is linked covalently 
by a linker peptide to the N-terminus of the VL domain; an Fab-
enzyme fusion protein; an scFv-toxin fusion protein; an immu-
noadhesin in which extracellular domains from CD4 have been 
covalently attached to human heavy-chain constant domains; a 
single VH domain (dAb); and a peptide derived from a hypervari-
able region (minimal recognition unit, or m.r.u.). (With permis-
sion from Winter G, Milstein C. Man-made antibodies. Nature. 
1991:349:293.)
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rapidly evolving pathogens, such as HIV-1 and influenza A 
viruses. These antibodies may prove to be clinically useful.34

Recombinant antibodies are also being designed to improve 
distribution and half-life of administered antibodies. Antibody 
engineering is likely to contribute to the design of novel thera-
peutic agents. And use of these agents is likely to continue to 
yield new fundamental information. For example, advances in 
understanding the role of specific effector functions and the 
influence of the geometry of antibody–antigen interaction in 
tumor cell destruction have come from using mutant and engi-
neered recombinant antibodies such as rituximab (anti-CD20).
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T-CELL DEVELOPMENT
For an effective immune response, antigens from disease-
causing agents such as bacteria and viruses are recognized 
by the adaptive immune system. Two major components of   
this arm of the immune response are B and T cells, both   
of which have antigen receptors that respond to a vast range 
of antigens. These lymphocyte populations, however, develop 
in different tissues: for T cells, the primary lymphoid organ 
is the thymus. Like B cells, T cells develop from hematopoi-
etic stem cells (HSCs) in the bone marrow, and during fetal 
life, in the liver. Lymphoid progenitors access circulation and 
migrate into the thymus. There, these cells, called thymocytes, 
differentiate into mature T cells. This process requires passage 
through a series of developmental checkpoints designed to test 
the affinity of the thymocyte’s T-cell receptor (TCR) to antigens 
expressed on the surface of thymic antigen-presenting cells 
(APCs) in the context of a major histocompatibility complex 
(MHC) (Chapter 6). This process generates a mature reper-
toire of T cells that is functional—able to protect the organism 
from pathogens it may encounter, but also self-tolerant.

In the laboratory, this process can be manipulated by 
exchanging a native T-cell receptor with a synthetic chimeric   
antigen receptor (CAR).1 Allogeneic or autologous T cells 
can thus be genetically modified to express a CAR that may 
combine an extracellular binding domain, often an antibody-
derived single chain variable fragment (scFv), with activating 
signaling domains from the T-cell-receptor complex, such as 
CD3ζ, CD28, and 4-1BB (Chapter 4). By so doing, one can take 
a cytotoxic T-cell clone that has been educated in the thymus to 
be self-tolerant, and redirect its activity to a protein on the sur-
face of a cancer cell. In this way, one can provide a patient with 
a personalized immunotherapy.

THYMUS: THE SITE OF T-CELL DEVELOPMENT
In all species with T cells, development occurs in the thymus. 
If the thymus is surgically removed (thymectomized) early in 
life or if patients are born with mutations that impact the devel-
opment of the thymus, there is striking immunodeficiency, 
leading to increased susceptibility to infection (Chapter 34).2

Anatomically, the thymus is located behind the sternum. Its dis-
tinct lobes are divided into the outer cortex and inner medulla 
(Fig. 9.1). Although the thymus is primarily composed of devel-
oping thymocytes, thymic stromal cells and hematopoietic anti-
gen-presenting cells (Chapter 6) are also present. In the cortex 
and medulla, the stromal cells and antigen-presenting cells cre-
ate unique microenvironments. Compartmentalization of thy-
mocytes into these microenvironments provides for the distinct 

cues that are needed to support T-cell development through the 
progressive developmental stages.

Initially, thymic precursors enter into the thymic paren-
chyma near the corticomedullary junction (CMJ). As they 
develop, immature thymocytes migrate into and through the 
densely packed cortex, where they are guided by cues from 
surrounding cells. These cells include large, branched cortical   
thymic epithelial cells (cTECs), dendritic cells (DCs), and   
macrophages. Here, thymocytes are committed to the T-cell lin-
eage and progress through sequential differentiation steps. The 
thymic environment provides chemokines that later guide the 
developing thymocytes to leave the cortex and enter the thy-
mic medulla.3 The thymic medulla has distinct thymic epithelial 
cells, aptly named medullary thymic epithelial cells (mTECs), 
as well as other antigen-presenting cells. More mature thy-
mocytes reside in the medullary region where αβ thymocytes 
become MHC class I-restricted CD8 thymocytes or MHC class 
II-restricted CD4 thymocytes. The thymocytes that survive this 
process then emigrate from the thymus into the periphery as 
mature T cells.

Thymic stromal cells, including cTECs and mTECs, form 
the supporting meshwork needed for thymic structure and 
proper thymocyte development.4 Foxn1 is a transcription factor 
essential for TEC development, and Foxn1 deficiency leads to a 
thymic rudiment (athymia) that cannot sustain lymphopoiesis. 
Defects in Foxn1 have been described in both mice and humans. 
The resulting phenotype includes hair loss and T-cell immuno-
deficiency. In humans, this disorder is referred to as the Pignata 
Guarino syndrome, and in mice, the nude mutation. Functional 
T cells develop when bone marrow from nude mice is trans-
planted into mice with normal stromal cells, but not when bone 
marrow from normal mice is transplanted into mice with the 
nude mutation. Thus, the study of nude mice has shed particular 
light on a specific need for thymic stromal cells in normal T-cell 
development. Patients with DiGeorge syndrome (Chapter 34) 
exhibit a similar phenotype of athymia and T-cell deficiency. 
However, these patients have deletions in chromosome 22q11, 
which encodes Tbx1. These experiments of nature have shown 
that the thymus is the major site of T-cell maturation and that 
this organ is necessary for the development and production of 
functional peripheral T cells.

EARLY T-CELL DEVELOPMENT

Early Thymic Progenitors Encounter Notch Ligands
The thymus does not contain a pool of resident pluripotent 
stem cells. Instead, progenitor cells from the bone mar-
row enter the blood and then seed the thymus continuously 
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throughout life.3,5 HSC in the bone marrow can give rise to all 
lineages of blood cells. As stepwise developmental programs 
progress, downstream progenitors lose the potential to enter 
non-T lineages.5,6 T-cell progenitors immigrate into the thymus 
at the cortico-medullary junction (see Fig. 9.1, step 1). This 
step involves the chemokine receptors CCR7 and CCR9, and 
the selectin PSGL-1. At this point, the cell is considered a mul-
tipotent early thymic progenitor (ETP).

ETPs experience Notch signaling in the thymus, which is 
essential for their commitment to the T-cell line (Table 9.1).5–8

Notch is a heterodimeric receptor that binds to the Delta family 
and the Serrate family of ligands. In particular, Delta-like 4 is 
expressed by TEC and is required for the specification of ETP 

into the T-cell lineage pathway, with a concomitant repression 
of the B-cell lineage. In the absence of Notch, the thymus fills 
with B cells. Conversely, if Notch activation is forced in the bone 
marrow, T-cell development will initiate there. Thus, Notch 
ligands are an important part of what defines the thymus as a 
special environment for T-cell development. In the clinic, acti-
vating mutations in Notch are a common cause of human T-cell 
acute lymphoblastic leukemia (T-ALL).

Other Key Transcriptional Regulators
Notch signaling activates several additional transcription fac-
tors that are important for T-cell lineage fate and later αβ TCR 
selection. These include GATA3 (Gata3), TCF-1 (Tcf7), and 

CD8+
T cell CD4+

T cell mTEC

cTEC

Medulla

Cortex

DN3 α/β
DN4

γδ
T cell

αβ / γδ
lineage

commitment

T-cell lineage
commitment

Regulatory T-cell
generation

DP

Negative
selection

Positive selection
for clones that
see MHC

CD4/8
lineage
commitment

DN2

DN1

Treg

1

4

6

ETP

5

3

2

FIG. 9.1 Checkpoints in T-Cell Development Occur in Distinct Locations in the Thymus. The thymus is composed of several lobules, 
each with outer cortical and inner medullary regions. Thymic antigen-presenting cells localized within a specific anatomical location, 
such as cortical and medullary thymic epithelial cells (cTEC and mTEC) (right), allow for developing thymocytes to pass through six 
major checkpoints through the thymus (see Table 9.1). The earliest thymic precursors enter via blood vessels at the cortico-medullary 
junction and commit to the T-cell lineage (1) before migrating to the outer cortex as immature CD4− CD8− double negative (DN) cells. 
As these thymocytes mature, they begin to rearrange their TCRs and diverge into αβ or γδ T cells (2). Cells destined to be αβ T cells 
upregulate CD4 and CD8 to become DP thymocytes that migrate back through the cortex. At this point, they express T-cell receptors 
on their surface that engage ligands in the thymus, allowing for T-cell positive (3) and negative (4) selection to occur. Surviving cells 
will downregulate CD4 or CD8 and commit to either the cytotoxic CD8 or helper CD4 lineage (5) while migrating into the medulla. 
The medulla contains only mature single positive (either CD4 or CD8) thymocytes, which will continue to undergo negative selection. 
A fraction of the single positive CD4 cells will become regulatory T cells (6). All fully mature T cells then emigrate to the periphery via 
blood vessels. DP, Double-positive; ETP, early thymic progenitors; Treg, T regulatory cell.

TABLE 9.1 Critical Checkpoints and Factors in T Cell

Checkpoint Role Critical Factors

1 T-lineage commitment Progenitors lose potential to generate other cell types Notch signaling
2 γδ/αβ lineage commitment Progenitor becomes either a γδ or αβ T cell Depends on which receptor is assembled first
3 Positive selection Selects for clones that can bind antigens in the 

context of that individual’s MHC alleles
MHC/self-peptide in cTEC full TCR signaling 

capability
4 CD4/8 lineage commitment Ensures MHC class specificity is linked to helper or 

killer function
Runx for cytotoxic CD8 T cells, ThPOK for helper 

CD4 T cells
5 Negative selection (clonal deletion) Ensures “self-tolerance” to prevent autoimmunity AIRE in mTEC CD80/86+ APCs
6 Regulatory T-cell generation Ensures “self-tolerance” to prevent autoimmunity FoxP3 in Treg
7 Selection of other rare specialized 

cells
IEL cells
NKT cells
MAIT cells
M3 cells

PLZF in NKT cells

8 Emigration Allows fully mature, selected T cells to leave the 
thymus and seed peripheral tissues

KLF2 in all mature T-cell types

AIRE, Autoimmune regulator protein; APCs, antigen-presenting cells; cTEC, cortical thymic epithelial cell;  IEL, intraepithelial lymphocyte; MAIT, mucosal-associated invariant T; 
MHC, major histocompatibility complex; mTEC, medullary thymic epithelial cell; NKT, natural killer T; TCR, T-cell receptor; Treg, T regulatory cell; APC, antigen-presenting cell.
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HES1 (Hes1). GATA3 is a zinc-finger transcription factor that 
is expressed as early as the ETP stage. Expression increases until 
the thymocytes reach the DN3 stage of T-cell development. 
TCF-1 and HES1 are also highly expressed by the ETP popula-
tion. HES1 has been shown to be important for restraining the 
myeloid cell developmental pathway, as ETP cells maintain the 
potential to develop into natural killer (NK) and myeloid cell 
populations. Activation of Bcl11b, a transcriptional repressor 
that is also highly upregulated from the early ETP stage onward, 
restrains NK cell development.

Fate Commitment Occurs at the Double-Negative Stage
ETP undergo 1000-fold expansion over a period of 10 days.3

Developing thymocytes eventually go through a series of well-
defined stages marked by changes in the co-receptors CD4 and 
CD8 (see Fig. 9.1). Because ETP and their immature thymocyte 
progeny express neither CD4 nor CD8, they are called double-
negative (DN) thymocytes. As DN thymocytes proceed through 
developmental checkpoints, they migrate outward from the 
CMJ into the cortical subcapsular zone, transitioning through 
so-called DN1, DN2, DN3, and DN4 stages in sequential order. 
These different stages are marked by differential surface expres-
sion of other cell-surface markers: CD44 and CD25.

In mice, DN1 cells express CD44 but not CD25 (CD44+CD25−). 
They can give rise to either αβ or γδ T cells but retain the poten-
tial to differentiate into NK cells and myeloid cell populations.5,6 
In human, DN cells are distinguished by other cell-surface mol-
ecules: CD34+CD1a−.7 As DN1 progress, they begin to express 
CD25. These DN2 cells (mice: CD44+CD25+ and humans: 
CD34+CD1a−) migrate into the thymic cortex. As they mature, 
they lose their NK and myeloid potential.

T-CELL RECEPTOR GENE REARRANGEMENT 
BEGINS AT DN2
During the DN2 to DN3 transition, thymocytes are firmly com-
mitted to the T-cell lineage. However, they still have the poten-
tial to be αβ or γδ T cells. During this stage, the TCR β-chain, 
γ-chain, and δ-chain loci begin to rearrange (Chapter 4). The 
TCR α/δ, β, and γ gene loci are on three different chromosomes. 
The TCR δ-chain locus is embedded within the TCR α locus, 
which ensures that cells committed to the αβ T-cell lineage 
cannot express γδ TCR as well—the δ-chain genes are excised 
in the process of α-chain gene rearrangement as an extrachro-
mosomal circle. The β, δ, and γ (but not α) loci adopt an open 
conformation at this stage, which allows recombination to ini-
tiate simultaneously. Commitment to the αβ or the γδ T-cell 
fates is dependent on which receptor is expressed first. This race 
occurs at the DN3 stage (see Fig. 9.1, step 2), where cells are 
CD44−CD25+ in mice and CD34+CD1a+ in humans.

γδ T Cells Diverge at DN3
If a developing thymocyte has productive, in-frame rearrange-
ments at both the TCR γ and δ loci before a productive β-chain 
rearrangement, the cell is fated to become a γδ T cell. Because 
of the necessity for successful rearrangements at two loci rather 
than one, the thymus produces fewer γδ T cells than αβ T cells. 
Furthermore, the selection requirements for γδ T cells are dif-
ferent from αβ T cells and generally less well understood. After 
they leave the thymus, γδ T cells are disproportionally repre-
sented in nonlymphoid tissues, particularly epithelial tissues 

such as the skin, lung, and intestine.9 In addition to T-cell com-
mitment at the ETP stage, Notch signaling regulates the αβ ver-
sus γδ cell fate. αβ T cells have a higher requirement for Notch 
signaling, whereas γδ T cells are less sensitive. ID3, a negative 
regulator of E2A, plays a key role in integrating Notch and TCR 
signals to determine lineage commitment.9 Notch signaling is 
required for β-selection, and γδ T cells induce higher levels of 
ID3 compared to β-selected thymocytes.

Beta Selection Generates αβ T Cells
If a productive rearrangement at the TCR β locus occurs at 
the DN3 stage, the β chain pairs with a nonrearranging pre-T   
α chain (also known as a surrogate α chain). This β-preTα het-
erodimer is assembled with CD3 molecules to form a productive 
pre-TCR complex that is transported to the cell surface. Signal-
ing from this receptor is called β selection, and represents a key 
checkpoint in committing cells to the αβ lineage (see Fig. 9.1, 
step 2). At this point, the cell proceeds to downregulate CD25 to 
become DN4 cells (CD44−CD25−), where gene rearrangement 
is halted and rapid proliferation is induced. DN4 is a transient 
stage, and these cells rapidly begin to upregulate CD4 and CD8 
on their cell surface, becoming positive for both (e.g., double-
positive or DP) as they proliferate. These DP thymocytes make 
up the majority of thymocytes (approximately 80%). During 
this time, there is a second wave of Rag gene expression, which 
allows rearrangements at the TCR α locus. Productive rear-
rangements at the TCR α locus lead to expression of αβ TCR on 
the cell surface. The TCR can then recognize self-peptide:MHC 
(Chapters 5 and 6) to undergo further selection processes.

• T-cell development occurs in and requires the thymus.
• Patients without a thymus due to FOXN1 mutations or DiGeorge 

syndrome lack circulating T cells.
• T cells are the progeny of HSC that circulate through blood and seed 

the thymus.
• ETPs are the first cells to seed the thymus, and their development 

into T cells requires Notch signals.
• Cells progress through the DN, then DP, stages as they recombine 

the TCR genes in order to express a surface T-cell receptor.
• Both αβ and γδ T cells are produced in the thymus, and their distinc-

tion occurs at the DN3 stage. 

KEY CONCEPTS
The Thymus is the Anatomic Site Where T Cells 
Develop

POSITIVE AND NEGATIVE SELECTION
The rearrangement and pairing of αβ TCR genes is random, and 
the TCRs on DP thymocytes have specificities that react to a 
wide range of antigens (both self or foreign) or don’t react at all. 
Additionally, some receptors, while potentially capable of bind-
ing to a peptide antigen, may not bind to the peptide when pre-
sented by that individual’s MHC molecules. For any individual, 
a useful T cell is one that can recognize an antigen presented by 
a self-MHC molecule. Thus, a positive selection step is needed 
to enrich the T-cell repertoire “with MHC-restricted” TCRs that 
are specific for antigens only in the context of the host’s particu-
lar set of MHC molecules (Chapters 5 and 6).10



133CHAPTER 9 T-Cell Development

a strong signal. These cells undergo cell death by clonal deletion. 
In the middle is a window of positively selected conventional   
T cells with receptors that bind to self-peptide:MHC, but with a 
weaker, more acceptable, affinity.

Under this model, thymocytes that have high-affinity inter-
actions with self-peptides will generally undergo apoptosis and 
be deleted. However, some cell types, such as regulatory T cells 
and other specialized lymphocytes, are able to avoid this cell fate 
in spite of being “more” self-reactive (see below). These agonist 
selected cells depend on other molecular factors, such as CD1d 
and costimulatory molecules, for their survival. Although the 
choice of survival or death appears binary, there is some sto-
chastic overlap between agonist selected cells and clonal dele-
tion.14 This enables the survival of selected T cells with some 
potentially hazardous T cells.

The different epithelial cells in the cortex and medulla of the 
thymus are specialized for positive and negative selection. cTECs 
are essential for positive selection. The crucial role that cTECs 
have in selection is mediated in part by their peptide process-
ing machinery, which gives them the ability to present a largely 
unique peptide:MHC repertoire (also known as the peptidome).

In APC, peptide fragments are loaded onto MHC molecules 
after cytosolic proteins are degraded by proteasomes. These pro-
teasomes have a catalytic core that consists of three subunits: 
β1, β2, and β5. cTECs have the unique proteasome subunit β5t, 
while other APCs can only express β5 or β5i. This endows cTECs 
with the ability to present specialized peptides produced by the 
thymoproteosome (specifically composed of subunits β1i, β2i, 
and β5t), allowing for a peptide:MHC peptidome that promotes 
positive selection and shapes the T-cell repertoire.

TCRs that bind strongly to self-peptides also present a risk, 
as these T cells may trigger autoimmunity. Therefore, a negative 
selection step is required to prune autoreactive clones from the 
T-cell repertoire. Together, these selection checkpoints permit 
the production of a diverse repertoire of mature T cells that are 
MHC-restricted, self-tolerant, and can be exported from the 
thymus into the periphery.

Positive Selection Generates an “MHC-Restricted” 
T-Cell Pool
In the thymic cortex, DP thymocytes audition for selection.10 
These immature cells only have a life span of 3 to 4 days and, 
without engagement of the TCR, their default pathway is one of 
apoptosis—a form of programmed cell death called “death by 
neglect” (Chapter 17). It is estimated at anywhere between 85% 
to over 90% of these precursors are unable to be selected and are 
eliminated in this manner.10,11 Cells that avoid this fate undergo 
positive selection, in which the αβ TCR binds with low to inter-
mediate avidity to self-peptide:MHC complexes presented by 
cTEC, promoting cell survival (see Fig. 9.1, step 3). As the self-
peptides presented in the thymus are displayed on the host’s own 
MHC molecules, positive selection ensures that only self-MHC-
restricted DP thymocytes mature into CD4 or CD8 single posi-
tive (SP) thymocytes. After undergoing positive selection in the 
cortex, DP thymocytes up-regulate chemokine receptors such 
as CCR7 and migrate towards the medulla.3 As the thymocyte 
crawls through the CMJ into the medullary region, it interacts 
with other thymic APCs, which can drive negative selection.

Negative Selection Generates a “Self-Tolerant”  
T-Cell Pool
Among the TCR expressed by DP thymocytes, some bind 
strongly to self-peptide:MHC. During the selection processes in 
the thymus, these autoreactive T-cell clones are removed from 
the repertoire in a process called negative selection (see Fig. 9.1, 
step 4). Apoptosis by these cells “deletes” them from the T-cell 
repertoire. The elimination of autoreactive TCRs via cell death 
is also known as clonal deletion. While the majority of negative 
selection occurs in the cortex at the DP stage, there is also a 
second wave of clonal deletion in the more mature thymocytes 
that are located in the medulla.10,12 The deletion of self-reactive 
T-cell clones plays a key role in the establishment of central tol-
erance. This process is mediated by the different APCs found 
throughout the thymus (Chapter 6). While self-antigens pre-
sented by cTECs promote positive selection, negative selection 
can be mediated by mTEC as well as hematopoietic APCs such 
as DC and B cells.13

Role of Peptide:MHC in Negative and Positive Selection
The affinity model of selection holds that the strength of signal 
that results from the interaction between the self-peptide:MHC 
and TCR underlies positive and negative selection (Fig. 9.2).10

According to this model, there is a spectrum of strength of 
signal across the large array of developing thymocytes. At one 
end of the spectrum are T-cell receptors that do not bind, and 
thus do not respond, to self-peptide:MHC. These cells will auto-
matically undergo cell death after a few days—which is termed 
death by neglect. At the other end of the spectrum are cells that 
express T-cell receptors that bind with high affinity and generate 
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FIG. 9.2 The Fate of Thymocytes is Determined by How 
Strongly They Bind to Major Histocompatibility Complex 
(MHC)/Self-Peptide. In the affinity model of selection, the 
strength of the interaction between the self-peptide:MHC and 
T-cell receptor (TCR) determines whether cells are selected 
or undergo apoptosis. Cells with TCR that cannot form a sta-
ble interaction with self-peptide:MHC will either undergo 
another round of TCR gene rearrangement in a process 
termed receptor revision or receptor editing, thereby express-
ing another TCR, or they will die by neglect after a few days.   
T cells with TCRs that interact weakly with self-peptide:MHC 
will avoid death by neglect and undergo positive selection. 
These cells can potentially become conventional CD4 or CD8 T 
cells. T cells with TCR that interact strongly, and thus are highly 
self-reactive, will undergo negative selection by clonal deletion. 
Some autoreactive cells, particularly those that recognize the 
very rare self-peptide:MHC, are able to avoid apoptosis and 
instead become regulatory T cells, although this is not thought 
to have a strict affinity threshold. Treg, T regulatory cell.
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mTECs, on the other hand, play a crucial role in negative 
selection. These cells are specialized to express tissue-restricted 
antigens (TRAs), proteins normally produced only in one or two 
tissues in the body. An example of a TRA is insulin—a protein 
otherwise only produced in the pancreas. The thymic expres-
sion of TRA is essential to achieve self-tolerance to all proteins 
in the body. TRA expression in mTECs is largely dependent on 
a transcriptional regulator called autoimmune regulator protein 
(AIRE) (see Table 9.1).

CD4 AND CD8 T-CELL CHARACTERISTICS ARE 
SET IN THE THYMUS
Conventional αβ T cells in the periphery are either CD4 helper   
or CD8 cytotoxic T cells. This divergence of co-receptor expres-
sion and effector cell type is determined in the thymus. This 
decision is made after surface TCR expression: only positively 
selected DP thymocytes can transition into CD4 or CD8 SP   
thymocytes (see Fig. 9.1, step 5). A DP thymocyte with an MHC 
class I-restricted TCR loses CD4 expression and becomes a   
cytotoxic CD8 SP thymocyte, while a DP thymocyte with an 
MHC class II-restricted TCR loses CD8 expression and becomes 
a helper CD4 SP thymocyte.

The molecular pathways by which CD4/CD8 lineage com-
mitment is established and reinforced include two critical 
transcription factors: ThPOK and Runx3 (see Table 9.1).6.15,16

ThPOK is essential for differentiation to the CD4 helper lineage, 
while Runx3 is essential for differentiation to the CD8 cytotoxic 
lineage. These factors are mutually antagonistic; for example, 
Runx3 promotes Cd8 expression while repressing Cd4 and 
ThPOK expression.

Specialized Lymphocytes
Conventional αβ and γδ T cells are not the only cells that 
develop and emerge from the thymus. There are also special-
ized lymphocyte populations that are numerically fewer but still 
play important roles in host immune responses. These include 
lipid-reactive natural killer T (NKT) cells, CD8αα+ intraepi-
thelial lymphocytes (IELs), and mucosal-associated invariant 
T (MAIT) cells (see Table 9.1). Compared to conventional αβ   
T cells, NKT cells and IELs express TCRs that are more self-
reactive. Thus, their development is referred to as agonist selec-
tion in the thymus.14 These specialized lymphocytes require   
distinct molecular factors for their development.

NKT cells express an αβ TCR. However, rather than being 
peptide specific and MHC class I- or II-restricted, they recog-
nize lipid antigens in the context of CD1d molecules.14,17 The 
TCR repertoire expressed by NKT cells is highly restricted, con-
sisting of either TCR Vα14-Jα18 (mice) or Vα24-Jα18 (humans) 
chains paired with limited TCR Vβ chains. Due to this “invari-
ant” TCR, these cells are named invariant NKT (iNKT) cells. 
Selection of iNKT cells happens in the thymic cortex at the DP 
stage. However, rather than being positively selected by thymic   
cTEC like conventional T cells, iNKT cells are selected by other 
DP thymocytes presenting lipid antigens by CD1d, a non-
classical MHCI-like molecule. Strong TCR signaling at this 
stage, along with interactions between signaling lymphocyte 
activation molecule family (SLAMF) receptors. Drives agonist 
selection of iNKT cells. iNKT cells are specified by the expression 
of the transcription factor PLZF and can further differentiate   
into different iNKT effector subsets within the thymus.

Like NKT cells, MAIT cells have a limited TCR repertoire 
due to restricted TCRα chain usage. These TCR generally con-
sist of either Vα19-Jα33 (mice) or Vα7.2-Jα33 (humans) paired 
with limited TCR Vβ chains.18 MAIT cells recognize metabo-
lites of vitamin B in the context of the nonclassical MHCI-like 
molecule MR1 and are selected for during the DP stage of thy-
mocyte development by other DP thymocytes.

IEL are T cells that reside within the gut epithelium and 
include a population that express αβ TCR and CD8αα homodi-
mers. These CD8αα+ IEL derive from agonist-selected thymic 
precursors (IELp) and have a small repertoire size.14,19 Dur-
ing thymocyte selection, strongly self-reactive DP thymocytes 
undergo clonal deletion; but without CD28 costimulation, more 
cells are diverted into the IELp fate. These TCR αβ+ IELp can 
then be found within DN thymocyte population, and most are 
localized within the cortex.

• A positive selection step selects for progenitors with an αβ TCR that 
can bind to MHC molecules, leading to an “MHC restricted,” or use-
ful, pool of T cells in each individual.
• These MHC molecules must be present on epithelial cells of the 

thymus.
• CD4 helper and CD8 killer lineage is determined by which class of 

MHC molecule is recognized—a process called lineage commitment.
• MHC class II recognition by the TCR and CD4 co-receptor gener-

ates helper T cells, through the transcription factor ThPOK.
• MHC class I recognition by the TCR and CD8 co-receptor gener-

ates killer T cells, through the transcription factor Runx3.
• A negative selection step eliminates T cells with the most strongly 

self-reactive TCRs, leading to a “tolerant” or safe pool of T cells.
• The thymus also selects and provides instruction for smaller popula-

tions of specialized T cells, such as those that reside at barrier surface 
(skin and gut), recognize metabolites (MAIT cells), or recognize lipids 
(NKT cells). 

KEY CONCEPTS
The Thymus Selects for Clones That Are  
Useful and Safe

TOLERANCE
An effective immune system is one that can respond robustly to 
foreign pathogens without having unwanted responses against 
the host’s own cells and tissues (Chapter 10). This immuno-
logical tolerance to self-antigens is enforced early during T-cell 
development in the thymus by the elimination of strongly self-
reactive thymocytes by means of clonal deletion. This central 
tolerance mechanism is not complete. Self-reactive T cells are 
able to escape into the periphery. However, there is an addi-
tional tolerance mechanism, the development of regulatory   
T cells (Treg), that helps control immune responses.20

Regulatory T cells are self-reactive CD4 T cells that express 
CD25 and the transcription factor FoxP3 (see Table 9.1). They 
generally suppress immune responses, as opposed to initiating 
them. They are only a small proportion of both developing CD4 
SP thymocytes (approximately 1%) and CD4 T cells in second-
ary lymphoid organs (approximately 10% to 15%), but they play 
a key role on immune homeostasis.21

Despite being self-reactive, some cells survive and undergo 
“agonist selection” instead of being deleted.10,14 This step for 
Treg development is thought to happen in the thymus at the 
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CD4 SP stage in the medulla (see Fig. 9.1, step 6). As TCR that 
have high affinity for self-peptide:MHC can also be clonally 
deleted, there is some overlap between conventional T cells that 
undergo apoptosis and Treg selection (see Fig. 9.2). Treg pro-
genitors are able to avoid apoptosis due to pro-survival cyto-
kine signals, such as interleukin-2 (IL-2). Cytokines also play a 
role in inducing FoxP3 expression, converting progenitors into 
mature CD25+ FoxP3+ Treg.

Autoimmunity Results From the Lack of Tolerance 
(AIRE, FoxP3)
Treg can be specific for tissue-restricted antigens. AIRE, 
which mediates the expression of these TRA by thymic   
antigen-presenting cells like mTEC, is thus critical for both 
Treg development and clonal deletion of self-reactive thy-
mocytes.21 Mice that lack Aire have increased numbers of 
autoreactive T cells in peripheral tissues, leading to multi-
organ destruction and autoantibody production. In humans, 
mutations in AIRE lead to multi-organ autoimmune dis-
ease, particularly in endocrine organ. This is referred to as 
autoimmune polyendocrine syndrome 1 (APS-1) or autoim-
mune polyendocrinopathy candidiasis ectodermal dystrophy
(APECED).20,22 The importance of Treg in immune tolerance 
is demonstrated by patients that have mutations in FOXP3. 
Such patients develop a fatal lymphoproliferative disease 
called immune dysregulation, polyendocrinopathy, enteropathy, 
X-linked (IPEX) syndrome (Chapter 13).

signaling, along with low or “tonic” levels of TCR signaling, 
allow for survival and homeostatic cycling.24 These T cells can 
then function in adaptive immune responses.

THYMIC ATROPHY
In the young, approximately 106 thymocytes in mice and 107 to 
108 thymocytes in humans are exported from the thymus into 
the circulation every day. These populations account for about 
1% of all thymocytes.3 However, there is a decline in T-cell out-
put by the thymus with age. The decline begins around puberty25

and accelerates in older adults (Chapter 21). This decrease in 
T-cell output is due to age-related regression of the thymus, or 
thymic involution (Fig. 9.3).

During thymic involution, there is both a reduction in tissue 
mass and an alteration in the thymic architecture, with an accu-
mulation of adipose tissue. This leads to reduced thymopoiesis 
and a loss of diversity among the thymic emigrants that join 
the naïve T-cell pool. These RTEs are not only fewer in number 
but also of different quality: aged RTEs have lower proliferative 
capacity and defective TCR-induced calcium signaling. Taken 
together, this results in elderly individuals having reduced 
immune responses, which leads to higher rates of infection, 
autoimmune disease, and cancer.

Age-related disorganization of thymic stromal cells is asso-
ciated with accumulation of adipose tissue, and obesity can 
enhance involution. Furthermore, age and obesity are not the 
only factors that can drive thymic atrophy. Acute stressors—
examples being infections (bacterial, viral, fungal) and medical 
treatments (such as chemotherapy or stem cell transplanta-
tion)—can lead to rapid, stress-induced thymic atrophy.26 When 
this stressor is removed, the tissue will often recover. However, 
reduced thymic output can lead to lymphopenia in patients, and 
this delay in thymic function during recovery can leave patients 
vulnerable to opportunistic infections.

• Some strongly reactive thymocytes undergo apoptosis, eliminat-
ing the most dangerous clones from the repertoire—this process is 
called clonal deletion.

• Other strongly reactive thymocytes upregulate the transcription fac-
tor FoxP3 instead, and become regulatory T cells, which also contrib-
ute to tolerance.
• Patients with mutations in the FOXP3 gene experience lethal lym-

phoproliferative disease.
• The transcription factor AIRE causes tissue-specific antigens to be 

expressed in medullary epithelial cells of the thymus, leading to clonal 
deletion and Treg induction, so that T cells are generally tolerant of tis-
sues.
• Patients with mutations in the AIRE gene experience multi-organ 

autoimmune disease. 

KEY CONCEPTS
An Important Function of the Thymus is to 
Make T Cells Tolerant of Self

MIGRATION OF THYMOCYTES INTO 
THE PERIPHERY
Following positive selection, SP thymocytes spend a few days 
in the thymic medulla perusing APCs there for tolerance pur-
poses and completing their differentiation to become func-
tional T cells, before emigrating via blood vessels at the CMJ.3,23

The competence to emigrate is signaled by the upregulation of 
a zinc-finger transcription factor Kruppel-like factor 2 (KLF2) 
(see Table 9.1). KLF2 upregulates both sphingosine-1-phosphate 
receptor 1 (S1PR1), a lipid receptor that allows for thymic egress, 
and CD62L (also known as L-selectin), which allows for entry 
into peripheral lymphoid tissue. Recent thymic emigrants 
(RTEs) and other naïve T cells express IL-7 receptor, and IL-7 
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FIG. 9.3 Thymic Atrophy Results in a Less-Diverse Reper-
toire With Age. The thymus expands early in life, reaching peak 
size at about puberty. The aging thymus undergoes involution, 
where reduced tissue mass and altered thymic architecture 
leads to a decrease in T-cell output. While a young thymus can 
support robust thymopoiesis, leading to a diverse T-cell reper-
toire (distinct clones depicted as different colors), an aged thy-
mus is characterized by reduced T-cell output. Due to this change 
in thymic function with age, the naïve T-cell pool has reduced 
size and diversity, and, as a consequence, the T-cell pool of an 
older individual is skewed more towards memory populations.
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• Once thymocytes complete maturation in the thymus, they emigrate 
and become established in lymphoid organs throughout the body.
• This process requires the sphingosine phosphate receptor, S1PR1, 

and L-selectin.
• Naïve T cells require the cytokine IL-7 and “basal” TCR signals from 

continued MHC recognition for long-term survival.
• The thymus atrophies starting after puberty, producing fewer new   

T cells as individuals age.
• This contributes to poor immune responses in the elderly.

• T cells are depleted, termed lymphopenia, during some acute and 
chronic viral infections and some medical treatments. 

KEY CONCEPTS
T-Cell Homeostasis

• Deducing how the T-cell receptor senses MHC class I versus MHC 
class II and coordinates the expression of the appropriate CD8 or CD4 
co-receptor, respectively.

• Understanding what thymic processes malfunction in common auto-
immune diseases, such as type I diabetes.

• Better tools and markers to study αβ T-cell development and the acqui-
sition of innate-like functions prior to thymic export.

• Developing strategies to combat thymic involution with age and   
increase T-cell development, especially following bone marrow trans-
plantation. 

ON THE HORIZON
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T-Cell Activation and Tolerance
Erik J. Peterson
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Activation of T lymphocytes during immune responses 
triggers a series of gene transcriptional regulatory, prolifera-
tion, differentiation, and effector functions. T-cell functions 
coordinate with other leukocytes to permit the immune sys-
tem to react against foreign antigens without initiating self-
reactivity or autoimmunity. Each of these functions is fully 
dependent on environmental cues that are recognized by cell 
surface  receptors and are then translated through biochemi-
cal alterations within the cell. This chapter discusses signal 
transduction through one of the best studied of these recep-
tors, the antigen-specific T-cell receptor (TCR) complex. It ad-
dresses the mechanisms whereby signals propagated through 
the TCR combine with those from costimulatory receptors 
to yield either productive activation or immune tolerance. It 
also discusses how abnormal TCR signaling, and imbalanced 
signaling through costimulatory or coinhibitor molecules, 
can contribute to T-cell dysfunction and disease (Table 10.1). 
Targeting these molecular pathways has resulted in several 
clinically relevant drugs currently used to treat autoimmunity, 
transplant  rejection, and cancer.

• Dysfunction or deficiency of T-cell signaling proteins (induced or 
spontaneous) has been causally linked to disease states in animals or 
humans

• TCR signaling molecules wherein mutations may lead to immune 
deficiency and/or T-cell hypofunction include:
• CD45
• LCK
• ZAP-70
• SLP-76
• LAT
• Mst1
• PI3Kδ
• RasGRP1

• Molecules wherein mutations may lead to exaggerated lymphocyte 
proliferation include:
• CTLA-4
• PD-1
• SHP-1
• CD95/CD95 ligand
• SAP
• CBL
• ZAP-70
• LYP
• DGK 

CLINICAL RELEVANCE

THE T-CELL ANTIGEN RECEPTOR COMPLEX
The TCR complex consists of a ligand-binding TCR α/β or γ/δ
heterodimer (Chapter 4) in association with the CD3/ζ chain 
complex, which provides transmembrane signal transduction 
capability.1 Specificity of the TCR for antigen resides exclusively 
within the highly polymorphic, clonotypic, ligand-binding α/β
or γ/δ heterodimers. Although many of the biochemical events 
leading to α/β and γ/δ T-cell activation are similar, α/β T cells 
exhibit a broader spectrum of antigen reactivity and are thought 
to participate in a wider range of specific immune responses. 
This chapter focuses on α/β T cells.

The α/β TCR specifically recognizes short (8 to 9 amino acid) 
polypeptide ligands bound to major histocompatibility complex 
(MHC) protein (Chapter 5) on the surface of antigen-presenting 
cells (APCs) (Chapter 6). Coreceptor molecules expressed on 
subsets of α/β T cells determine whether the TCR recognizes 
class I or class II MHC. CD4 T cells are stimulated by processed 
exogenous antigen presented by class II MHC molecules on the 
surface of professional APCs. CD8 T cells respond to peptides 
synthesized by APCs and presented by class I molecules. CD4 
and CD8 associate with MHC class II and class I molecules, re-
spectively, to stabilize the tripartite interaction between the TCR, 
antigen, and MHC, which increases the effectiveness of TCR 
engagement.

Although the α/β chains of the TCR contain all informa-
tion necessary for antigen/MHC binding, these proteins are 
not sufficient to initiate the intracellular biochemical events 
that signal antigen recognition. Instead, signal transduction 
is accomplished by noncovalently associated CD3 and TCRζ
polypeptides, which include several pairs of transmembrane 
hetero- or homodimers (Fig. 10.1). Each CD3 and ζ chain de-
rives signaling capacity from the presence of one or more cy-
toplasmic domains known as immunoreceptor tyrosine-based 
activation motifs (ITAMs).2

TCR engagement activates several families of protein tyrosine kinases, 
which are required for propagation of second messenger-instigated in-
tracellular signaling:
• Src family: LCK, FYN
• Syk family: ZAP-70
• Tec family: ITK, RLK 

KEY CONCEPTS
T-Cell Receptor Induces Serial Tyrosine Phosphorylation
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Activation of Protein Tyrosine Kinases by the T-Cell 
Receptors and the Role of the Immunoreceptor 
Tyrosine-Based Activation Motifs
The likelihood of a given TCR interaction with peptide/
APC ligand to result in productive intracellular signaling is 
a    function of multiple biophysical factors, including TCR-
binding affinity (“off rate”), conformational states of TCR 

TABLE 10.1 Phenotypes Associated With Deficient Function of Selected T-Cell Signaling 
Molecules

PHENOTYPE

Molecule Affected Signaling Event Mouse Human

TCR Signaling
CD3 γ TCR expression B+T+NK+ SCID B+T+NK+ SCID
CD3 ε TCR expression B+T−NK+ SCID B+T+/−NK+ SCID
CD3 δ TCR expression B+T−NK+ SCID B+T−NK+ SCID
CD3 ζ TCR expression, TCR-mediated 

PTK activation
B+T+NK+ SCID B+T+NK+ SCID

ZAP-70 TCR-mediated PTK activation B+T+/−NK+ SCID. TCR αβ T cells are 
absent, but TCR γδ T cells survive. 
Arthritis occurs in some inbred 
strains

B+T+/−NK+ SCID. CD8 T-cell lymphopenia. 
Overexpressed in some hematological 
malignancies

LCK TCR-mediated PTK activation B+T+/−NK+ SCID. Impaired thymopoi-
esis and proliferation

B+T+NK+ SCID. CD4 lymphopenia, absent 
CD28 expression on CD8 T cells, and 
hypogammaglobulinemia

CD45 Maintenance of SRC family PTK in 
“open” conformation

B+T+/−NK+ SCID. Impaired thymo-
poiesis

B+T+/−NK+ SCID. Impaired thymopoiesis, de-
creased cytotoxic T-cell responses, progres-
sive hypogammaglobulinemia, genetic poly-
morphisms may correlate with increased 
prevalence of autoimmune disease

SAP SHP-2 binding to SLAM Increased susceptibility to lymphocyt-
ic choriomeningitis virus, reduced 
IgE production, NKT-cell deficiency

X-linked lymphoproliferative disease (XLP) 
with B-cell hyperresponsiveness, NKT-cell 
deficiency

WASP Actin polymerization Decreased T-cell proliferation and 
interleukin-2 (IL-2) production

Wiscott-Aldrich syndrome (immunodeficiency, 
atopic dermatitis, thrombocytopenia, bloody 
diarrhea)

CBL/CBL-ba E3 ubiquitin ligase. Recruitment of 
CrKL/C3G inhibitory complex

Hyperproliferative T cellsa Proto-oncogene for leukemia

LAT Coupling PTK activation to 
downstream signals

B+T−NK+ SCID. Absolute block in 
thymopoiesis

SLP-76 Coupling PTK activation to down-
stream signals

B+T−NK+ SCID. Absolute block in 
thymopoiesis. Defect in vascular/
lymphatic development

ITK/RLK Amplification of proximal PTK 
signals. Activation of PLCγ1

Defective Th2 immune responses

CTLA-4 Inhibition of CD28-mediated 
costimulation

Fatal lymphoproliferative disease 
with myocarditis, pancreatitis

Allelic variants associated with autoimmunity, 
including Hashimoto thyroiditis, Graves 
disease, and systemic lupus erythematosus

SHP-1 Downregulation of PTK activity Autoimmunity, inflammatory lung 
disease. “Moth-eaten” mice

LYP (Lymphoid phos-
phatase; PTPn22 gene 
product)

Attenuation of LCK activity Augmented TCR-stimulated IL-2 
production and proliferation

Allelic variants are associated with increased 
risk of rheumatoid arthritis, systemic lupus 
erythematosus, type 1 diabetes mellitus

DGKζ Downregulation of DAG-depen-
dent Ras activation

Impaired T-cell anergy induction

Mst1 (STK4) Suppression of Akt, phosphoryla-
tion of FoxO transcription factor

Inefficient thymic egress; impaired 
positive selection; impaired Treg 
development and function

Recurrent infections; progressive loss of pe-
ripheral CD4 T cells; autoimmune hemolytic 
anemia

IL-2R Signaling
γc Coupling IL-2 binding to JAK 

activation
B+T−NK− SCID B+T−NK− SCID, X-linked SCID

JAK3 Phosphorylation of STAT proteins B+T−NK− SCID B+T−NK− SCID

γc, Common γ-chain (IL2Rγ); IgE, immunoglobulin E; NK, natural killer; SCID, severe combined immunodeficiency; TCR, T-cell receptor.
aCBL and CBL-b are closely related; CBL-b-deficient mice develop autoimmune features and more severe lymphoproliferative disease compared with mice lacking CBL.

components driven by application of mechanical forces, as 
well as the activation states of membrane-associated enzy-
matic mediators.1 Together these factors confer extraordinary 
sensitivity and selectivity of the TCR for ligand, and determine 
signal strength. An array of membrane-proximal  molecular 
events translates signals  conferred by ligand  binding at the 
cell surface.
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FIG. 10.1 Biochemical Events in Early T-cell Receptor (TCR) Signaling. (1) The tyrosine phosphatase CD45 dephosphorylates the 
negative regulatory tyrosine residue on the CD4-associated protein tyrosine kinase (PTK) LCK, maintaining LCK in an activatable con-
formation. (2) Engagement of the TCR α/β heterodimer and the CD4 (or CD8) coreceptors by major histocompatibility complex (MHC)–
bound peptide antigen brings activated LCK into proximity with immunoreceptor tyrosine-based activation motif (ITAM)-bearing CD3 
chains. LCK phosphorylates the CD3ζ chain within ITAMs. (3) The phosphorylated CD3ζ-chain ITAMs interact with the tandem SH2 
domains of the cytoplasmic PTK ZAP-70, permitting activation of ZAP-70 and phosphorylation of downstream substrates.

Among the earliest biochemical events following engage-
ment of the TCR is the activation of LCK and FYN, two mem-
bers of the SRC family of protein tyrosine kinases (PTKs).2

Shared LCK and FYN functional motifs (Fig. 10.2) include an 
amino-terminal myristoylation sequence that directs mem-
brane localization, a SRC homology 3 (SH3) domain that per-
mits associations with other proteins containing regions rich in 
proline residues, a SRC homology 2 (SH2) domain that dictates 
interactions with proteins phosphorylated on tyrosine residues, 

a catalytic region, and a carboxyl-terminal tyrosine residue. 
The precise mechanism whereby LCK and FYN are stimulated 
by the TCR is not clear, but both have been shown to associate 
physically with TCR CD3 components and/or coreceptors CD4 
and CD8.

SRC family protein tyrosine kinase (PTK) enzymatic func-
tion is regulated, in part, by the state of tyrosine phosphory-
lation of the kinase. When the conserved carboxyl-terminal 
tyrosine residue is phosphorylated, SRC family PTKs adopt a 
“closed” conformation that is the product of an intramolecu-
lar interaction between that phosphotyrosine and the SH2 do-
main (Fig. 10.3). This intramolecular interaction inhibits the 
enzymatic activity of the PTK, limiting subsequent tyrosine 
phosphorylation–dependent signaling events. Phosphorylation 
of the carboxyl-terminal tyrosine (Y505 in LCK and Y527 in 
FYN) is dynamically regulated.3 Phosphate is transferred to the 
carboxyl-terminal tyrosine by the cytoplasmic negative regula-
tor PTK CSK and is removed by the transmembrane protein 
tyrosine phosphatase CD45. Current models hold that TCR 
signal propagation depends upon both recruitment of core-
ceptor-associated catalytically pre-activated LCK and de novo   
TCR-induced LCK activation.

Phenotypes of CD45-deficient cells in mice and humans 
highlight the critical regulatory importance of SRC family PTK 
carboxyl-terminal tyrosine phosphorylation.4 TCR signal trans-
duction in cell lines lacking CD45 is blocked at the most proxi-
mal step, and CD45 “knock-out” mice exhibit profound defects 
in thymocyte development and subsequent T-cell activation. 
CD45 deficiency in humans results in a T−, B+, NK+ severe 
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FIG. 10.2 Domain Organization of T-cell Receptor (TCR)-
Stimulated Protein Tyrosine Kinases (PTKs). Comparative 
schematic representation of members of three families of PTKs 
required for T-cell-activating signals. In addition to catalytic do-
mains, LCK (SRC family), ITK (TEC family), and ZAP-70 (SYK 
family) each contain regions responsible for mediating protein–
protein interactions, including SH3 and SH2 domains. SH3, Src 
homology 3; SH2, Src homology 2; PH, pleckstrin homology.
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combined immunodeficiency (SCID) (Chapter 34). These out-
comes correlate with markedly impaired LCK enzymatic activ-
ity and hyperphosphorylation of Y505, the regulatory tyrosine.

Following TCR engagement and above-described PTK ac-
tivation, numerous cellular substrates become tyrosine-phos-
phorylated, including the CD3 and TCR ζ-chain immunorecep-
tor tyrosine-based activation motifs (ITAMs) (see Fig. 10.1). In 
resting T cells, key tyrosine residues within the ITAMs are em-
bedded within the hydrophobic core of the plasma membrane 
lipid bilayer. Upon TCR triggering, conformational changes 
induced within the CD3 cytoplasmic tails result in enhanced 
tyrosine accessibility to the action of SRC family kinases.2

ITAM phosphorylation creates a docking site for another cyto-
solic PTK, ζ-associated phosphoprotein of 70 kilodaltons (kDa) 
(ZAP-70). ZAP-70, a member of the SYK family PTKs, contains 
a catalytic domain that is located carboxyl-terminal to two tan-
dem SH2 domains (see Fig. 10.2). The ZAP-70 SH2 domains 
have affinity for phosphotyrosine present within ITAMs. Thus 
inducible phosphorylation of the CD3 and ζ-chain ITAMs re-
sults in the formation of docking sites that mediate recruitment 
of ZAP-70. Upon recruitment to TCR, ZAP-70 enzymatic activ-
ity is increased as a result of phosphorylation by LCK as well as 
autophosphorylation. The net result of these phosphorylations 
is conversion of the TCR from an enzymatically inactive ligand-
binding complex to a potent membrane-associated PTK.

LCK and ZAP-70 are critically important for both thymocyte 
development and mature T-cell activation. Mice deficient in Zap-
70 or Lck exhibit a significant yet incomplete block in early T-
cell development (Chapter 9). The pre-TCR (a complex present 
on immature thymocytes that includes signaling components 
thought functionally similar to the TCR on mature T cells) appears 
to require Src and Syk family PTKs to transduce signals. ZAP-
70 deficiency and abnormal LCK function in humans create a   
T−, B+, NK+ SCID.5

Downstream of SRC and SYK family PTKs, TCR engage-
ment results in the activation of a third family of cytosolic PTKs, 
the Tec family, which includes TEC, ITK, and RLK. Tec PTKs 
contain SH2, SH3, and catalytic domains, as well as pleckstrin 
homology (PH) domains that mediate interactions with mem-
brane-localized phospholipids (see Fig. 10.2). PH domains per-
mit recruitment of Tec family kinases to the plasma membrane, 

where they can phosphorylate important substrates.6 ITK posi-
tively regulates antigen-receptor signaling through recruitment 
and activation of the lipid modulator PLCγ to a “signalosome” 
nucleated by the cytoplasmic adaptor protein SLP-76, and com-
mencement of signaling via PLCγ and Ras/MAPK cascades. 
Mice deficient in Tec kinases display variable partial defects in 
thymocyte development and peripheral T-cell maturation. The 
role of Itk in effector CD4 T-cell fate is shown by observations 
that loss of Itk leads to defective Th17 (Chapter 11) and regula-
tory T cell (Treg) 1 (Tr1) (Chapter 13) subset differentiation, but 
increased generation of Foxp3-positive Treg cells.
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FIG. 10.3 Model for Dynamic Regulation of LCK by Intramo-
lecular Interaction Between an SH2 Domain and Phosphoty-
rosine. The transmembrane phosphatase CD45 dephosphory-
lates tyrosine 505 in the carboxyl-terminus of the SRC family 
protein tyrosine kinase (PTK) LCK. CD45 activity maintains LCK 
in an “open” conformation, permitting LCK kinase domain ac-
cess to intracellular substrates. CSK activity opposes that of 
CD45; phosphorylation of tyrosine 505 results in an intramolec-
ular interaction between the SH2 domain and phosphotyrosine. 
Inhibition of LCK kinase activity correlates with the “closed” 
conformation (left).

TCR engagement leads to the activation of signaling cascades and   
transcription factors
• PLCγ1 activation →

• IP3 → calcium flux → NFAT
• Diacylcglycerol → PKC → NF-κB
• Diacylglycerol → Ras/MAPK → AP-1 

KEY CONCEPTS
T-Cell Receptor Signaling Pathways

Second Messenger Cascades Downstream of the T-Cell 
Receptor–Stimulated Protein Tyrosine Kinases
TCR engagement incurs numerous biochemical changes that 
are dependent on the activation of membrane-proximal PTKs. 
One intermediate event in TCR signaling is activation of the 
membrane-associated enzyme phospholipase Cγ1 (PLCγ1)   
(Fig. 10.4).7 PLCγ1 is phosphorylated by multiple TCR-
dependent PTKs, including both ZAP-70 and members of the 
Tec family. TCR-stimulated tyrosine phosphorylation alone is 
not sufficient to activate PLCγ1; relocalization of the enzyme 
into adaptor-protein nucleated complexes probably plays a 
critical role.

Activated PLCγ1 catalyzes the hydrolysis of plasma mem-
brane phospholipid phosphatidylinositol-4,5-bisphosphate 
(PIP2), giving rise to two second messengers, inositol 1,4,5-tri-
sphosphate (IP3), a sugar, and the lipid diacylglycerol (DAG). 
IP3 binds to a cognate receptor on endoplasmic reticulum 
(ER) and releases stored calcium from that organelle. Falling 
calcium ER concentrations are sensed by stromal  interaction 
molecule 1 (STIM1), an EF-hand domain– containing protein 
localized in the ER membrane.8 STIM1 aggregation activates 
membrane- localized store-operated calcium entry chan-
nels, including members of the transmembrane protein Orai 
family.

An Orai-dependent increase in intracellular calcium serves 
as a second messenger that activates calcineurin, a serine/thre-
onine phosphatase. Activated calcineurin dephosphorylates 
members of the nuclear factor of activated T cells (NFAT) fam-
ily, allowing NFAT to translocate from the cytosol to the nu-
cleus in order to activate genes important for T-cell activation. 
Knowledge of the calcineurin pathway has been exploited clini-
cally in disorders wherein suppression of T-cell activation is de-
sired. Calcineurin inhibitors cyclosporine and tacrolimus have 
long been employed in the prevention of human solid-organ 
transplant rejection (Chapter 89) and in treatment of T-cell–
driven autoimmune diseases (Chapter 51). Orai regulators in-
clude the transient receptor potential melastatin (TRPM) family 
of membrane ion channels. TRPM4 shapes the magnitude of 
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FIG. 10.4 Signaling Pathways Activated by T-cell Receptor (TCR) Engagement. TCR ligation results in activation of protein tyrosine 
kinases (PTKs), such as LCK and ZAP-70. Phospholipase Cγ1 (PLCγ1) becomes phosphorylated and activated by PTKs, including ITK. 
Hydrolysis of phosphatidyl inositol bisphosphate (PIP2) by PLCγ1 releases diacylglycerol (DAG) and inositol trisphosphate (IP3). IP3

stimulates an increase in intracellular calcium concentration, which activates the phosphatase calcineurin. Calcineurin dephosphory-
lates nuclear factor of activated T cells (NFAT), thereby signaling NFAT translocation to the nucleus. The formation of DAG leads to 
activation of RAS-GRP1 GEF activity and RAS activation. Active RAS binds and stimulates the kinase RAF1, initiating a cascade of 
serine/threonine kinases (MAPK cascade), leading to phosphorylation and nuclear translocation of the extracellular signal-regulated 
kinase (ERK) kinases. DAG formation also results in activation of the CARMA/BCL-1/MALT1 complex, leading to phosphorylation of IκB 
kinase (IKK). Active IKK phosphorylates IκB-a, leading to IκB-α degradation and release of NF-κB to the nucleus. TCR-activated PI3K 
catalyzes formation of PIP3 from membrane-associated PIP2; the phosphatase PTEN antagonizes PIP3 formation. PIP3 binds to the 
Akt lipid-binding pleckstrin homology domain, a required element in Akt activation. Active Akt both promotes the PKC-CARMA-NFκB 
pathway and blocks FoxO-dependent transcriptional regulation. Transcription factors NFAT, NF-κB, and those activated by the MAPK 
pathway cooperate to upregulate transcription of genes, such as IL-2, critical for T-cell activation.

TCR Ca2+ signals, and TRPM7 plays a key role in TCR signal-
ing termination and T-cell homeostasis. Purinergic ionotropic 
receptors (P2RX) are membrane channels that are activated by 
Ca2+ entry into mitochondria due to Orai/Stim function. ATP 
transit through P2RX promotes Th17 differentiation and sup-
presses Treg development.8

Another product of TCR-driven PIP2 hydrolysis, DAG, 
functions as second messenger to a parallel cascade of TCR sig-
naling intermediates, including protein kinase D (PKD), Ras 
guanyl nucleotide releasing proteins (RasGRPs), and members 
of the protein kinase C (PKC) family of serine/threonine ki-
nases.9 PKD cooperates with PKC-dependent signals to acti-
vate high-affinity binding capacity and clustering of integrins, 
a family of molecules that mediate TCR signal-augmented cell 
binding to adhesion molecules on APCs.10 RasGRP mediates 
activation of the Ras cascade. PKC is essential for full activa-
tion of the Ras/extracellular signal-regulated kinase (ERK) and 
nuclear factor-κB (NF-κB) cascades that are required to mount 
a TCR-stimulated gene transcriptional program and drive 
cellular activation.

In T lymphocytes, RasGRP1 is a guanine exchange factor that 
mediates exchange of guanosine triphosphate (GTP) for guano-
sine diphosphate (GDP) bound to RAS.11 RasGRP1-mediated 
activation can be envisioned as an analog rheostat, leading to 

varying intensities of downstream-activated Ras signaling, de-
pending on the strength of upstream stimulus.11 Genetic loss of 
RasGRP1 leads to severe defects in thymocyte development in 
mice, and inactivating RasGRP1 mutations leads to human im-
munodeficiency associated with decreased TCR-induced ERK 
activation, highlighting the importance of the RasGRP pathway 
in TCR signaling.

Active RAS activates and recruits the serine/threonine  kinase 
RAF to the plasma membrane. Active RAF, in turn, phosphory-
lates MEK, which phosphorylates ERK. ERK translocates to 
the nucleus and phosphorylates and activates several transcrip-
tion factors that are critical for TCR-induced transactivation of 
cytokines and other activation genes. Studies in cell lines and 
in genetically altered mice attest to the central importance of 
RAS activation for T-cell function. T-cell lines expressing acti-
vated RAS produce more IL-2 after TCR engagement, whereas 
cell lines carrying inhibitory RAS mutants produce minimal 
IL-2. Similarly, mice transgenic for activating Ras mutants 
show  alterations in thymocyte development and demonstrate a 
partially stimulated state in the absence of antigen binding.

TCR stimulation also triggers a cascade headed by phosphati-
dylinositol 3′-hydroxyl kinase (PI3K) (see Fig. 10.4).12 PI3Ks are 
composed of two noncovalently bound subunits. The p85 regu-
latory subunit activates the kinase activity of the p110 catalytic 



142 PART I Principles of Immune Response

subunit. PI3K phosphorylates phosphoinositides, which play an 
important role in the regulation of several downstream serine/
threonine kinases, including protein kinase B (PKB) (Akt). Akt 
promotes the NF-κB pathway downstream of PLCγ1- and DAG-
driven PKC. Although TCR engagement alone can stimulate 
some degree of PI3K function, full activity of the lipid kinase 
requires costimulation of the T cell through receptors, such as 
CD28 (see below). The outcomes of PI3K and Akt signaling play 
essential diverse roles in T-cell development, differentiation, and 
effector function, most of which maximize effector T-cell acti-
vation responses. These include suppressing the induction of 
Foxp3+ Tregs and the expression of proapoptotic molecules, in-
cluding Bim or Bad, and of cell cycle inhibitors. At the same time, 
PI3K signaling promotes T-cell survival via enhancing metabolic 
processes, including glucose uptake and glycolysis. The impor-
tance of this pathway is suggested by the efficacy of PI3K in-
hibitors in animal models of T-cell–driven autoimmunity, and 
in treatment of human malignancies, in which inhibition of   
PI3Kδ activity can lead to an acute impairment of  Treg-mediated 
suppression at tumor and inflammatory sites.13

TCR cross-linking also leads to activation of the cytoplas-
mic serine/threonine kinase PKC-θ. PKC activation results in 
nuclear translocation of members of the NF-κB family of tran-
scription factors (see Fig. 10.4).14 In the basal state, NF-κB fam-
ily members are sequestered in the T-cell cytoplasm through in-
teraction with inhibitors of NF-κB (IκB). In the TCR-stimulated 
cell, IκB kinases (IKKs) phosphorylate and degrade IκB, leading 
to transient NF-κB freedom and translocation to the nucleus. 
Upstream of IKKs, PKC-θ activation results in the formation of 
a multimolecular activating complex composed of CARMA1, 
BCL-10, and MALT1 (CBM). Requirements of CBM assembly 
for optimal TCR signaling have been established through obser-
vation of defects in T-cell activation and survival resulting from 
deficiencies in CBM proteins.

INTEGRATION OF SECOND-MESSENGER 
PATHWAYS BY ADAPTOR PROTEINS
Adaptor proteins lack enzymatic or transcriptional regulatory 
activity. Instead, they possess modular domains responsible for 
subcellular relocalization and intermolecular interactions. Both 
constitutive and induced intermolecular interactions mediated 
by adaptor molecules can promote TCR signal transduction.15

Adaptor proteins commonly contain modular domains 
that exhibit affinity for phosphorylated tyrosine residues   
(Fig. 10.5A). Such regions include the SH2 and phosphotyro-
sine-binding (PTB) domains, which recognize phosphorylated 
tyrosine residues within particular sequence contexts. PTB do-
mains obtain their specificity based on residues amino-terminal 
to the key phosphotyrosine, whereas SH2 domains recognize 
sequence motifs carboxyl-terminal to phosphotyrosine. Other 
adaptor domains that confer binding specificity include SH3 
modules, which bind proline-rich regions, WW regions that 
are responsible for interactions with proline/tyrosine or pro-
line/leucine motifs, and PH domains that have specificity for 
phospholipids.

Several hematopoietic-specific adaptors play essential roles 
in T-cell development, in coordinating the signals necessary 
for mature T-cell activation, and in the process of terminating 
T-cell responses. Two examples are linker of activated T cells 
(LAT) and SH2 domain-containing leukocyte phosphoprotein 

of 76 kDa (SLP-76). Both LAT and SLP-76 were identified dur-
ing efforts to characterize the substrates of PTKs stimulated by 
TCR engagement.

LAT is an integral membrane protein that contains tyro-
sine residues within specific sequence motifs that interact with 
the SH2 domains of other T-cell signaling molecules (see Fig. 
10.5A).16 In TCR-stimulated T cells, LAT inducibly associates 
with the SH2 domains of GRB2, GADS (Grb2-related adaptor 
downstream of Shc), PLCγ1, and the regulatory (p85) subunit 
of PI3K. It is likely that these induced intermolecular inter-
actions are critical for communicating TCR engagement to 
downstream second-messenger cascades. The importance of 
LAT for T-cell activation was suggested by complete loss of 
TCR signaling events downstream of ZAP-70 phosphorylation 
in LAT-deficient cell lines. Lat plays an essential role in T-cell 
development, as Lat-deficient mice have significantly decreased 
thymocyte numbers. Residual Lat-deficient thymocytes are ar-
rested at an early stage of development; peripheral T cells do 
not develop.

The cytoplasmic adaptor SLP-76 is absolutely required for 
both T-cell development and signaling via the mature TCR.7 By 
means of a proline-rich region, SLP-76 constitutively associates 
with the adaptor GADS. Through its SH2 domain, SLP-76 can 
inducibly interact with other tyrosine-phosphorylated adap-
tors, such as HPK-1 and ADAP. Following TCR-induced tyro-
sine phosphorylation, SLP-76 also inducibly binds other SH2-
domain-containing proteins, including VAV, an exchange factor 
for the RAC GTP-binding protein NCK, an adaptor protein, 
and ITK, the Tec family kinase. In mutant T-cell lines lacking 
SLP-76, TCR-stimulated Zap-70 phosphorylation is normal, but 
PLCγ1 and RAS/MAPK signaling cascades are not activated, in-
dicating an early functional niche for SLP-76 in TCR signaling. 
Mice deficient in SLP-76 show complete block in early thymo-
cyte development and possess no peripheral T cells, indicating 
an absolute requirement for SLP-76 in T-cell development.

One model for how SLP-76 and LAT functionally interact 
holds that each contributes multiple molecular interactions to 
a larger “signalosome” complex at the plasma membrane (see 
Fig. 10.5B).16 Following TCR engagement, the two adaptors as-
sociate with each other, bridged by GADS and PLCγ1. Inducible 
movement of SLP-76-bound Itk into complex with LAT brings 
the kinase into proximity with PLCγ1, resulting in its phosphor-
ylation and activation and leading to the generation of IP3 and 
DAG, as described above.

Some adaptor proteins play important roles in restraining 
TCR-mediated signal transduction events, frequently by dictat-
ing subcellular localization of regulatory enzymes. For example, 
in the absence of TCR stimulation, the transmembrane adap-
tor PAG binds to the cytoplasmic PTK Csk, bringing it to the 
plasma membrane.17 Membrane-localized Csk phosphorylates 
the regulatory tyrosine of LCK, thus keeping LCK inactive in 
resting T cells.

Coreceptors Transduce Signals That Are Integrated 
With T-Cell Receptor Signals
TCR stimulation alone does not lead to full T-cell prolifera-
tion or initiation of effector function. Instead, the cell must 
receive complementary signals via TCR accessory molecules.18

A  requirement for multiple signals to engender full activation 
allows for an extremely sensitive sensor to detect the presence 
of specific TCR ligands while protecting against inappropriate 
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FIG. 10.5 Model for Adaptor Protein-Mediated Coupling of the T-cell Receptor (TCR) to Phospholipase Cγ1 (PLCγ1) Activation. 
(A) Structural schematics of three adaptors implicated in plasma membrane proximal biochemical events. SH3 domains mediate asso-
ciation with proline-rich regions; SH2 domains associate with phosphorylated tyrosine residues. (B) LAT and SLP-76 are among the sub-
strates of the TCR-activated protein tyrosine kinases (PTKs). When tyrosine residues within the LAT cytoplasmic tail are phosphorylated, 
GADS binds to LAT through the GADS SH2 domain. Recruitment of GADS results in relocalization of SLP-76, as the proline-rich region of 
SLP-76 mediates constitutive association with the SH3 domain of GADS. Tyrosine-phosphorylated SLP-76, in turn, becomes associated 
with ITK via the ITK SH2 domain. ITK is thus brought into proximity with membrane-localized substrates, including PLCγ1. Activation of 
PLCγ1 leads to hydrolysis of phosphatidylinositol 4,5-bisphosphate (PIP2) and activation of transcription factors, such as nuclear factor-
κB (NF-κB), activating protein 1 (AP-1), and nuclear factor of activated T cells (NFAT). SH2 domain containing leukocyte phosphoprotein 
of 76 kDa (SLP-76) also recruits several other signaling molecules, such as VAV, NCK, HPK1, and ADAP, thereby regulating changes in the 
actin cytoskeleton and adhesion. Phosphorylation of linker of activated T cells (LAT) also leads to recruitment of Grb2/SOS and an ad-
ditional pathway for RAS activation. TM, transmembrane domain; P-Y, sites for phosphorylation of tyrosine; pro-rich, proline-rich regions.
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activation of potentially autoreactive—and therefore danger-
ous—effector T cells. Since T cells respond to antigens  presented 
on APCs, stimulation under physiological conditions involves 
the potential engagement of multiple coreceptors on the T cell 
by cognate ligands on the APCs. Some coreceptors may func-
tion to increase the avidity of T cells for interacting APCs. How-
ever, many coreceptors exhibit intrinsic signal-transducing ca-
pacity, both independently of the TCR and via intersection with 
TCR-driven signaling machinery. Additionally, coreceptors 
may function to recruit cytoplasmic signaling molecules—for 
example, enzymes and adaptor proteins—as described above.

The most intensively studied coreceptors are CD4 and CD8 
(Chapter 4). Mutually exclusive CD4 or CD8 expression on pe-
ripheral T cells defines subsets that respond to MHC class II- or 
class I-bound peptide antigens, respectively (Chapter 6). Sur-
face-expressed CD4 or CD8 contribute to enhanced TCR signal 

strength not only because they associate with the extracellular 
domains of MHC molecules but also because their cytoplasmic 
domains constitutively associate with LCK, serving to localize a 
key signal propagator to the TCR complex.19

Counterbalanced Costimulatory and Coinhibitory 
Signals Determine T-Cell Response Thresholds
Productive T-cell stimulation results from a composite of 
TCR cross-linking and costimulatory signals. Non-TCR acti-
vating signals are transduced via a functional family of T-cell 
surface-expressed proteins termed costimulatory molecules. An 
additional grouping of coreceptors termed coinhibitors serve 
to dampen or restrict potential for TCR-induced cellular ac-
tivation, and to balance the stimulation-promoting effects of 
costimulatory molecules.20 Although functionally divergent, 
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many costimulatory and coinhibitory molecules share struc-
tural features, such as immunoglobulin (Ig)–like extracellu-
lar domains.18 Key costimulatory receptors possessing Ig-like 
domains include CD28 and ICOS (inducible costimulator); im-
portant coinhibitory counterparts include CTLA-4 (cytotoxic T 
lymphocyte  antigen-4, which binds the same ligands as CD28, 
but with higher affinity), PD-1 (programmed death 1), and 
BTLA (B- and T-lymphocyte attenuator).20

The best-characterized T-cell costimulatory molecule is 
CD28, a constitutively expressed homodimeric transmembrane 
glycoprotein.21 CD28 binds to two ligands expressed on APCs: 
B7.1 (CD80) and B7.2 (CD86). While ligation of CD28 in isola-
tion has little effect on T-cell activation, when engaged along 
with the TCR, many TCR signals are augmented. Indeed, con-
comitant CD28 and TCR engagement is required for activation 
of naïve T cells.

CD28 ligation engages several signal-transduction pathways 
implicated in T-cell activation.21 CD28 contains no intrinsic 
enzymatic activity, but tyrosine residues within its cytoplasmic 
tail become inducibly phosphorylated during T-cell activation. 
These phosphorylated tyrosines recruit several signal-transduc-
ing molecules possessing SH2 domains, including GRB2 and 
the regulatory p85 subunit of PI3K. TCR- and CD28-dependent 
coactivation of PI3K leads to transactivation of the pro-survival 
genes BCL-2 and BCL-XL. CD28-driven activation of the GTP-
binding protein RAS-related C3 botulinum toxin substrate 
1 (RAC1) is crucial for the protein kinase activity of c-JUN   
N-terminal kinase (JNK), which, in turn, plays an impor-
tant role in CD28-dependent T-cell cytokine production and 
apoptosis resistance.

Costimulation with CD28 agonists dramatically augments 
TCR-driven IL-2 production, both by increasing transcription of 
the IL-2 gene and by stabilizing its messenger RNA (mRNA).21

CD28 is required for T-cell priming during infection and pro-
motes protective secondary T-cell responses during microbial 
challenge.22 CD28 is also required for Treg function. Animals 
engineered to lack CD28 specifically in Treg show splenomeg-
aly, lung inflammation, and accumulation of activated CD4 T 
cells.23 These findings suggest that the survival- and activation-
promoting function of CD28 costimulation is important for ho-
meostasis of Treg and effector CD4 T-cell subsets. On balance, 
inhibition of CD28 ligation by cognate ligands CD80/CD86 re-
sults in decreased immune responses. In the clinic, blockade of 
CD28 costimulation using CTLA4-Ig fusion proteins (abatacept; 
belatacept) can significantly reduce synovial inflammation in hu-
man rheumatoid arthritis (Chapter 53) and restrain lymphocyte-
driven rejection responses in transplanted kidneys, respectively.

ICOS is an Ig domain-containing costimulatory molecule 
induced on the T-cell surface after combined TCR and CD28 
stimulation.18 ICOS interaction with APC-expressed ICOS-L 
is required for development of T-follicular helper (Tfh) cells, 
a subset required for germinal center formation and for B-
cell antibody class switching (Chapter 11). In murine models 
of rheumatoid arthritis (Chapter 53) and multiple sclerosis 
(Chapter 66), ICOS antibody blockade results in reduced Tfh 
and germinal center formation, associated with suppression of 
autoimmune responses. ICOS deficiency associates with human 
common variable immune deficiency (CVID) (Chapter 33), 
suggesting that ICOS is important for protective T-cell-depen-
dent humoral immunity.

Members of the tumor necrosis factor receptor (TNFR) fam-
ily comprise another large group of costimulatory molecules.24 

OX40 (CD134), 4-1BB (CD137), herpesvirus entry mediator 
(HVEM), CD30, and glucocorticoid-induced TNF receptor 
(GITR) all have costimulatory potential. Cytoplasmic domains 
within these type I transmembrane proteins contain sequences 
that recruit a family of adaptor molecules known as TNF-recep-
tor–associated factors (TRAFs). A well-characterized member 
of this group is OX40.25 OX40 is upregulated on activated CD4 
T cells after CD3/CD28 stimulation. Trimerization of OX40 
induced by engagement of APC-expressed OX40L leads to re-
cruitment of TRAFS and engagement of a survival-enhancing 
NF-κB pathway. OX40 deficiency leads to defects in CD4 T-cell 
proliferation, reduced survival of effector memory T cells, and 
impaired formation of effective responses to secondary T-cell 
stimulation with antigen. Antibody-mediated blockade results 
in reduced induction of experimental autoimmune encephalitis 
(EAE) and collagen-induced arthritis.

CTLA4 and PD-1 are coinhibitory molecules that can re-
strain TCR-induced activation. The CTLA4 coinhibitory mol-
ecule shares at least two features with CD28: membership in the 
Ig domain–containing superfamily and high-affinity binding 
capacity for APC-expressed ligands CD80 and CD86. Unlike 
CD28, CTLA4 expression is inducible in conventional CD4 T 
cells. However, CTLA4 is present constitutively on Treg cells. 
Ligation of CTLA4 induces a biochemical cascade, including 
the activation of PP2A and SHP-2 phosphatases.20 CTLA4 func-
tions to antagonize the TCR “stop signal,” whereby T cells are 
induced to pause and maintain lengthy physical contact with 
antigen-bearing dendritic cells (DCs).18 Treg can use CTLA4 to 
limit access of non-Treg conventional T cells to CD80/CD86 by 
downregulating these ligands on APCs.

CTLA4 represents one of a growing number of molecular 
“checkpoints” that can negatively regulate natural antitumor 
T-cell responses.26 Monoclonal, antagonist anti-CTLA4 anti-
bodies can enhance T-cell antitumor responses against many 
human malignancies. Approved by the US Food and Drug Ad-
ministration (FDA) in 2011, such antibodies have resulted in 
tumor regression and durable remissions in patients with ad-
vanced metastatic melanoma and other formerly intractable 
malignancies.

The coinhibitor PD-1 is an Ig domain-containing surface 
receptor that functions as a negative regulator of T-cell activa-
tion.26 PD-1 signals attenuation of TCR-driven PI3K and Akt. 
Ligation of PD-1 by cognate ligand PDL-1 results in recruit-
ment of phosphatases, such as SHP2, to motifs within the PD-1 
cytoplasmic tail. Phosphatase-associated PD-1 interacts with 
TCR microclusters, resulting in dephosphorylation of apical 
TCR signaling mediators, including ZAP-70 and CD3ζ, thus 
dampening TCR signal strength. At a cellular level, PD-1 en-
forces T-cell unresponsiveness by inhibiting TCR-mediated 
“stop signals” that promote stable, prolonged contact between 
T cells and APCs. Disruption of PD-1 in mice results in auto-
antibody formation and glomerulonephritis. In chronic viral 
infections, CD8 T cells (Chapter 25) display a hyporespon-
sive “exhausted” phenotype associated with elevated surface 
expression of PD-1.27

Antibody blockade of PD-1/PDL-1 interactions results in 
restoration of effector functions in exhausted T cells, suggest-
ing that PD-1 manipulation could benefit patients with viral 
infections. The therapeutic potential of PD-1 has been most 
dramatically realized in the field of tumor immunotherapy.26

In many malignancies, both CD4 and CD8 T cells accumu-
late within the tumor stroma. Tumor-infiltrating lymphocytes 
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(TILs) are characterized by high expression of PD-1 and other 
coinhibitory molecules. Tumor-expressed ligands for these 
molecules are thought to enforce a state of reduced cytolytic 
or cytokine-secreting functions. Monoclonal anti-PD-1 and 
anti-PDL-1  antagonist antibodies have been employed to re-
invigorate TIL antitumor capacity. PD-1/PDL-1 blockade has 
sometimes resulted in dramatic tumor regressions of diverse 
tumors (e.g., metastatic melanoma, non–small cell lung carci-
noma, and  lymphoma). Other potential targets for checkpoint 
inhibitor therapy include the T-cell coiinhibitors Lag3 and 
BTLA.

Knowledge of the additive or synergistic effects of cosignal-
ing by TCR and costimulatory molecules has been exploited for 
therapeutic purpose through the generation of chimeric antigen 
receptors (CARs).28 These engineered molecules possess an an-
tigen-binding extracellular region (often a single-chain variable 
fragment), a transmembrane domain, and cytosolic domains 
containing a portion of the CD3 ζ-chain fused to a costimulato-
ry molecule (e.g., CD28, OX40, 4-1BB) cytosolic region. Cross-
linking of the CARs thus may provide both “signal 1” (TCR) 
and “signal 2” (costimulation) for T-cell activation, leading to 
direct tumor killing. Cytotoxic T cells modified to express CARs 
that recognize CD19 have been used in successful treatment of 
B-cell malignancies.

Spatial and Temporal Distribution of T-Cell Receptor 
Signaling Proteins
Following TCR engagement, a highly organized interface 
termed the immunological synapse (IS) forms between the T 
cell and the APC (Chapter 6). Within the IS, many transmem-
brane and cytoplasmic proteins are coordinately polarized and 
form a structure called the supramolecular activation cluster
(SMAC).29 The SMAC is composed of concentric rings with a 
central region (cSMAC) enriched in TCR and CD3/ζ. The more 
peripheral ring (pSMAC) is enriched for the integrin leuko-
cyte function–associated antigen-1 (LFA-1). Inhibitory signal-
ing molecules, such as the transmembrane phosphatase CD45, 
are excluded from the SMAC. These observations initially sug-
gested that formation of the SMAC is required for signal ini-
tiation. The subsequent finding of a paucity of active signaling 
molecules located in the SMAC has led to alternative models in 
which the SMAC is involved in directed cytokine secretion or in 
signal termination.

Efficient formation of the T cell IS is heavily dependent on 
nucleation-promoting factors, such as Wiskott-Aldrich syn-
drome protein (WASP), which promotes reorganization of the 
actin cytoskeleton.29 Complexes composed of TCRs, active ki-
nases, and adaptor molecules, termed microclusters, form at the 
immune synapse within seconds following TCR engagement.30

TCR microclusters are dynamically regulated in space and time. 
Within 2 to 3 minutes of formation, microclusters migrate along 
polymerized actin from the periphery to the center of the IS, 
where dephosphorylation and dissociation of the components 
occur. Sustained TCR signaling depends on constant re-for-
mation of microclusters containing SLP-76 and ZAP-70 at the 
periphery of the central zone. Costimulatory signals generated 
by CD28 or the integrin very late antigen-4 (VLA-4) can alter 
the dynamics of microcluster formation and movement and en-
hance T-cell activation. The functions of either the SMAC or the 
microclusters in TCR signal initiation and termination remain 
incompletely understood.

TOLERANCE

Tolerance is an inherent property of the immune system that 
governs the ability to respond against foreign antigens (non-
self) without attacking the host (self). In normal hosts, toler-
ance protects against autoimmune tissue injury. The concept 
of immune tolerance predated understanding of the cellular 
and molecular bases for the phenomenon. Owen’s experi-
ments in cattle showed that a shared blood supply during early 
development led to lifelong immune tolerance.31 Billingham et 
al. later showed that in utero inoculation with foreign tissue 
resulted in tolerance to foreign skin grafts applied long after 
birth.32 Layered and complementary mechanisms of immune 
system tolerance have developed to calibrate immune respon-
siveness with maintenance of maximum capacity for protec-
tive activation. The remainder of this chapter discusses critical 
roles played by T cells in the establishment and maintenance 
of tolerance.

Establishment of immune tolerance to self may occur either 
during thymocyte development or after T-cell maturation in tis-
sues.33 Central tolerance refers to the phenomenon of induced 
apoptosis occurring during development of T cells in the thy-
mus (Chapter 9). Despite the presence of mechanisms that pro-
mote expression of a comprehensive repertoire of self-peptides 
in the thymus, central tolerance alone is not sufficient to prevent 
tissue-damaging autoimmune responses. In healthy vertebrates, 
a small percentage of newly matured T cells exiting the thymus 
carry autoreactive TCRs. Control of such “escaped” autoreac-
tive cells in secondary lymphoid organs and tissues is achieved 
through a series of extrathymic processes. In  aggregate, these 
are referred to as peripheral tolerance.

Central Tolerance/Clonal Deletion
Techniques allowing study of clonal populations during T-cell 
development have opened windows into the molecular mecha-
nisms of thymocyte clonal deletion.34,35 Fate-mapping experi-
ments that track specific Vβ17 TCR variable regions indicate 
that clonal deletion of autoreactive cells occurs principally dur-
ing the transition between CD4+CD8+ double-positive “DP” to 
CD4 or CD8 single-positive “SP” transition during thymocyte 
development. TCR transgenic mice expressing a single speci-
ficity TCR potentiated additional investigation into central tol-
erance. Mice bearing transgenic TCRs reactive with a Y chro-
mosome–encoded antigen (H-Y) are among the oldest models 
of clonal deletion. Massive deletion of developing thymocytes 
results in small thymi in self-antigen–expressing (male) mice; 
only a small number of DP thymocytes avoid the apoptotic cell 
death induced by TCR engagement. In contrast, transgenic T 
cells develop normally in littermate female mice that lack H-Y 
antigen. Additional TCR transgenic models of central tolerance 

• Central
• Clonal deletion
• AIRE-mediated expression of tissue-specific antigens

• Peripheral
• Immune privilege
• Anergy
• Regulation 

KEY CONCEPTS
Mechanisms of Tolerance: Central and Peripheral



146 PART I Principles of Immune Response

have shown that autoreactive thymocyte deletion can occur 
before, during, or after the DP stage.

Deletion due to self-reactivity implies that the extent of au-
toreactivity of the developing thymocytes is systematically cali-
brated. A long-held model is that proclivity for deletion due to 
self-reactivity is a function of the TCR strength of signal.36 In 
this model, TCR signals that exceed an intensity threshold lead 
to clonal deletion of cells bearing that antigen receptor. This 
model is supported by studies of animals in which the signaling 
machinery has been genetically altered to increase or decrease 
TCR signal intensity. For example, an increase in the number 
of TCR-associated ITAMs (presumably leading to increases 
in downstream signals) enhances clonal deletion in a TCR 
transgenic system.37

For clonal deletion to establish comprehensive self-tolerance, 
T cells must come into contact with all potential self-antigens 
during thymocyte maturation. It is straightforward to imagine 
how deletion of cells reactive to MHC or to other ubiquitously 
expressed protein antigens can occur in the thymus. However, 
thymocytes bearing TCR reactive with self-antigens whose ex-
pression is restricted to a specific tissue or developmental time 
point (e.g., peptides expressed only in the pancreas or testes) 
would not be expected to encounter such antigens during 
thymic maturation.

In recent years, mechanisms whereby clonal deletion of de-
veloping thymocytes reactive with such tissue-restricted anti-
gens (TRAs) have been described. Some evidence supports the 
possibility that TRAs are transported to the thymus by APCs, 
such as migratory DCs.36 Another, non–mutually exclusive 
model holds that subsets of thymus-resident APCs may “ec-
topically” express TRAs. In this regard, the transcription factor 
AIRE (autoimmune regulator) controls TRA expression within 
medullary thymic epithelial cells (mTECs).38 AIRE expression 
ectopically drives mTEC to express peptides from open reading 
frames representing TRA. Self-reactive developing T cells are 
thus exposed to TRA in the thymus and are deleted.

AIRE-deficient humans and mice develop tissue damaging 
autoimmunity in a syndrome termed polyendocrinopathy–can-
didiasis–ectodermal dystrophy (APS-1 or APECED in humans; 
Chapter 34), emphasizing the role of central tolerance in pre-
venting T-cell–mediated autoimmune injury.

TRA presentation by mTEC is unlikely to fully account for suc-
cessful clonal deletion, given the relative rarity of mTEC in thymic 
stroma relative to the abundance of autoreactive thymocytes. An 
additional mechanism for enhancing TRA-reactive thymocytes 
exposure to deleting TRA-driven signals is “shared” antigen pre-
sentation capacity among thymic stromal cells other than mTECS. 
Intercellular transfer of TRA between mTEC and thymic-resident 
or migrant DCs has been observed, supporting this model.36

Peripheral Mechanisms of Tolerance
Despite highly efficient negative selection in the thymus, sig-
nificant numbers of autoreactive T cells escape to the periphery, 
and have potential to cause autoimmune tissue injury. Accord-
ingly, additional mechanisms have evolved to control autoreac-
tivity of T cells that have managed to escape the thymus. These 
include immune privilege, anergy, and regulation.

Immune Privilege
Medawar first proposed the concept of “immune privilege,” 
whereby intrinsic factors in local tissue engender resistance 

to autoimmune tissue damage. Tissues that possess features of 
immune privilege include the anterior chamber of the eye, the 
brain, and the developing fetus in pregnant females.39 The eye 
and the brain are critical organs for basic survival functions and 
yet have a limited capacity for regeneration. Thus uncontrolled 
immune responses in these organs could have a detrimental ef-
fect on survival. A fetus expresses MHC derived from both par-
ents; thus the mother’s immune system must develop tolerance 
of the paternal antigen-bearing fetus to prevent pregnancy loss.

Immune-privileged tissues evade or suppress immune effec-
tor functions through multiple mechanisms. Cells of the eye, 
brain, and fetal villous trophoblast display low level or absent 
surface expression of classic MHC class Ia proteins. This feature 
likely protects them from cytotoxic T-lymphocyte (CTL)–medi-
ated lysis (Chapter 12). Ocular cells express proapoptotic cell 
surface molecules, such as CD95 ligand (CD95L) and TRAIL 
(TNF-related apoptosis inducing ligand) (Chapter 17). Since ac-
tivated T cells or other inflammatory cells may bear high levels 
of cognate ligands (e.g., CD95, other “death” receptors) for the 
proapoptotic proteins, they can be induced to undergo apop-
tosis upon migration to immune-privileged sites, thus limiting 
their potential for tissue injury.

In mice, the presence of CD95L on ocular cells is critical for 
the acceptance of corneal allografts. Soluble factors likely also 
contribute to immune privilege. Ocular DCs can elaborate mol-
ecules including the cytokines transforming growth factor-β
(TGF-β) and IL-10, which may lead to induction and/or recruit-
ment of Tregs. In addition, ocular DCs may produce high levels 
of indoleamine oxidase, an enzyme that supports Treg differen-
tiation. Finally, ocular cells can produce migration inhibitory 
factor (MIF) that suppresses natural killer (NK) cell–dependent 
cytolytic capacity.

T-Cell Anergy
Cellular proliferation and/or potentiation of T-cell effector 
function are not inevitable consequences of TCR engagement. 
Under some conditions, TCR engagement results in anergy, a 
cellular fate characterized by reduced proliferation potential 
and blunted cytokine production in response to subsequent 
TCR stimulation.40 T-cell anergy can ensue either when the 
TCR is engaged without concomitant costimulation (e.g., CD28 
ligands) or when the ligand for the TCR does not possess suffi-
cient affinity to initiate the full spectrum of biochemical second 
messengers.

Anergy is observed in T cells stimulated with metabolically 
inactivated APCs incapable of providing costimulation. Con-
versely, CD28 costimulation prevents the induction of anergy. 
Treatment of cultured T cells with IL-2 can overcome the aner-
gic state in vitro. In addition to TCR and costimulatory signals, 
environmental cues (e.g., nutrient and energy store availability) 
and the products of Tregs (described below) also control the an-
ergy/activation fate choice.

T-cell anergy can be induced by stimuli that engage the cal-
cineurin/NFAT pathway without causing concomitant increases 
in RAS/ERK pathway–dependent activating protein-1 (AP-1) 
transcription factor activity (Fig. 10.6A). Experimentally, rela-
tively unopposed NFAT activity can be induced by treatment 
with calcium ionophore or by stimulation through the TCR 
while blocking CD28 costimulation. Concurrent treatment of 
TCR-stimulated cells with protein synthesis inhibitors or with 
NFAT pathway inhibitors, such as cyclosporine, abrogates the 
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development of later unresponsiveness, supporting the notion 
that anergy induction and maintenance depend on actively 
transcribed and translated anergy-associated factors.41

Increased NFAT pathway signaling coupled and reduced 
Ras pathway function in T-cell anergy correlates with a num-
ber of biochemical and gene regulatory events (see Fig. 10.6B).42

First, preferential FYN kinase–dependent activation of c-CBL 
within anergized cells leads to recruitment of the RAF kinase to 
the nucleotide exchange factor RAP1. The RAF-RAP1 associa-
tion prevents RAF recruitment to RAS and thus restricts ERK 

pathway activation. Second, upregulation of NFAT-dependent 
transcription factors EGR2 and EGR3 results in transactiva-
tion of proteins implicated in the restraint of T-cell activation, 
including GRAIL (gene related to anergy in lymphocytes), 
CBL-b, and ITCH.41 E3 ubiquitin ligase activity associated 
with a number of the latter factors is responsible for ubiqui-
tin-mediated proteolysis of TCR signal–promoting molecules, 
such as PKCθ and RAS-GRP. Third, anergic stimuli cause re-
duced  palmitoylation and phosphorylation of the positive TCR 
signaling mediator LAT, which may reduce LAT membrane 
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FIG. 10.6 T-cell Anergy Induction and Maintenance Correlates with Differential Activation of T-cell Receptor (TCR)–Dependent 
Second-Messenger Signaling Cascades. (A) Stimulation of T cells by cross-linking of both TCR/CD3 and CD28 lead to upregulation of 
both the nuclear factor of activated T cells (NFAT) and activating protein-1 (AP-1) transcription factors, leading to increased transcription 
of the interleukin-2 (IL-2) gene and activation. An imbalance of activated NFAT and AP-1 by blockade of CD28 signals (middle panel) or 
calcium ionophore (right panel) leads to an anergic phenotype. (B) TCR signaling required for full T-cell activation features calcium flux-, 
RAS-, and PKC-dependent biochemical events leading to cooperative transcriptional regulation by NFAT, AP-1, and NF-κB transcription 
factors (left panel). In anergized cells, TCR-dependent signaling is differentially impaired (DAG-dependent events more so than calcium-
dependent events) through multiple mechanisms: (a) decreased palmitoylation of linker of activated T cells (LAT) results in diminished 
recruitment to the immunological synapse; (b) upregulated gene related to anergy in lymphocytes (GRAIL) and CBL-b degrade posi-
tive signaling regulators PLCg1 and PKCθ; (c) diacylglycerol kinases (DGKs) convert DAG (PKC and RAS activator) to phosphatidic acid 
(PA); (d) active RAP1 recruits RAF, thus preventing RAS-mediated signaling to extracellular signal-regulated kinase (ERK). Anergy 
mechanisms and mediators are highlighted in red.
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localization in  detergent-insoluble lipid rafts and participation 
in activating signaling.43 Fourth, increased expression of mem-
bers of the diacylglycerol kinase family (DGKα and DGKζ) is 
observed in T-cell anergy. Augmented DGK expression reflects 
increased capacity for phosphorylation-dependent conversion 
of DAG, the key lipid mediator upstream of RAS signaling, into 
phosphatidic acid (PA), an inert metabolite.44

Cellular sensing of adequate nutrient and energy stores 
required for optimal differentiation and proliferation also 
regulates T-cell fate decisions between anergy and activation. 
Antagonists of leucine or glucose can cause T-cell anergy if 
administered in the context of normally activating combined 
antigen receptor and costimulatory signals, suggesting the im-
portance of amino acid- and energy-sensing pathways in cell 
fate determination.40 Several lines of evidence suggest that the 
cytosolic molecule mechanistic target of rapamycin (mTOR) 
functions as a switch between activation and anergic states by 
integrating signals from antigen recognition (TCR), immune 
(CD28, IL-2 receptor), and metabolic (e.g., GLUT1) receptors 
and sensors.45

TCR and CD28 ligation induce T-cell anergy rather than ac-
tivation when given in the presence of rapamycin, a selective 
mTOR inhibitor, suggesting that optimal T-cell activation and 
anergy avoidance requires activation of mTOR. mTOR is ac-
tivated by signals that communicate abundant nutrients (e.g., 
leucine-stimulated RAG proteins). Conversely, mTOR is inhib-
ited by AMP-activated protein kinase (AMPK), an enzyme that 
responds to low-energy stores reflected by increased ratios of 
adenosine monophosphate (AMP) to adenosine triphosphate 
(ATP). Downstream effectors of activated mTOR such as AKT 
promote cell cycle entry and prevent transcriptional activation 
of the anergy factors GRAIL and CBL-b.

immune self-tolerance and suppress autoimmunity in vivo. 
Treg manipulation for therapeutic purposes holds promise for 
treatment of human autoimmune and malignant disease.

Tregs were initially described on the basis of the correlation 
between high CD25 expression and the potent suppressive ac-
tivity of a subset of CD4 T cells. Most Tregs also express GITR, 
CD103, CTLA-4, lymphocyte activation gene-3 (LAG-3), and 
low levels of CD45RB.46 No single surface marker specifically 
identifies Treg. However, features that together correlate tight-
ly with Treg suppressive capacity and a unique differentiation 
pathway include CD4 T-cell expression of the X chromosome-
encoded transcription factor Foxp3, an epigenetic DNA meth-
ylation signature that prominently suppresses the IL2 gene and 
drives high constitutive CTLA4 expression, and a TCR-driven, 
antigen-primed activation state.47

Absence of Foxp3 occurs either via spontaneous  mutation 
(exemplified by the scurfy mouse, which develops fatal auto-
immune disease) or through targeted disruption of the gene, 
which leads to the complete loss of T cells with regulatory activ-
ity. Conditional deletion of Foxp3 in peripheral T cells results in 
loss of the suppressive phenotype. Conversely, overexpression 
of Foxp3 leads to an excess of T cells with regulatory activity. 
Thus, Foxp3 appears both necessary and sufficient for Treg sup-
pressive functions.

The bulk of Foxp3-positive Tregs develop in the thymus. 
Dynamic Foxp3 expression and development of suppressive 
capacity can be observed in naïve peripheral CD4 T cells after 
exposure to TGF-β or retinoic acid. Recent work strongly sug-
gests that inducible Treg may have nonredundant functions in 
suppressing chronic inflammation.

In humans, mutations in FOXP3 account for a majority of 
cases of immune dysfunction/polyendocrinopathy/enteropathy/
X-linked (IPEX) syndrome.47 Affected human males develop an 
autoimmune syndrome consisting of lymphoproliferation, thy-
roiditis, insulin-dependent diabetes mellitus, enteropathy, and 
other immune disorders. The signs and symptoms of FOXP3 
deficiency are similar in mice and humans.

Mechanisms whereby Treg inhibit conventional T-cell re-
sponses include secretion of suppressive cytokines, induction of 
T-cell apoptosis, and repression of APC function.48 Key Treg-se-
creted cytokines include IL-10, TGF-β, and IL-35; each of these 
molecules has the capacity to induce cell cycle arrest. Tregs, via 
high expression of CD25 (IL-2Rα), may compete with neigh-
boring T effector cells for limited supplies of IL-2. The resulting 
growth factor deprivation results in apoptosis of proliferating T 
cells in a B-cell lymphoma 2–interacting (Bcl2-interacting) me-
diator (BIM)-dependent manner. Tregs preferentially express 
galectin-1, a β-galactoside-binding protein that ligates CD45 
and other lymphocyte surface molecules and that may suppress 
lymphocyte activation through induction of cell cycle arrest. 
Treg surface proteins that work to effectively decrease efficiency 
of antigen presentation by DCs include CTLA-4, which inter-
feres with CD28-dependent T-cell costimulation; LAG3, which 
binds to MHC class II molecules and prevents DC maturation; 
and Nrp1, which mediates prolonged Treg/DC interactions that 
may restrict access of effector T cells to DCs.

Growing insight into the molecular bases of Treg develop-
ment and of their suppressive capacities has been exploited in 
recent manipulations of Treg for therapeutic purpose.47 Concep-
tually, strategies to boost Treg hold promise for treatment of hu-
man autoimmune and inflammatory diseases, whereas strategies 
that selectively deplete Treg or impair Treg suppressive capac-

• Immunosuppressants:
• Cyclosporine, tacrolimus, and anti-TCR antibodies inhibit TCR-

generated signals
• CTLA4-Ig blocks CD28 signals
• Rapamycin inhibits mechanistic target of rapamycin (mTOR) 

activation
• Immunostimulants work through inhibitory receptor blockade, 

enhancing T-cell antitumor function
• Anti-CTLA4 antagonist antibodies permit CD28-CD80/86 

interactions
• Anti-PD1/anti-PDL1 antibodies prevent suppressive interactions 

between tumor-expressed PDL1 and PD1 on tumor-infiltrating Treg 
and effector T cells 

KEY CONCEPTS
Immunomodulatory Agents That Affect T-Cell 
Signaling

Regulation
Subsets of T lymphocytes can enforce peripheral tolerance 
through regulation of autoreactive immune responses. Tregs 
can suppress effector cells of both myeloid and lymphoid lin-
eages (Chapter 13). The most extensively studied Treg-sensi-
tive immune functions—and arguably the most important for 
maintenance of T-cell tolerance—are proliferation and cytokine 
production by conventional T cells (Tconv). Tregs inhibit these 
processes through both cell contact–dependent and soluble 
molecule secretion mechanisms.47 By regulating the activation 
and proliferation of antigen-specific effectors, Tregs promote 
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ity may lead to improved efficacy of immunotherapy for malig-
nancy. Supplemental interleukin-2 (IL-2) can selectively drive 
expansion of Treg in vivo in patients with graft-versus-host dis-
ease (GvHD), type 1 diabetes, and hepatitis C-induced vasculitis, 
with the expectation of ameliorating inflammatory tissue injury. 
Adoptive cell therapy is another Treg-based approach to autoim-
mune disease. Tregs isolated from circulation can be expanded 
in vitro and then transferred back to transplant recipients for 
treatment of rejection reactions or GvHD prevention.

Tregs can apparently hinder naturally occurring antitumor 
immunity. Tumor-infiltrating FOXP3+ T cells are in a prolif-
erative activated state, express more T-cell activation molecules 
compared with Tregs in noncancerous tissues, and confer worse 
prognosis when present in high numbers.

Treg depletion may be a major mechanism by which ipili-
mumab (anti-CTLA4 antibody) works, in addition to blocking 
inhibitory signaling in conventional T cells. Tumor-resident 
CTLA4-high Treg are opsonized by ipilimumab and rendered 
susceptible to selective antibody-dependent cellular toxicity. Re-
sultant Treg depletion correlates with greater cytotoxic function 
of tumor-reactive CD8 T cells, and improved tumor control. Op-
posite to the effect of anti-CTLA4 treatment, anti-PD-1 therapy 
may promote Treg function, thus diminishing efficiency of the 
checkpoint inhibition therapy. Tumor-infiltrating Treg express 
PD-1 highly, and PD-1-blocking antibody could act to remove 
restraints on Treg proliferation and suppressive function.

Unwanted enhancement of Treg function may help explain a 
hyperaggressive tumor phenotype observed in a subset of can-
cer patients treated with anti-PD-1. Tumor infiltration by en-
hanced numbers of proliferating and active Tregs is observed in 
such patients. Current studies are testing whether Treg-deple-
tion strategies, used in combination with or prior to anti-PD-1 
therapy, could enhance effectiveness of the checkpoint inhibitor.

of the CD28 or TNFR families of receptors signal in tandem 
with the TCR. Immunoreceptor and costimulatory signals are 
also critical in maintaining immune tolerance through clonal 
deletion, anergy, and peripheral suppression by Tregs. Co-
inhibitory signals, such as CTLA4 and PD1, that restrain T-cell 
antitumor functions may be antagonized for immunotherapy 
of cancer. More detailed understanding of T-cell intracellular 
signaling pathways will likely lead to more specific, targeted 
immunomodulatory therapies.
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ON THE HORIZON

SUMMARY AND FUTURE DIRECTIONS

Antigen receptor signaling controls key T-cell developmental 
checkpoints as well as the fate decisions and behavior of mature 
T cells. Early TCR signaling depends on tyrosine phosphory-
lation events coupled to “second messenger” cascades through 
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tors, growth factor receptors, and metabolic sensors all shape 
the transcriptional regulation programs that govern cell func-
tion. T cells proliferate and produce cytokines when members 
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Naïve T Cells
• Low frequency
• Traffic through circulatory and lymphatic systems
• Require professional antigen-presenting cells (APCs) for activation
• Require strong costimulation
• Delayed expansion
• Delayed cytokine production
• Dependent on interleukin-7 (IL-7)

Activated T Cells
• Traffic through most tissues
• Respond to antigen presented by nonprofessional APCs
• Require less costimulation
• Rapidly expand following antigen encounter
• Rapidly produce effector cytokines
• Dependent on IL-2

Memory T Cells
• Traffic through most tissues
• Dependent on IL-7 and IL-15
• Respond to antigen presented by nonprofessional APCs
• Require less costimulation
• Rapidly expand following antigen encounter
• Activation: T-cell function requires antigen-specific T-cell receptor 

(TCR) signals and accessory signals. This provides fine specificity 
against discrete protein antigens and limits self-reactivity.

• Clonal expansion: Activated T cells rapidly expand in number to scale 
the immune response.

• Migration: T cells traffic through blood, lymphatics, and organs. This 
allows for surveillance and localized effector responses in diverse   
tissue types.

• Effector responses: T cells adapt their phenotypes to tailor the re-
sponse to the organism and infected tissue. Long-term memory cells 
provide protection from re-exposure to the same pathogens.

• Termination: T-cell responses are limited through inhibitory recep-
tors, cell death pathways, and suppression. 

KEY CONCEPTS
T-Cell–Mediated Inflammation Requires Activated 
or Memory T Cells

CD4 T cells are an integral part of the immune system, and key 
regulators of many inflammatory processes involved in health 
and disease including responses against infectious organisms, 
anti-cancer immunity, and autoimmunity. Disruption of nor-
mal T-cell functions through genetic disease (Chapter 34), such 
as severe combined immunodeficiency (SCID), or immunosup-
pressive therapies often results in recurrent bacterial, fungal, 
and viral infections and certain cancers.1 Conversely, dysregu-
lated T-cell responses are associated with rampant inflamma-
tion and autoimmunity, as seen in patients with such condi-
tions as autoimmune lymphoproliferative syndrome (ALPS), 
autoimmune polyendocrinopathy syndrome type 1 (APS-1) 
and immune dysregulation, polyendocrinopathy, enteropathy, 
X-linked (IPEX) syndrome.2

Thus a balance must be struck between allowing T-cell in-
flammation to protect the host from pathogens and ensuring 
control mechanisms to prevent injury from unchecked T-cell–
mediated inflammation. The requisite control is established as 
T cells transit through distinct checkpoints of the immune re-
sponse. These include activation, clonal expansion, migration, 
differentiation, and response termination.

T cells are generated in the thymus from lymphocyte pro-
genitor cells (Chapter 9). Mature T cells enter the peripheral im-
mune system as inexperienced or naïve cells that are incapable 
of carrying out effector immune responses. To participate in 
inflammation, T cells must go through an instructional process 
with defined checkpoints. This chapter discusses the functional 
heterogeneity within the CD4 T-cell compartment in the con-
text of the checkpoints involved in the generation and regula-
tion of T-cell biology.

ACTIVATION
T-cell activation is the process by which resting T cells become 
functional. Due to the fact that activation is required at mul-
tiple stages of a T-cell response, activation is the most critical 
checkpoint controlling T-cell activity (Fig. 11.1). Full activa-
tion requires the T cell to integrate signals through distinct re-
ceptor types including the T-cell antigen receptor (TCR, signal 
1), costimulatory receptors (signal 2), and cytokines (signal 
3).3 TCR signals are essential for T-cell activation. Each TCR 
is generated through somatic recombination and is selected to 
recognize linear peptide antigens when presented in the context 
of self-human leukocyte antigen (HLA) proteins (Chapter 5).   
Engagement of cognate HLA–peptide complex by the TCR 
elicits biochemical signal cascades and induces gene transcrip-
tion that ultimately control T-cell function (Chapter 10). The 

second set of signals involve costimulatory receptors. Positive 
costimulation is delivered through receptors such as CD28 
and inducible costimulator (ICOS) in response to binding to 
B7 (CD80 or CD86) or ICOSL, respectively, on neighboring 
cells. Negative or inhibitory costimulatory signals can also be 
received by the T cell through receptors such as cytotoxic T-
lymphocyte-associated antigen-4 (CTLA-4) or programmed 
death-1 (PD-1) by engagement of B7 or PD-L1. Costimula-
tion and cytokines regulate T-cell activation by quantitatively 
modifying TCR-induced signals or qualitatively by inducing 
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distinct biochemical cascades. Ultimately, the effects of co-
stimulation and cytokine signals are detected at the level of 
gene expression where they may promote, inhibit, or other-
wise alter TCR-induced cell activation.4

TCR costimulation and cytokine signals are delivered dur-
ing interactions between T cells and APCs (Chapter 6) including 
dendritic cells (DC) and B cells. DCs are considered the primary 
APC involved in T-cell activation.5 Mature DCs are potent stimu-
lators of naïve T cells in the lymph nodes and strong activators of 
memory and effector cell subsets in tissues. In response to infec-
tion or damage, DCs migrate from the tissue into the T-cell–rich 
areas of regional lymph nodes.6 T cells interact with numerous 
DCs as they scan for cognate antigen. In the absence of TCR sig-
naling, these interactions are of short duration; however, TCR en-
gagement elicits prolonged T cell–DC engagement leading to full 
activation.7 Incomplete stimulation through the TCR, costimula-
tion, or cytokine pathways may prevent T cells from participating 
in inflammation through altered effector differentiation, induc-
tion of apoptosis, or causing functional unresponsiveness such as 
anergy or exhaustion. Thus, the requirement for TCR stimulation 
dictates specificity of T-cell responses, and the need for multiple 
signals during T-cell activation prevents inappropriate T-cell   
activation. T cells also interact with DCs in non-lymphatic   
tissues and at sites of inflammation. During this interaction, T 
cells become activated to elicit effector functions.8

Defects in T-cell activation pathways contribute to several im-
munodeficiency diseases. Patients with mutations in the proximal 
TCR signaling components lck and Zap70 show defective T-cell 
activation. T cells from patients with Wiskott-Aldrich syndrome 

have defects in the formation of stable TCR signaling complexes. 
T cells in leukocyte adhesion deficiency 1 have a reduced activa-
tion capacity due to defects in integrin β2. By contrast, mutations 
in inhibitory receptors, including CTLA-4 and PD-1, are thought 
to contribute to susceptibility in autoimmune diseases.

The T-cell activation process can be targeted for therapeu-
tic immunosuppression. Pharmacological targeting of key bio-
chemical pathways required for activation has been the primary 
approach to prevent rejection in solid organ transplantation, to 
treat graft-versus-host disease (GvHD) in bone marrow trans-
plantation, and to reduce the severity of autoimmune diseases 
or other immune-mediated disorders. Cyclosporine and ta-
crolimus block calcineurin and thereby inhibit TCR-induced 
nuclear factor of activated T cells (NFATs) signals. Rapamycin 
inhibits the kinase mammalian target of rapamycin (mTOR), 
which is induced by TCR and CD28 or by IL-2 receptor sig-
nals.9 A fusion of the extracellular domain of CTLA-4 with the 
Fc portion of immunoglobulin G (IgG; CTLA-4-Ig) prevents   
T-cell activation by blocking the interactions between CD28 and 
its B7 ligands. Antibodies against the IL-2R block IL-2–driven 
T-cell activation. Conversely, antibodies blocking the inhibitory 
receptors PD-1 and CTLA-4 promote or prolong T-cell activa-
tion and thereby enhance antitumor T-cell responses.10

CLONAL EXPANSION
T-cell activation occurs within hours of antigen exposure; how-
ever, days are required until T-cell responses can be detected from 
a naïve host. This delay partially reflects the need for T-cell expan-
sion to produce a detectable and effective response. The initial fre-
quency of T cells for a single epitope is estimated at approximately 
one per million total CD4 T cells or approximately 1 × 105 cells 
per human.11 It takes several days following antigen exposure for 
the first cell divisions to occur in the lymph nodes and the spleen; 
thereafter cell numbers increase rapidly between days 2 and 7, 
when many T cells have undergone as many as eight rounds of 
division. This process is known as clonal expansion (see Fig. 11.1). 
A single precursor T cell following eight rounds of division can 
yield 256 daughter cells, each possessing the same TCR. Through 
the combined proliferative responses of multiple T-cell clones to 
the same or different epitopes produced by the same pathogen, a 
rapid net increase in pathogen-reactive T cells occurs.

In the clinical setting, T-cell proliferation is a target for im-
munosuppression. Some drugs, such as azathioprine, metho-
trexate, and mycophenolate mofetil impair T-cell proliferation 
by inhibiting nucleotide synthesis. Cyclophosphamide sup-
presses DNA replication by alkylating guanine residues. These 
agents are used in the treatment of various autoimmune dis-
eases and for the prevention of graft loss in transplantation.

TRAFFICKING
Following activation, T cells change their migration patterns 
(Chapter 16). T-cell migration relies on the actions of selectins, 
chemokines (Chapter 15), integrins, and matrix proteases. To-
gether, these permit vessel transmigration into lymphatic tis-
sues or sites of inflammation.12 The differential trafficking of 
naïve and effector T cells results from upregulated expression of 
selectins, chemokine receptors, and integrins upon activation. 
The circulation of naïve T cells is restricted to blood, lymph 
nodes, and lymphatic ducts. This pattern of movement relies 
on the expression of chemokine receptor 7 (CCR7), L-selectin 
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FIG. 11.1 T-Cell Expansion and Differentiation. Following emi-
gration from the thymus, CD4 T cells travel through the lymph 
nodes. Inflammation results in the recruitment of tissue dendrit-
ic cells (DCs) into the draining lymph nodes. In the lymph nodes, 
DCs present antigen to naïve T cells. Effective antigen presenta-
tion stimulates the activation, proliferation, and differentiation of 
T cells into Th1, Th2, Th9, Th17, Th22, or uncommitted T central 
memory (Tcm) cells.
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(CD62L), and leukocyte function–associated antigen-1 (LFA-1; 
αLβ2, integrin, CD11a, CD18). CCR7-expressing T cells follow 
gradients of CCL21 into T-cell–rich areas in the lymph nodes, 
Peyer patches, and spleen. L-selectin allows rolling on the high 
endothelial venule (HEV). LFA-1 and intercellular adhesion 
molecule-1 (ICAM-1) permit firm adhesion and extravasation. 
Migration to the Peyer patches also requires α4β7 integrin in 
addition to LFA-1. T-cell retention in and egress from lymph 
nodes is regulated by sphingosine 1 phosphate (S1P), a secret-
ed phospholipid. S1P sensitivity is mediated by sphingosine 1 
phosphate receptor 1 (S1P1), a G protein–coupled receptor. Re-
circulating T cells downregulate S1P1. As a result of low S1P 
levels in the lymph node, S1P1 expression allows exit from the 
lymph nodes 12 to 18 hours after entry.13

During activation, T cells alter the patterns of homing recep-
tors to reduce the cell's ability to migrate within the secondary 
lymphatic system while gaining receptors needed for trafficking 
in the peripheral tissues. Very early in the activation process, T 
cells downregulate S1P1 and express CD69, which suppresses 
chemotactic migration in response to S1P, shed L-selectin, and 
express the ligands for E- and P-selectin. Additionally, T cells 
downregulate CCR7 expression and upregulate expression of a 
new set of chemokine receptors. Following activation, expres-
sion of LFA-1 and additional integrin molecules is markedly 
increased. One such integrin, very late antigen-4 (VLA-4), is in-
duced by activation and permits T-cell migration into the cen-
tral nervous system (CNS), lungs, and intestines.14

Differential expression of homing receptors by naïve and ac-
tivated T cells facilitates their diverse functions. Naïve T cells in 
the lymphatic tissues are in close proximity to DCs from many 
tissues facilitating antigen encounter. The function of activated 
T cells in immune surveillance, in contrast, is facilitated by mi-
gration through diverse tissues.

The multistep process of migration and the tissue selectivity 
of migration receptors have been targeted for the treatment of 
autoimmune diseases. Antibodies targeting CD62L and LFA-1 
have been developed to prevent the entry of T cells into lymph 
nodes. In addition, the S1P1 inhibitor drug fingolimod has been 
recently approved for the treatment of multiple sclerosis (MS). 
Fingolimod is thought to prevent the egress of recently activated 
T cells from the lymph nodes. Natalizumab, a monoclonal anti-
body against α4 integrin, a potent inhibitor of T-cell migration 
into the CNS and intestines, is utilized in the treatment of MS 
and Crohn disease to prevent the migration of T cells to the 
CNS and intestines, respectively.

DIFFERENTIATION OF CD4 Th SUBSETS

Naïve T Cells
Naïve T cells are precursors for effector and memory T-cell sub-
sets. Phenotypically, naïve T cells are small cells with little cyto-
plasm; they express surface markers, such as CD45RA, CCR7, 
CD62L, CD127, and CD132. They lack expression of markers 
of previous activation, such as CD25, CD44, CD69, CD45RO, 
or HLA-DR. Naïve T cells have low metabolism and are unable 
to mediate effector responses or produce proinflammatory cy-
tokines.15 Naïve T cells migrate within the secondary lymphoid 
organs, where they interact with DCs. Because of their role as 
precursors for all T-effector subsets, their loss is thought to be 
an important contributor to the immunosenescence seen in older 
adults.

Early studies demonstrated that CD4 T-cell clones and cell 
lines would express reproducible patterns of cytokine expression 
designated T-helper cell-1 (Th1) and T-helper cell-2 (Th2).16 It 
is now appreciated that CD4 effector T cells can differentiate 
into many functional phenotypes (see Fig. 11.1). These can be 
grouped into four general categories: (i) those possessing proin-
flammatory effector characteristics, (ii) those possessing regu-
latory or anti-inflammatory activities, (iii) those that promote   
B-cell follicle development, and (iv) those that provide long-term 
memory. Our understanding of the phenotype diversification 
process is rapidly expanding. T-effector cell differentiation oc-
curs in three steps. First, TCR signals lead to activation and elicit 
the expression of cytokine receptors.17 Second, signals through 
specific cytokine receptors differentially promote the expression 
of lineage-specific “master” transcription factors that promote 
expression of genes associated with a particular T-cell phenotype 
and suppress the expression of genes associated with other T-cell 
phenotypes. Third, the phenotype-specific transcription factors 
induce epigenetic changes that control gene accessibility and 
maintain the T-cell phenotype in a cell-intrinsic manner.

EFFECTOR CELL PHENOTYPES
T-effector cells promote inflammation through the release of 
cytokines (Fig. 11.2). Cytokine release elicits the activity of ac-
cessory cells, which ultimately mediate the inflammation to 
clear the antigen. The pattern of cytokine production ultimately 
dictates the type of inflammation (Table 11.1). Effector T cells 
are divided into five basic groups: Th1, Th2, Th9, Th17, and 
Th22. Table 11.2 summarizes the T-effector responses associ-
ated with selected pathogens.

Th1
Th1 cells are defined by production of the cytokines IFN-γ, 
GM-CSF, IL-2, and lymphotoxin (LT). Th1 differentiation 

Th1
• Produces interferon (IFN)-γ, IL-2, tumor necrosis factor (TNF), and   

lymphotoxin (LT)
• Stimulates IgG1 and IgG3 class switching
• Responses mediated by macrophage activity
• Promotes phagocytic activity through:

• FcγRIII cross-linking
• Complement deposition
• Opsonization
• IFN-γ-mediated macrophage activation

Th2
• Produces IL-4, IL-5, IL-6, and IL-10
• Stimulates IgG4 and IgE class switching
• Responses mediated by mast cells and eosinophils
• Increases degranulation through:

• FcεRI cross-linking
• IL-5–mediated eosinophil activation

Th17
• Produces IL-6, IL-17, granulocyte macrophage–colony-stimulating   

factor (GM-CSF), and TNF
• Activates local endothelium
• Induces cytokine and chemokine production
• Increases infiltration by neutrophils
• Activates cell-mediated inflammation 

KEY CONCEPTS
CD4 Effector Phenotypes
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by promoting IL-4 and suppressing IFN-γ production. GATA3 
also appears to inhibit IFN-γ production, but additionally plays 
a critical role in establishing Th2 cells by promoting IL-5 and 
IL-13 production (Fig. 11.3B).19

Th2 cells release IL-4 and IL-5, which attract and activate the 
function of eosinophils and mast cells. Th2-type cytokines en-
hance B-cell class switching toward IgG2, IgE, and sIgA. High 
levels of IgE in Th2 reactions combined with antigen exposure 
and FcεR1 receptor expression by eosinophils or mast cells re-
sults in triggering and release of inflammatory factors, such as 
histamine, platelet-activating factor, prostaglandins, and leuko-
trienes (Fig. 11.2). These factors act on the local environment, 
producing vascular dilation and leakage, bronchial constriction, 
and intestinal hypermotility. On a more systemic level, anaphy-
laxis may be produced. Eosinophil- and mast cell– dependent 
reactions are known as immediate-type hypersensitivity (ITH) 
responses. ITH responses are important for ridding the body 
of intestinal helminths; in fact, components of helminth eggs 
strongly promote Th2 differentiation. Th2 responses are also 
associated with atopy and hyperresponsive airway conditions, 
such as asthma and allergies.

is elicited in response to infection by intracellular bacte-
ria, fungi, and viruses, products of which stimulate surface 
toll-like receptors (TLR), leading to the production of cyto-
kines by DCs and natural killer (NK) cells. Th1 differentia-
tion is promoted by IL-12, IL-18, IFN-γ, and type 1 interfer-
ons and is inhibited by IL-4, IL-10, and transforming growth 
factor-β (TGF-β; Fig. 11.3A). During activation, IFN-γ recep-
tor signals activate signal transducer and activator of tran-
scription 1 (STAT1) and promote the expression of the Th1-
restricted transcription factor T-bet and IL-12R expression.   
IL-12R signals through STAT4, which drives the expression of 
high levels of T-bet. T-bet serves to reinforce the Th1 phenotype 
by promoting IFN-γ and IL-12Rβ2 expression.17 IL-18 plays a 
dual role in Th1 function by promoting Th1 commitment and 
eliciting IFN-γ production by fully differentiated Th1 cells.

Th1 cells promote cell-mediated inflammatory responses 
through inducing the activation of macrophages, NK cells, B 
cells, and CD8 T cells. Th1 cells regulate macrophage func-
tion at several levels. GM-CSF promotes the production of 
monocyte lineage cells from the bone marrow. IFN-γ is a po-
tent macrophage activator, enhancing microbicidal activity by 
initiating nitric oxide (NO) production, upregulating produc-
tion of oxygen radicals, and increasing phagocytic function. 
IFN-γ also promotes antigen presentation by upregulating 
major histocompatibility complex (MHC) class I molecules, 
MHC class II molecules, and costimulatory molecule expres-
sion by macrophages (Fig. 11.2). IFN-γ can activate NK cells 
and also promote humoral responses in B cells to mediate an-
tibody class switching to an IgG1 (IgG2a in mice) isotype.18

IgG1 activates the classical complement pathway and can 
bind Fcγ receptors expressed on phagocytic cells, thereby pro-
moting opsonization. Finally, IFN-γ acts in conjunction with 
another Th1 cytokine, IL-2, to promote the differentiation of 
CD8 cells into cytotoxic effector cells (Chapter 12). Macro-
phage-dependent Th1-mediated inflammatory responses are 
known as delayed-type hypersensitivity (DTH) responses. In 
vivo, DTH responses are critical for protection from intra-
cellular pathogens including bacteria, fungi, and viruses. In-
dividuals with defects in components of the IFN-γ or IL-12 
signaling pathways are susceptible to atypical mycobacterial 
infections and have altered responses to other microorgan-
isms. Additionally, Th1 cells are thought to contribute to the 
pathogenesis of autoimmune diseases, including MS, type 1 
diabetes mellitus, rheumatoid arthritis, and Crohn disease. 
The Th1 pathway has been explored therapeutically. IL-12 
has been studied as a way to boost vaccine immune responses 
against microorganisms and antitumor immunity. IL-12 neu-
tralizing mAb-based therapies have been investigated in in-
flammatory and autoimmune diseases, including psoriasis, 
arthritis, Crohn disease, and MS.

Th2
Th2 cells are defined by their production of IL-4, IL-5, IL-9, IL-
10, and IL-13. In vitro, the critical step in Th2-cell differentia-
tion is the presence of exogenous IL-4 and the absence of IFN-γ
during T-cell activation. In vivo, Th2 differentiation is thought 
to require IL-4 produced by basophils, eosinophils, mast cells, 
NKT cells, or even previously differentiated Th2 cells. Naïve T 
cells express the IL-4R, and the combination of TCR, costimula-
tory (CD28 and ICOS), and IL-4R/STAT6 signaling promotes 
IL-4 transcription and the production of the transcription fac-
tors c-Maf and GATA3. c-Maf helps to establish Th2 polarity 

Th17 inflammation

Th2 inflammationTh1 inflammation

APC

γ

APC

APC

FIG. 11.2 Generalized Model for T Helper–Mediated Inflam-
mation. Top left. Introduction of infectious agent stimulates the 
release of chemokines and tumor necrosis factor (TNF) from 
tissue macrophages, stimulating the recruitment (upward ar-
rows) of T cells and monocytes through the local vasculature. 
Antigen recognition by T cells stimulates the local production 
of Th1 cytokines. Interferon (IFN)-γ activates macrophages,   
enhancing the clearance of infectious agents. Top right. Traffick-
ing to sites of Th2 responses is stimulated by local chemokine 
expression, leading to T-cell recruitment. Antigen recognition 
leads to interleukin (IL)-4 production by Th2 cells, which stimu-
lates B-cell immunoglobulin (Ig)E class switching. Production 
of IL-5 activates eosinophils. Cross-linking of FcεR1 molecules 
bound to IgE leads to the degranulation of mast cells and eo-
sinophils. Bottom. Recruitment of Th17 cells and restimulation 
by antigen results in the release of IL-6, IL-17, and TNF, which pro-
motes the recruitment, activation, and function of many cells, 
particularly neutrophils. APC, Antigen-presenting cells.
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TABLE 11.1 T-Helper Cell Effector Function Through Cytokine Secretion

Th1
Interleukin (IL)-2 T-cell growth and potentiation of Fas-mediated apoptosis

Natural killer (NK) cell growth and cytolytic activity
B-cell growth and antibody production

Interferon (IFN)-γ Increases class I and II molecule expression on numerous cell types
Promotes Th1 differentiation
Activates macrophages; stimulates phagocytic killing and oxidative bursts
Induces immunoglobulin (Ig)G2α and lgG3 class switching
Inhibits IgG1 and IgE class switching
Inhibits Th2 proliferation
Activates neutrophils
Activates endothelium to promote CD4 T-cell adhesion
Stimulates NK cell cytolytic activity
Required for the activation of CD8 cytotoxic T lymphocytes (CTLs)

Tumor necrosis factor (TNF) Activates vascular endothelial cells; enhances leukocyte recruitment
Activates neutrophils, eosinophils, and macrophages
Stimulates IL-1, IL-6, TNF, and chemokine expression by macrophages
Protects against viral infections, similar to interferons (IFNs)
Increases class I molecule expression
Induces fever
Activates coagulation

Lymphotoxin (LT) Activates neutrophils and osteoclasts
Activates vascular endothelial cells; enhances leukocyte recruitment
Cytotoxic activity against tumor cells
Stimulates adhesion molecule expression
Increases class I molecule expression

Th2
IL-4 Growth and differentiation of Th2 cells

B-cell growth and class II molecule upregulation
Induces IgG1 class switching (IgG4 in humans) and IgE
Inhibits IgG2a and lgG3 class switching
Mast cell growth
Inhibits macrophage activation
Induces vascular cell adhesion molecule (VCAM) expression on endothelium; recruits eosinophils/monocytes

IL-5 B-cell growth and activation
Eosinophil differentiation
Eosinophil activation and survival

IL-10 Inhibits cytokine and chemokine production in monocytes, especially TNF, IL-1, and IL-12
Inhibits macrophage activation and function
Inhibits T-cell–mediated inflammation
Induces lgG4 class switching (lgG1 in mice)

IL-13 Upregulates class II molecules on monocytes and B cells
Inhibits proinflammatory cytokine production by monocytes
B-cell costimulation
Induces IgG4 class switching (lgG1 in mice) and IgE
Increases class I molecule expression

Th9
IL-9 Mast cell expansion and recruitment

T-cell growth factor
IL-21 Promotes Th17 differentiation

B-cell survival; antibody class switching
Enhances NK cell proliferation; promotes killer function

Th17
IL-17 Increases T-cell proliferation

Promotes neutrophil recruitment and activity
Promotes cytokine production including IL-6 and TNF
Induces chemokine production

Granulocyte macrophage–colony-
stimulating factor (GM-CSF)

Promotes myeloid cell development and maturation
Promotes dendritic cell differentiation and survival
Enhances macrophage activation

IL-6 Activates acute-phase response, inducing fever and antibacterial responses
Promotes Th2 and Th17 differentiation
Activates and elicits NK responses
Promotes plasma cell differentiation and Ig production

IL-21 See above
TNF See above

Th22
IL-22 Activates acute phase response, inducing fever and antibacterial responses
IL-13 See above
TNF See above
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Th17
Th17 T cells are characterized by the production of IL-17a/f,   
IL-21, IL-22, IL-26, GM-CSF, and TNF. Th17 differentiation is 
promoted by IL-1β, IL-6, IL-23, and TGF-β, and the absence 
of type 1 interferons, IFN-γ, and IL-4 (Fig. 11.3C). Much of 
the potency attributed to Th17 cells derives from the produc-
tion of IL-17 and GM-CSF. IL-17, together with TNF, strongly 
promotes inflammation by inducing the expression of adhesion 
molecules, proinflammatory cytokines (including IL-6, GM-
CSF, granulocyte–colony-stimulating factor [G-CSF]), che-
mokines, prostaglandin E2, and matrix metalloproteinases (see 
Fig. 11.2). IL-21 regulates B-cell, T-cell, and NK-cell functions.20 

In B cells, IL-21 has been found to regulate plasma cell differen-
tiation and promote IgM and IgG1 antibody production. IL-21 
is a T-cell growth factor, and in the presence of TCR signals, 
IL-21 promotes T-cell activation, proliferation, and survival. It 
therefore appears that Th17 cells are important for the recruit-
ment of effector cells, including neutrophils and monocytes.

Th17 cells are potent cell-mediated effectors. Th17 responses 
are elicited in response to infection with extracellular bacte-
ria and fungi. In addition, Th17 cells have been implicated in 
transplant rejection, atopic dermatitis, Crohn disease, psoriasis, 
and MS. Experimental models demonstrate that Th17 cells, via 
the production of GM-CSF and IL-17, are important mediators 
of autoimmune diseases, including experimental autoimmune 
encephalomyelitis (EAE).21 Patients with impaired IL-17 ex-
pression or mutations causing Th17 differentiation experience 
recurrent infections with Staphylococcus aureus and Candida 
albicans. Alleles of the IL-23R have been found to confer pro-
tection or susceptibility to Crohn disease and psoriasis. Clinical 
trials are underway to examine the effects of disrupting Th17 
immune responses in patients with autoimmune diseases. Ther-
apeutic mAbs to IL12/23 p40, IL23 p19, and IL-17a have been 
approved for treatment of psoriasis and are being investigated 
for application in other conditions.

TABLE 11.2 T-Cell Effector Responses to 
Selected Pathogens

Organism Nature of the Immune Response

Bacteria
Borrelia burgdorferi Th1 and Th17 responses associated with 

protection and joint pathology
Chlamydia tracho-

matis
Th1 and Th17 responses protective and source 

of pathology
Helicobacter pylori Th1 and Th17 responses contribute to protec-

tion and pathology. Th2 responses lead to 
persistence

Legionella pneu-
mophila

Th1 responses associated with immunity

Listeria monocyto-
genes

Th1 responses are protective: interferon 
(IFN)-γ from γδ T cells and CD8 T cells is 
important

Mycobacterium 
leprae

Severity and phenotype of disease depends 
on Th1 and Th2 predominance

Mycobacterium 
tuberculosis

Th1 responses control infection

Treponema pallidum Th1 resolves infection; Th2 chronic
Yersinia pestis Th1 and Th17 responses associated with 

immunity

Fungi
Aspergillus fumigatus Th2 production predominates; does Th1 offer 

protection?
Blastomyces derma-

titidis
Th1 protects; Th2 switch in progressive 

disease
Candida albicans Th17 responses are protective
Cryptococcus neofor-

mans
Susceptibility associated with Th2 response; 

Th17 response associated with protection
Paracoccidioides 

brasiliensis
Infection stimulates Th2 response, but Th1 

response protects

Parasites
Leishmania spp. Th1 responses are protective; Th2 responses 

allow chronic infection
Filaria Initiates Th2 production; Th1 response appears 

protective
Schistosoma mansoni Th1 and humoral responses protect; typically 

Th2 responses directed against eggs
Trypanosoma cruzi Th1 responses inhibit parasite replication, but 

protection is not completely CD4 dependent
Giardia lamblia Th1 and Th2 responses protect

Viruses
Measles Th1 responses are protective
Hepatitis B Th1 responses seen in spontaneous recover-

ing patients
Human immunodefi-

ciency virus
Rapid loss of effector and memory T cells cor-

relates with susceptibility to pathogens.
Respiratory syncytial 

virus
Th2, Th9, and Th17 responses are associated 

with reduced lung function

Th1

Th2

Th17

IFN-γ

STAT1, 4
Tbet
Hlx

IL-12, IL-18
IL-23, IL-27
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cell
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FIG. 11.3 Factors Influencing T-Effector Differentiation. Cyto-
kine exposure during the activation stage of naïve T cells strong-
ly influences T-effector differentiation. Depicted here are the 
factors promoting and inhibiting Th1 (A), Th2 (B), Th17 (C), and 
T-follicular helper (Tfh) cells following functional activation of un-
differentiated T cells. DC, Dendritic cells; IFN-γ, interferon-γ; IL, 
interleukin; NK, natural killer; RORgammat, retinoic acid related-
orphan nuclear receptor gamma; STAT, signal transducer and 
activator of transcription; TGF-β, transforming growth factor-β. 
TLR, Toll-like receptor.
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Th9
IL-9–producing T-cell subsets are a separate lineage. Human Th9 
cells produce IL-9 and IL-21. IL-9 is an important growth fac-
tor for T cells, mast cells, and hematopoietic stem cells (HSCs). 
IL-9 functions by preventing apoptosis and by recruiting DC. The 
differentiation of naïve T cells into a Th9 phenotype is thought 
to be dependent on the presence of IL-4 and TGF-β and is en-
hanced by signaling through TNF receptor 2 and costimulation 
by TNFRSF4 (OX40).22 Th9 cells express the transcription fac-
tor PU.1, which is thought to repress Th2-associated GATA3 and 
Th1-associated T-bet expression. Similar to Th2 cells, Th9 cells 
are thought to play a role in protection from helminths and pro-
mote airway restriction and mucus secretion in allergic asthma. 
Experimental and clinical studies indicate that Th9 cells may con-
tribute to immune pathogenesis in inflammatory bowel disease, 
MS, rheumatoid arthritis, and other autoimmune diseases.

Th22
Although IL-22 was originally described as a Th17 cytokine, 
research has shown that a distinct CD4 T-cell population ex-
pressed IL-22 independently of IL-17. Further work identified 
IL-22, IL-13, and TNF secreting cells in the skin of patients 
with inflammatory skin disorders.3 These IL-22–expressing 
cell populations also express the cutaneous homing receptors 
CCR4, CCR6, and CCR10. These Th22 cells have been subse-
quently found to differentiate in the presence of IL-6 and TNF.23

Phenotypically, Th22 cells express a different gene profile than 
other Th cell subtypes, suggesting that they are a distinct effec-
tor population. They also produce fibroblast growth factors that 
promote epidermal repair. IL-22 is a member of the IL-10 fam-
ily with important functions in regulating skin homeostasis and 
protection from infection by eliciting anti-bacterial protein pro-
duction. Experimental models suggest that IL-22 and Th22 cells 
may play beneficial roles in diverse epithelial tissues.

Adaptive Tregs
In mice, the majority of CD4+ CD25+ FoxP3+ Tregs (natural 
Tregs) are thought to develop regulatory ability in the thymus. 
Peripherally derived adaptive Tregs are similar in phenotype 
to natural Tregs in that they express CD4, CD25, CD38, 
CD62L, CD103, and FoxP3. Adaptive Tregs are thought to 
be generated in response to prolonged exposure to antigen 
and are influenced by antigen presentation by immature DCs, 
plasmacytoid DCs, or nonprofessional APCs. The presence 
of inhibitory cytokines, such as IL-10 and TGF-β, also favors 
adaptive Treg differentiation. Similar to natural Tregs, adap-
tive Tregs are capable of suppressing CD4 and CD8 T-cell 
responses. Unlike natural Tregs, adaptive Tregs can func-
tion through both cell contact–dependent interactions and 
through the secretion of anti-inflammatory cytokines. These 
cytokines may directly regulate effector T cells or may inhibit 
DC activity. The generation of adaptive Tregs is of great inter-
est as a cell-based therapy for inflammatory diseases, includ-
ing autoimmunity.24

Tr1 Cells
Tr1 cells have been defined as a population of CD4 T cells that 
produce IL-10 in response to stimulation. Unlike adaptive 
Tregs, Tr1 cells do not express FoxP3 and do not necessarily 
express CD25. Tr1 cells are produced in the respiratory tract 
when antigen exposure is coupled with IL-10 and TGF-β. Ex-
perimentally, Tr1 cells can be induced by repeated intranasal 
antigen delivery.25 Respiratory tract infections with Bordetella 
pertussis have also been found to elicit Tr1 cells in vivo.26 Tr1 
cells function by producing IL-10 to block proliferation of 
naïve T cells, prevent Th1 differentiation by blocking IL-12 
production, and enhance differentiation of T cells toward the 
Tr1 phenotype.

FOLLICULAR HELPER T CELLS
One of the earliest described roles of CD4 T cells is their abil-
ity to promote or “help” generate effective antibody produc-
tion by B cells. Th1 and Th2 cells have the ability to promote 
B-cell class switching and effector responses. Evidence sup-
ports the role of a distinct subpopulation of T cells, known as 
T-follicular helper (Tfh) cells, as playing a key role in regulat-
ing T-cell–dependent B-cell responses. Tfh cells are identified 
by their surface expression of CXCR5, ICOS), PD-1, CD200, 
B- and T-lymphocyte attenuator (BTLA), OX40, and serum 
amyloid P (SAP), while lacking the expression of CD127 and 
CCR7.27 Tfh cells also express the transcription factor BCL6, 
which is essential for their differentiation and function. In-
terestingly, BCL6 can be co-expressed with T-bet, GATA3, 
or RORγt, but BCL6 modifies many of their effector lineage 
functions. The fact that there is an incomplete separation be-
tween Tfh and other T-effector lineages might suggest that the 
Tfh phenotype is generated in parallel with T-effector cell dif-
ferentiation and in response to inflammatory cues present in 
lymph nodes.

Tfh differentiation is promoted by signals through ICOS, 
OX-40, and the presence of IL-6, IL-12, and IL-21. Tfh cells 
upregulate CXCR5, which enables homing to the interface be-
tween the T-cell and B-cell areas of lymph nodes, where they 
interact with recently activated B cells. This interaction with 
activated B cells provides signals to the Tfh cell through ICOS 
and IL-6, while the Tfh cells provide CD40L and IL-21 to the 

• Cell death pathways
• TNF family receptors: Fas/FasL, TNF-related apoptosis inducing ligand 

(TRAIL), and TNFR1
• Inhibitory receptor activity

• CTLA-4 and PD-1
• Inhibition of TCR signaling

• Cytokine-mediated regulation
• Anti-inflammatory cytokine production (IL-10, TGF-β)
• Cytokines that promote and inhibit inflammation at different stages 

of a response (IFN-γ, IL-2, IL-27)
• Regulation of apoptosis (LT, TNF)
• Growth factor withdrawal (IL-2, IL-7, IL-15) 

KEY CONCEPTS
Regulation of T-Cell Responses

REGULATORY T CELLS
Regulatory T cells (Tregs) possess the ability to suppress or other-
wise downregulate the function of other proinflammatory T cells. 
Although multiple T-cell subsets may possess regulatory T-cell 
activity, our understanding of regulatory function was greatly en-
hanced by the discovery of CD25 and FoxP3 as markers for a regu-
latory subpopulation of CD4 T cells (Chapter 13). This discussion 
focuses on the involvement of two populations of peripherally de-
rived Treg phenotypes: adaptive Treg and Tr1 cells.
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B cells. Through successive interactions with B cells, Tfh cells 
promote the survival, proliferation, Ig class switching, affinity 
maturation and differentiation of B cells into memory B cells, 
and antibody-producing plasma cells through the germinal 
center reaction.28

Mutations affecting Tfh-associated pathways have been iden-
tified in B-cell immunodeficiency disorders. Common variable 
immune deficiency (CVID; Chapter 33) is often linked to mu-
tations in the ICOS pathway. Recurrent infections in patients 
with CVID are associated with hypogammaglobulinemia and 
reduced numbers of Tfh cells. X-linked lymphoproliferative dis-
ease type 1 (XLP1) has been associated with mutations in the 
SH2D1A gene. Interestingly, patients with XLP1 have defects in 
B-cell germinal center formation and decreased memory B-cell 
numbers, but have normal Tfh numbers. XLP1 Tfh cells have 
reduced ability to support B-cell function.29 Tfh cells have been 
implicated in autoimmune diseases, such as myasthenia gra-
vis, Graves disease, Hashimoto thyroiditis, lupus, Sjögren syn-
drome, and rheumatoid arthritis, where dysregulated antibody 
responses are thought to contribute to disease progression. In 
addition, therapies to target or passively transfer Tfh cells are 
being studied for treatment of autoimmune disease and some 
forms of lymphoma.29

MEMORY T CELLS
Following an immune response, small numbers of T cells 
persist over the long term and are called memory T cells. 
Memory T cells protect the host from reinfection by the same 
microorganisms. Protection correlates with the number of 
specific memory cells present in the host. Memory cells ac-
celerate responses against repeat antigen for several reasons. 
First, memory cells are maintained at higher frequencies than 
are naïve cells. Second, a large portion of memory T cells 
are maintained in peripheral tissues, allowing for rapid lo-
cal responses to infection. Third, memory T cells proliferate 
and produce cytokines in response to stimulation with lower 
doses of antigen, less costimulation, and much faster kinetics 
compared with naïve T cells. Fourth, memory cells can pro-
mote APC function and produce cytokines that promote the 
effector differentiation of naïve T cells.

Diverse populations of memory T cells can be defined by 
surface marker expression, localization, and patterns of mi-
gration. Two populations of memory T cells are identified on 
the basis of their re-expression of the lymph node homing 
receptors CCR7 and L-selectin following activation. Central 
memory (Tcm) cells are identified as CD45RA− CD45RO+, 
CCR7+, CD62L+, and stem cell memory cells (Tscm) are identi-
fied by the markers CD45RA+ CD45RO−, CCR7+, CD62L+, 
CD95+.30 By expressing CCR7 and CD62L, these memory T 
cells permit recirculation through secondary lymphatic or-
gans, allowing interactions with DCs from diverse tissue sites 
effectively expanding the area of immune surveillance. Tcm 
and Tscm produce IL-2 and rapidly enter the cell cycle upon 
activation. They are able to acquire effector phenotypes, sug-
gesting that they function as a precursor pool for subsequent 
immune responses.

Two additional memory cell subsets have been described 
on the basis of their ability to migrate through peripheral 
tissues. Effector memory T cells (Tem) are identified by the ex-
pression pattern: CD45RO+, CCR7−, CD62L−. These cells ex-
press chemokine receptors, selectins, and integrins  facilitating 

their recirculation through peripheral tissues. Tem cells have 
previously undergone effector differentiation, and upon 
stimulation they rapidly express restricted cytokine patterns 
reflecting their prior phenotype. Additional populations   
of nonmigratory memory T cells have been identified. These 
are known as tissue resident memory T cells (Trm). Trm cells are 
identified by the markers CD45RO+, CCR7−, CD69+. They 
have been identified in close proximity to epithelial sites in 
multiple tissues. Trm cells provide rapid and highly local-
ized cytokine production in response to infection. Thus Tem  
and Trm cells bolster immunity by providing immune sur-
veillance at distinct sites.31

The processes underlying memory T-cell differentiation are 
incompletely understood. A number of signaling pathways and 
APC populations have been proposed to be involved in memory 
differentiation. It is clear that Tcm and Tem cells are generated 
early in the T-cell response. The pathways that lead to the dif-
ferentiation of Th1, Th2, Th17, and Tfh effector cells are also 
important in the generation of Tem populations.

GENERAL CONSIDERATIONS IN EFFECTOR 
T-CELL DIFFERENTIATION
Several key concepts of Th maturation should be noted with 
regard to the cellular differentiation of CD4 T cells. First 
and foremost, all T-effector, memory, and adaptive Tregs are 
thought to arise from naïve thymic emigrant precursors. In   
addition, T-cell phenotype specification is regulated indepen-
dent of TCR specificity.

Second, differentiation to a specific effector phenotype is 
self-promoting and inhibitory to other phenotypes through 
production of effector cytokines (see Fig. 11.3). Early in Th1 or 
Th2 differentiation, for example, expression of the transcription 
factors T-bet or GATA3 promote pro-effector differentiation 
while suppressing alternative cell fates. Once established, T-cell 
phenotypes are maintained through active signaling and chro-
mosomal modification.

Third, polarization is incomplete at the population level. 
Following exposure to antigen, responding T cells may col-
lectively possess multiple phenotypes. Heterogeneity of Th 
phenotypes is a common feature of some diseases, such as 
asthma, where Th2, Th9, and Th17 responses are thought to 
contribute to disease; in psoriasis, where Th1, Th17, and Th22 
cell types are detectable; and in MS, where Th1, Th17, and 
Th22 cells are thought to mediate inflammation. A portion 
of the T cells may persist in a naïve phenotype or as uncom-
mitted Tcm or Tscm. These cells retain features of stem cells in 
that they may give rise to T cells of diverse phenotype upon 
antigen re-exposure.

Fourth, there is limited plasticity in T-cell effector pheno-
types. Effector phenotypes are reinforced by “master” tran-
scription factors and epigenetic modifications (Fig. 11.4). 
For example, established Th1 cells do not express Th2 cyto-
kines despite extended culture in Th2-skewing conditions. 
There is, however, growing evidence of interconversion   
between certain T-helper subsets.32 Experiments tracing   
T-cell lineage commitment have shown that T cells that once 
expressed FoxP3 could become effector cells. It is not clear 
if plasticity occurs between all phenotypes or if phenotype 
conversion can occur at any stage of phenotype commitment 
(see Fig. 11.4).
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TERMINATION OF T-CELL RESPONSES

As a result of the potential for unregulated inflammation, re-
tention of activated effector T cells presents three risks to the 
organism. First, with each succeeding infection, the body would 
be increasingly burdened by the energy requirements of main-
taining larger T-cell numbers. Second, there would be loss of 
TCR diversity resulting from the overrepresentation of clonally 
expanded T cells. Third, there is an increased risk of damage 
to self by large populations of activated effector T cells. Thus a 
return to homeostasis is required at the end of an immune re-
sponse through reductions in T-cell numbers and activity. Ho-
meostasis is restored through the loss of the initiating stimulus 
and by active control processes, including cell death, inhibitory 
signaling pathways, and anti-inflammatory cytokines.

CELL DEATH PATHWAYS IN T-CELL HOMEOSTASIS
Several cell death pathways regulate the processes of activation-
induced cell death (AICD; Chapter 17). The primary pathway 
involved in AICD involves Fas (CD95) and Fas ligand (FasL, 
CD95L). Fas and FasL are expressed following T-cell activation. 
Fas-mediated apoptosis can be stimulated by FasL on neighbor-
ing cells (“death signal”) or on the same cell (“suicide signal”). 
Mutations in Fas and FasL result in the accumulation of activated 
lymphocytes and autoimmunity. Another TNF family member, 
TRAIL, has also been associated with AICD. Mice lacking TRAIL 
have enhanced susceptibility to autoimmune disease. Some evi-
dence suggests that TRAIL regulates AICD primarily in Th2 cells.33

ACTION OF INHIBITORY RECEPTORS
T cells express several Ig family transmembrane proteins contain-
ing immune tyrosine inhibitory motifs (ITIMs). Two of these, 
CTLA4 and PD-1, play important roles in terminating T-cell re-
sponses in vivo. CTLA4 is expressed by T cells following activa-
tion and regulates T-cell activity in two ways. First, CTLA4 binds 
to B7 with high affinity and competes with CD28 costimulation. 
Second, CTLA4 inhibits proximal TCR signaling by recruiting the 
phosphatases SHP-2 and PP2A. Mice deficient in CTLA4 develop 
a severe CD28-dependent lymphoproliferative disease, tissue infil-
tration, and early death.34 PD-1 interacts with two ligands, PD-L1 
and PD-L2, which are differentially expressed in immune and pe-
ripheral tissues. PD-1 engagement limits proximal TCR signals by 
recruiting SHP-2, thereby suppressing activation, cytokine produc-
tion, and proliferation. Loss of PD-1 has been associated with auto-
immune cardiomyopathy, arthritis, and a lupus-like glomerulone-
phritis.35 Therapeutic disruption of CTLA-4 and PD-1 signals are 
exploited as checkpoint inhibitors for treatment of certain cancers.

CYTOKINE-MEDIATED INHIBITION
Cytokines function to terminate immune responses in three ba-
sic ways: (i) by loss or withdrawal of growth factors, (ii) by induc-
ing cell death, and (iii) by direct anti-inflammatory properties   
(Chapter 14). IL-2 functions as a growth factor in early immune 
responses. Loss of IL-2 signals through decreased production or 
loss of receptor expression deprives the cell of survival signals, re-
sulting in AICD. Similarly, loss of IL-7 or IL-7 receptor results in 
increased apoptosis among naive and memory T-cell populations.36

As discussed in Chapter 17, cell death by growth factor withdrawal 
results from activation of the mitochondrial pathway of apoptosis.

Cytokines can suppress T-cell responses. This function of cy-
tokines is exemplified by IL-10, IL-27, TGF-β, and TNF. IL-10 
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FIG. 11.4 Mechanism of T-Helper Phenotype Shift. Under ap-
propriate conditions, T-cell activation may result in daughter cells 
adopting one of several T-effector phenotypes. Within a polar-
ized population of Th cells, a subset of undifferentiated T lym-
phocytes may exist (here referred to in the general category as 
T central memory [Tcm]). Fully committed Th1, Th2, or Th17 cells 
upon restimulation will produce Th1, Th2, or Th17, respectively. 
Tcm or other uncommitted cell types retain the potential to dif-
ferentiate into T effectors of any phenotype, depending on the 
context of the secondary stimulation. DC, Dendritic cells.

Diseases Associated With CD4 T-Effector Responses

Th1
• Multiple sclerosis
• Psoriasis
• Type 1 diabetes mellitus
• Tuberculoid leprosy
• Transplant rejection

Th2
• Allergy and asthma
• Helminthic infections
• Lepromatous leprosy

Th9
• Asthma
• Helminthic infections

Th17
• Asthma
• Multiple sclerosis
• Psoriasis
• Rheumatoid arthritis
• Transplant rejection

Th22
• Psoriasis
• Wound healing 

CLINICAL RELEVANCE
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is produced by adaptive Tregs and Tr1 cells, as well as B cells, 
monocytes, and macrophages. IL-10 suppresses inflammation 
by inhibiting macrophage activation, downregulating chemo-
kine production, and suppressing costimulatory molecule ex-
pression by APCs. IL-10–deficient mice develop inflammatory 
bowel disease caused by dysregulated Th1 responses. Mice ge-
netically deficient for the IL-27 receptor develop exaggerated 
CD4 T-cell responses and inflammatory diseases. These effects 
of IL-27 can be attributed to its role in suppressing Th1 re-
sponses and CD4 T-cell proliferation.37 TGF-β1 is another anti-
inflammatory cytokine that is produced by subsets of Tregs and 
a variety of other cell types throughout the body. Unlike IL-10, 
which targets APCs, TGF-β1 directly inhibits T-cell proliferation and 
Th1 differentiation.38 Mice deficient in TGF-β1 have multi-tissue 
infiltration by activated lymphocytes and macrophages. TNF is 
well characterized as possessing proapoptotic function. TNFR1 
possesses a death domain, and binding of TNF results in the 
activation of the caspase pathway and apoptosis.

SUMMARY OF THERAPEUTIC REGULATION OF 
T-CELL RESPONSES FOR TREATMENT OF 
IMMUNE-MEDIATED DISEASES

T-cell–mediated inflammation is central to immune-mediated 
diseases. The most effective techniques to control inflammation 
are aimed at the processes of T-cell activation, differentiation, 

EffectsTargetsProcess

Cytokine production

Migration

Activation

FIG. 11.5 Therapeutic Regulation of Inflammation. Several techniques have been employed to reduce T-cell responses in cases 
of inflammation. Among these are inhibiting T-cell activation and differentiation by blocking costimulatory interactions with antigen-
presenting cells (APCs) (top); inhibiting T-cell and effector-cell trafficking by blocking molecules required for chemotaxis (middle); and 
limiting the effect of T-helper responses by decreasing the availability of inflammatory cytokines (bottom). DC, Dendritic cells; IL, 
interleukin; Treg, regulatory T cells.

• Development of effective techniques to identify antigens targeted in 
organ-specific autoimmune and allergic diseases and in transplant   
rejection

• Development and implementation of an effective tolerance-inducing 
strategy capable of regulating T-cell responses in an antigen-specific 
manner

• Identification of tolerance-specific biomarkers or assays to clearly de-
lineate successful therapy of inflammatory diseases 

ON THE HORIZON

trafficking, or effector functions (Fig. 11.5). Among many poten-
tial approaches currently being employed or in development are 
the following: (i) blockade of appropriate costimulatory signals 
or intracellular signaling molecules to prevent T-cell activation 
(i.e., FK504) or to promote ongoing effector inflammatory re-
sponses (i.e., anti-PD-L1); (ii) preventing recruitment of effector 
T cells into inflammatory sites by targeting pathways required 
for cellular recruitment (i.e., VLA-4); (iii) neutralizing the cyto-
kines that promote T-effector differentiation (e.g., IL-6, IL-12, or 
IL-23); (iv) blocking proinflammatory cytokines (e.g., IFN-γ, IL-
17, GM-CSF, or TNF) and other effector molecules (e.g., iNOS, 
reactive oxygen intermediates, etc.) involved in the effector limb 
of destructive inflammatory processes; (v) the use of regulatory 
cytokines, such as TGF-β, IL-4, or IL-10 to regulate proinflam-
matory responses; and (vi) in vivo induction of Treg activity us-
ing tolerance strategies or ex vivo expansion and administration 
of protective or regulatory T-cell subsets.
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Cytotoxic T Lymphocytes and Natural 
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Cytotoxic T lymphocytes (CTLs) and natural killer (NK) 
cells represent two distinct but functionally related lineages 
that contribute to pathogen and tumor immunity. Although 
the approaches by which CTLs and NK cells kill their target 
cells and produce immunomodulatory cytokines are quite 
similar, the mechanisms by which they recognize their targets 
are distinctly different. CTLs are CD8 T cells (Chapter 9) that 
recognize targets via the interaction of a diverse repertoire of 
polyclonally rearranged T-cell receptors (TCRs) (Chapter 4)   
with a peptide–major histocompatibility complex (MHC) 
class I complex (Chapter 6) and are components of the adap-
tive immune response. MHC class I molecules are expressed 
on virtually all cells in the body and allow CTLs to scan the tis-
sues for cells expressing foreign or cancer-associated peptides. 
In contrast, NK cells are members of the innate immune sys-
tem (Chapter 3) and use an array of invariant activating and 
inhibitory receptors to control their activity and specificity.1

These fundamentally distinct approaches to the recognition of 
antigen allow for complementary functions, with CTLs being 
specialized in detecting cancerous cells or those infected with 
intracellular pathogens, such as viruses, whereas a prominent 
function of NK cells is to eliminate those cells where a patho-
gen or oncogene has impaired MHC class I expression and/or   
has induced the expression of stress ligands. As one of the 
principal immune-evasion mechanisms of viruses and tumors 
is suppression of MHC class I expression, NK cells provide a 
key line of defense against this strategy.

The importance of the lytic function of CTLs and NK cells 
has been demonstrated in animal models as well as in patients 
with defective cytotoxicity. A number of recessive genetic syn-
dromes that affect cytotoxic function have been reported, in-
cluding familial hemophagocytic lymphohistiocytosis (FHL), 
which results from mutations in the perforin gene.2 Patients 
with FHL present with severe immunodeficiency that is often 
associated with uncontrolled viral infections, including cyto-
megalovirus (CMV), herpes simplex virus (HSV), and Epstein–
Barr virus (EBV) infections. Similarly, mice lacking CTLs and 
NK cells are overtly susceptible to viral pathogens and display 
impaired immunosurveillance.2

With its potent ability to control pathogen-infected and malig-
nant cells, it is not surprising that modulation of cytolytic activ-
ity is an aim of many immunotherapies. These strategies involve   
either dampening of CTL function in such situations as trans-
plantation or autoimmunity or enhancement of CTL and NK-cell 
function via vaccination, blocking antibodies to inhibitory recep-
tors, adoptive cell transfer, or cytokine therapy. Tight controls 
need to be maintained over these effector cells, as deregulated 
CTL activity can promote autoimmune diseases, hypersensitivity 
reactions, graft-versus-host disease (GvHD), and transplant rejec-
tion. To maintain the discrimination between killing damaged or 
infected cells and not killing healthy neighboring cells, numerous 
layers of regulation operate to control cytotoxic functions.

EFFECTOR FUNCTIONS/MECHANISMS

KEY CONCEPTS
Cytotoxic T-Lymphocyte and/or Natural Killer Cell 
Effector Mechanisms

Cytotoxicity
Killing by the perforin/granzyme pathway
Death receptor–mediated apoptosis, including Fas and tumor necrosis 

factor (TNF)–related apoptosis–inducing ligand (TRAIL)
Immune modulation

Inflammatory cytokine production, including interferon (IFN)-g and TNF
Chemokine secretion
Immunomodulatory cytokines, including interleukin-10 (IL-10), trans-

forming growth factor-b (TGF-b), and granulocyte macrophage–
colony-stimulating factor (GM-CSF) 

Cytotoxicity
Cytotoxic cells kill their targets via two major pathways: per-
forin/granzyme–mediated lysis and death receptor–induced 
apoptosis. Both require intimate contact between the lytic cell 
and its target (Fig. 12.1).3 Although the processes are similar 

CLINICAL RELEVANCE
Functions of Cytotoxic T Lymphocytes 
and/or Natural Killer Cells

Protective functions include:
Host defense against:

Viruses, including human immunodeficiency virus (HIV), Epstein–
Barr virus (EBV), pox virus, herpes simplex virus (HSV), and cyto-
megalovirus (CMV)

Bacteria, including Listeria monocytogenes
Parasites, including Plasmodium falciparum and Toxoplasma gondii
Primary and metastatic tumors

Positive regulation of:
Graft-versus-leukemia (GvL) effect
Tumor inflammation by tumor-resident natural killer (NK) cells
Placental  vascularization by uterine NK cells

Uncontrolled cytotoxicity contributes to:
Some autoimmune disease, including diabetes and rheumatoid arthritis
Hypersensitivity reactions
Graft-versus-host disease (GvHD)
Transplant rejection 
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for CTLs and NK cells, CTL lytic activity is acquired only after 
activation and differentiation, whereas NK cells can sponta-
neously kill target cells. Despite this, NK-cell killing is sig-
nificantly increased through prior activation by cytokines or 
inflammatory signals. Both cell types also produce cytokines 
that further enhance the immune response, most notably 
interferon-γ (IFN-γ).

Perforin–Granzyme Pathway
Perforin is a membrane-disrupting protein, which, together with 
a family of serine proteases (granzymes), forms the bulk of lytic 
granules. The process of lysis has been most extensively studied in 
CTLs, where, upon interaction between the TCR and an appropri-
ate MHC class I peptide, a synaptic complex forms between the 
CTL and its target.3 Lytic granules can then be observed moving 
along a microtubule network toward the microtubule-organizing 
center that localizes at the synapse (see Fig. 12.1). This process al-
lows the polarized secretion of lytic granules precisely at the CTL–
target cell interface. Perforin forms a pore that disrupts the target 
cell membrane, including either the plasma membrane or the ly-
sosomal membrane. Once inside the target cell, it is granzymes 
that are the initiators of cell death. Granzymes function directly by 
cleaving substrates, such as nuclear proteins and DNA, or indirect-
ly via initiating a protease cascade. One substrate of granzymes is 
the proapoptotic protein BID (BH3-interacting domain death ago-
nist), which induces cell death via mitochondrial mediators, such 
as cytochrome c.

Death Receptor–Induced Apoptosis
Cytotoxic cells also have a receptor-based system to induce apop-
tosis of target cells (Chapter 17). This pathway uses members   

of the tumor necrosis factor receptor (TNFR) superfam-
ily that are expressed on the target cells. These receptors have   
an intracellular signaling motif, called the death domain, which 
recruits molecules that transduce the death signal, such as 
FADD (Fas-associated death domain). The two most prominent 
apoptosis-inducing TNFR family members are Fas (CD95) and 
TRAIL (TNF-related apoptosis–inducing ligand).4 Fas is ex-
pressed on a wide variety of tissues, whereas Fas ligand (FasL) 
expression is restricted to activated CTLs and NK cells, where 
it is stored in lytic granules and, upon activation, released to 
the effector cell membrane. The Fas/FasL pathway is important 
in controlling T-cell numbers through activation-induced cell 
death, as well as in the rejection of some tumors. Cytotoxic cells 
also express TRAIL, which, upon binding to TRAIL receptors, 
induces apoptosis in a wider selection of targets.4 Of particular 
therapeutic interest is the fact that a subset of tumor cells are 
exquisitely sensitive to TRAIL. While each CTL can kill hun-
dreds of tumor cells, most NK cells have the ability to kill <10   
tumor cells before their cytotoxicity is lost. A small subpopulation 
of NK cells are capable of substantial serial killing (>30 tumor   
cells), primarily through the secretion of TNF superfamily   
ligands including TRAIL.5

Cytokines
Antigen-stimulated CTLs and activated NK cells modulate the 
immune response by their ability to produce a variety of cyto-
kines, most notably IFN-γ and TNF. These potent inflammatory 
cytokines activate macrophages, dendritic cells (DCs), and lym-
phocytes at the site of infection. IFN-γ helps establish a T-helper 
cell-1 (Th1) response (Chapter 11) and further stimulates dif-
ferentiated CTLs. NK cells are also a potent source of a diverse 
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FIG. 12.1 Mechanisms of Cytotoxic T-Lymphocyte (CTL)–Induced Cell Death. The CTL recognizes its target via the interaction of 
the T-cell receptor (TCR) and the peptide–major histocompatibility complex  class I (MHC-I) complex on the target cell. TCR signaling 
induces the formation of an immunological synapse that is stabilized by the binding of leukocyte function–associated antigen-1 (LFA-1)
to the intercellular adhesion molecule (ICAM) on the target cell. Lytic granules containing perforin, granzymes, and FasL are polarized 
along microtubules and move toward the microtubule-organizing center (MTOC). Lytic granules are then secreted into the synapse, 
allowing perforin to form pores in the target cell membrane, which facilitates granzyme access to the target cells. Granzymes induce 
apoptosis by caspase-dependent and independent pathways that result in DNA cleavage and mitochondrial damage. Membrane-
bound FasL can bind to its receptor on target cells and induce apoptosis through an independent pathway. FasL, Fas ligand.
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range of cytokines, including GM-CSF, interleukin (IL)-10, and 
IL-13 (Chapter 14). The capacity to secrete a broad spectrum 
of cytokines provides NK cells with a wide range of regulatory 
capabilities. CTLs and NK cells are capable of secreting a num-
ber of chemokines (Chapter 15), including chemokine ligand 3 
(CCL3), CCL4, and CCL5. These chemokines help recruit ad-
ditional immune cells such as other lymphocytes and DCs to 
the response.

CYTOTOXIC T CELLS

Development and Tissue Distribution of Cytotoxic  
T Lymphocytes
CD8 T lymphocytes develop in the thymus, where they are se-
lected for their ability to recognize nonself peptides in the context 
of MHC class I molecules (Chapter 9). Upon thymic export, these 
cells acquire a quiescent state and are referred to as naïve. Naïve 
CD8 T cells circulate between peripheral lymphoid organs, such 
as the spleen and lymph nodes, via the arterial and lymphatic 
systems. The tissue distribution of lymphocytes is determined by 
targeting proteins, which can be divided into three categories: se-
lectins, chemokine receptors, and integrins.6 Naïve and activated 
CD8 T cells display distinct sets of these targeting proteins, allow-
ing for the differential homing abilities of these cells (Chapter 16). 
Naïve CD8 T cells express high levels of the lymph node homing 
receptor L-selectin (CD62L) and CCR7, a chemokine receptor 
that recognizes CCL19 and CCL21, which are produced in the T-
cell areas of secondary lymphoid organs (Table 12.1; Chapter 2).6
Here, naïve T cells interact with antigen-presenting cells (APCs). 
If a naïve CD8 T cell does not encounter its specific antigen, it 
leaves the lymph node.6 If, however, a CD8 T cell encounters the 
correctly presented peptide–MHC I complex, a dramatic change 
in its localization and homing properties ensues. These cells shut 
down their egress program and undergo multiple rounds of pro-
liferation to become activated CTLs. After the proliferative phase, 
the CTLs then reacquire egress capacity and travel via the circula-
tion to nonlymphoid sites, where they tether to endothelial cells 
and extravasate into tissue. This transmigration occurs in both 
inflamed and noninflamed sites, such as skin, the gut, or the lung. 
Many of the effector memory CTLs are retained in nonlymphoid 
tissues, where they are poised to respond rapidly should the an-
tigen be encountered again. The distinct types of memory T cells 
are discussed below.

THE CYTOTOXIC T-LYMPHOCYTE RESPONSE
The CTL response to an acute infection consists of three phases: 
first, the initial activation and proliferation of the CTL; second, 
the contraction of effector populations; and third, the long-term 
maintenance of memory cells.

Initial Activation
Naïve T cells constantly circulate through secondary lymphoid 
organs, where antigen encounter occurs. For a CTL response, 
antigen is brought to the lymph node via the lymphatic system 
by APCs (Fig. 12.2). These APCs are typically DCs that mature 
after antigen acquisition in nonlymphoid tissues and migrate 
to the lymph node. These antigens are recognized only when 
complexed to MHC molecules. APCs efficiently degrade self 
or foreign (pathogen-derived) proteins into shorter fragments 
(generally 8 to 10 amino acids in length) by the action of prote-
ases in the cytosol. They are then transported into the lumen of 
the endoplasmic reticulum, where they are loaded onto newly 
synthesized MHC class I molecules for presentation at the cell   
surface (Chapter 6). This then enables the APCs to commu-
nicate with the antigen-specific CD8 T cells via interactions   
between the TCR and MHC molecules.

In the lymph node, CTLs scan the APCs for the presence of 
antigenic peptides complexed with the MHC class I molecules, 
a process termed immune surveillance. In the absence of a spe-
cific recognition by the TCR, the encounter is only transient, 
and the T cell continues on to another APC to repeat the pro-
cess. If the MHC class I–peptide complex is bound by the TCR 
and initiates signaling, a more lasting interaction occurs.

TCR activation promotes polarization of the T cell and for-
mation of the “immunological synapse.”3 The immunological 
synapse is a highly structured body that functions to concen-
trate TCR signaling in a defined area. It is associated with the 
selective recruitment of signaling molecules and exclusion of 
negative regulators. The synapse is stabilized by a ring of adhe-
sion molecules, including, for example, LFA-1, which binds to 
ICAM1 on the APC (see Fig. 12.1). For a T cell to become fully 
active, costimulation through a second signaling pathway is re-
quired.3 Many costimulators that have been identified share the 
common characteristic of being transmembrane receptors, of-
ten of the TNFR superfamily, that bind transmembrane ligands 
on the APC. The most important costimulator, CD28, binds the 
ligands CD80 and CD86, on activated APCs. Costimulation   

TABLE 12.1 Properties of Cytotoxic T-Lymphocyte Populations

Marker
Naïve CD8 T 
Cell Effector CTL Effector Memory (TEM) Central Memory (TCM)

Tissue-Resident 
Memory (TRM)

CD69 − ++ − − ++
CD62L ++ − − ++ −
CD44 + +++ +++ +++ +++
CCR7 + − − + −
IL-7R (CD127) ++ + + ++ +
IL-2Rβ (CD122) + + ++ +++ +
Main tissue 

distribution
Lymph nodes, 

spleen, blood
Lymph nodes, spleen, 

blood, nonlymphoid 
tissue (e.g., lung, liver)

Nonlymphoid tissue  
(e.g., lung, liver), spleen

Lymph nodes, spleen, 
blood

Nonlymphoid tissue 
(e.g., lung, liver, skin)

Cytotoxic function − +++ ++ − ++
IFN-γ − +++ +++ + +++

CTL, Cytotoxic T lymphocyte.
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Contraction of Effector Populations
After activation of CTLs in secondary lymphoid organs, an im-
mune response is characterized by the rapid proliferation of 
antigen-specific cells and their acquisition of effector functions. 
CTLs proliferate at one of the fastest rates known for mamma-
lian cells, with a cell cycle time of approximately 6  hours. Infec-
tion leads to a dramatic increase in the numbers of pathogen-
specific CTLs, from almost undetectable initial levels to several 
million cells in the course of a single week. The expansion phase 
is followed by a contraction of the CTL population that is inde-
pendent of both the magnitude of the response and clearance 
of the antigen. This phase is essential to prevent nonspecific tis-
sue damage through uncontrolled cytokine release and cytolytic 
activity. Contraction also preserves the flexibility of the T-cell 
response to new infections while memory of previously encoun-
tered antigens is maintained. Typically, less than 5% of the ex-
panded antigen-specific population survives in the long-lived 
memory pool.

Maintenance of Memory Cells
The production of long-lasting memory cells is essential for a 
rapid response should reinfection occur. CTL memory provides 
a more vigorous response than the primary challenge for both 
quantitative and qualitative reasons.8 Quantitatively, because of 
the substantial clonal expansion during a primary infection, the 
precursor frequency of antigen-specific CTLs is vastly higher 
in immune individuals than in naïve subjects, thus allowing for 
a stronger response. Qualitatively, memory CTLs exhibit strik-
ing efficiency in elaborating the effector functions associated 
with the rapid production of IFN-γ. This enhanced response   
is the result of reprogramming of gene expression profiles by 
epigenetic changes in DNA methylation or chromatin structure.

results in the clonal expansion of CTLs with the selected antigen 
specificity. The expression of CD80/86 occurs only after an APC 
receives activation signals, such as inflammatory cytokines, or 
components of the pathogens such as bacterial lipopolysaccha-
ride. Naïve T cells that receive TCR stimulation in the absence 
of costimulatory signals can become nonresponsive to antigen, 
a state termed anergy.

Cross-Presentation and Priming
After it was established that only direct interaction with an 
APC and appropriate costimulation led to full CTL activity, 
a problem arose in explaining the mechanism by which an-
tigens in non-APCs were recognized by CTLs. This dilem-
ma was resolved by the discovery that there are two distinct 
mechanisms by which CTLs encounter peptide–MHC class I 
complexes.7 If the APC expresses the antigen—for example, 
if a virus infects it—then the APC can process the antigen 
via the endogenous MHC class I pathway for presentation. 
The more intriguing situation arises when the APC does not 
express the antigen. In this case, the APC acquires and as-
similates the antigen via a process termed cross-presentation
(Chapter 6).7 Cross-presentation is initiated by the capture of 
foreign or exogenous antigens by phagosomes. The antigens 
are then processed by an unusual mechanism that directs 
the peptides to the MHC class I pathway and presentation 
on the cell surface. An encounter of a CTL with an antigen 
processed in this pathway is termed cross-priming.7 DCs can 
also acquire preformed peptide–MHC complexes from the 
plasma membrane through a process called trogocytosis. This 
mechanism acts to significantly amplify the magnitude of 
priming of T cells, and, like cross-presentation, potentially 
circumvents immune evasion strategies used by pathogens.7
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FIG. 12.2 Cellular Interactions During an Immune Response in the Lymph Node. After their encounter with antigen, dendritic cells 
(DCs) move to the draining lymph node, where they initiate an antigen-specific immune response. In the very early stages, natural 
killer (NK) cells are recruited to the lymph node and modulate various aspects of this response. NK cells provide cytokines that induce 
the maturation of DCs, which enables these cells to efficiently present the antigen to T cells in the context of costimulatory signals. NK 
cells also have the ability to eliminate immature DCs and to provide “early” interferon (IFN)-b for the initiation of a T-helper 1 (Th1)-type 
CD4 T-cell response. Finally, NK cells produce a range of chemokines, most notably chemokine ligand 3 (CCL3)/CCL4, which are crucial 
for the recruitment of CD8 T cells into the immune response. CTL, Cytotoxic T lymphocyte; TNF, tumor necrosis factor.
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The CTL memory compartment is composed of three cell 
types: effector memory (TEM) cells, central memory (TCM) cells, 
and tissue-resident memory (TRM) cells. These subsets differ in 
their surface molecule expression and in their ability to exhibit 
effector functions (see Table 12.1). Like their naïve counterparts, 
TCM cells express high levels of CD62L and CCR7 and reside 
primarily in secondary lymphoid organs. TCM cells are capable 
of prolonged homeostatic self-renewal in the absence of anti-
gen. TEM cells, in contrast, are characterized by low expression 
of CD62L and CCR7 and are distributed throughout the body, 
including peripheral tissues, such as the lung and the gut, where 
they can immediately confront invading pathogens. TRM cells 
are the most recently identified memory population that resides 
in peripheral tissues long after an infection is cleared, providing 
potent early response to reinfection of the same tissue.6 CD4 
T-cell help and cytokines, including IL-15 and IL-7 and their 
receptors, have been identified as crucial for the survival and 
maintenance of the memory T-cell pool.6,8

CD4 T-CELL HELP
The final player in the initial activation of CTLs is the “help” 
provided by CD4 T cells specific for an antigen linked to the 
CTL epitope (Chapter 11). The processes by which help is pro-
vided are poorly understood. It is likely that cytokines, such as 
IL-2 and IL-21, are involved and that the CD4 T cells influence 
both DCs and CTLs.9,10 The cytokines, provided by the CD4 T 
cells, promote the survival, proliferation, and programming of 
memory CTLs. CD4 T-cell–deficient mice have been developed 
to study these CTL responses. Interestingly, “helpless” CD8 T 
cells resemble CTLs in chronic infections and cancer, in which 
the targets are not cleared despite a robust CTL response. PD-1 
(programmed death 1), an inhibitory receptor, is expressed on 
both helpless CTLs and on CTL cells during chronic infection 
and cancer. Blocking the interaction of PD-1 with its ligands 
greatly enhances the numbers and functions of impaired CTLs, 
a finding that is the basis for many current immunotherapy re-
gimes in clinical oncology.11,12

DETECTION AND ANALYSIS OF CYTOTOXIC 
T-LYMPHOCYTE FUNCTION
Much progress in our understanding of the generation of CTLs 
in an immune response has resulted from the development of 
accurate and sensitive assays for CTL function. Traditional CTL 
assays were performed on bulk populations of effector cells. In 
these assays, target cells are labeled with 51Cr or a nonradioac-
tive dye, and then pulsed with peptide-antigen. Peptide-specific 
CTLs are incubated with the target cells. Lytic activity is then 
measured by the release of label into the culture supernatant 
or the loss of target cell viability directly. Although such an ap-
proach provides a powerful quantitative assay for CTL activity, 
it has the disadvantage of requiring prestimulation of the CTL 
population for 1 to 2 weeks to expand the numbers of antigen-
specific CTLs to detectable levels. In mouse models, this limita-
tion was overcome by the development of mouse strains that   
express a single transgenic TCR that recognizes either MHC 
class I (CD8)– or MHC class II (CD4)–specific epitopes. Such 
T cells, which are specific for a single peptide, have proven   
extremely useful in the study of CTL responses, as antigen-spe-
cific cells can be easily detected.

TCR transgenic mouse models do, however, have limitations, 
as they do not recapitulate the diversity of the normal immune 
response, and so represent an approach that cannot be broadly 
used in human studies, although human adoptive T-cell therapy 
using chimeric antigen receptors (CARs; a form of transgenic 
TCR) against an antigen specific to B cells has been successfully 
used to treat some lymphomas (Chapter 81).13 The development 
of labeled MHC class I–peptide complexes that bind to the   
endogenous TCR has made a major contribution to overcom-
ing these previous limitations, as it allows for the detection of 
rare antigen-specific CTLs within a polyclonal population from 
patient material or animal tissue.14 This technique is simple and 
broadly applicable (Fig. 12.3). The ability to identify antigen-
specific CTLs has been combined with single-cell functional   
assays, such as ELISpot or intracellular cytokine assays.

NATURAL KILLER CELLS

Properties of Natural Killer Cells
NK cells were the founding member of the innate lymphoid cell 
(ILC) family, which, in contrast to B and T cells, lack somatic 
antigen–receptor rearrangements. NK cells develop in bone 
marrow from a common ILC progenitor.15 IL-15 is essential for 
most aspects of NK-cell biology, including differentiation, sur-
vival, proliferation, and activation in vivo. The IL-15R consists 
of three components: the IL-2/15β chain (CD122), a unique IL-
15Rα chain, and the common γ chain, which contains the intra-
cellular signaling component of the receptor.16 The importance 
of this receptor complex is emphasized by the lack of NK cells 
in patients with X-linked severe combined immunodeficiency 
(SCID) that have mutations in the common γ-chain gene. The 
IL-15/IL-15R complex does not function like other cytokines 
that are produced as soluble ligands and bind to their recep-
tor in a paracrine or autocrine manner. IL-15 is virtually unde-
tectable in body fluids or cell culture supernatants, despite the 
broad distribution of its mRNA. The solution to this paradoxi-
cal observation is that IL-15 function requires the presence of 
IL-15Rα in the same cell. The IL-15/IL-15Rα complex is then 
presented on the cell surface in trans to the NK cell expressing 
the IL-15Rβγ complex.16 In this manner, IL-15 maintains the 
homeostatic frequency of NK cells in the body. Once NK cells 
have acquired IL-15 responsiveness in bone marrow, they pro-
ceed through an ordered differentiation process that results in 
an expansion phase and the acquisition of a panel of germline-
encoded activating and inhibitory receptors (Table 12.2).1 It was 
previously assumed that these bone marrow–derived NK cells 
were fully functional, but more recent data suggest that mul-
tiple mature NK-cell subsets exist, with varying levels of effector 
function.15

Tissue Distribution and Diversity of Natural Killer Cells
In line with their surveillance function, NK cells are found 
at many sites in the body, including bone marrow, periph-
eral blood, lymph nodes and the spleen. The broad range 
of tissue distribution suggests that there is diversity in the 
function of mature NK cells. Furthermore, NK cells are 
also found in nonlymphoid organs, such as the liver and 
small intestine, and in the decidual lining of the uterus 
along with a closely related innate lymphocyte population, 
named group 1 innate lymphoid cells (ILC1; Chapter 2),   
which likely have a role distinct from that of NK cells in 
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host defense. Human NK cells can be divided into sub-
sets based on the expression of CD16 (FcγRIII) and the 
adhesion molecule CD56 (Fig. 12.4).17 CD56dim NK cells 
represent around 90% of peripheral blood NK cells, are 
CD16+KIR+, and display greater cytotoxicity, especially 

amongst the CD57+ subset. In contrast, their less mature 
counterparts, CD56bright NK cells, show greater proliferative 
potential and cytokine production and are the principal NK 
cell population in secondary lymphoid organs. NK cell pro-
genitors can be found in cord blood and lymph nodes and 
develop into CD56dim cells via CD56bright intermediaries; this 
differentiation is also dependent on IL-15.17 One important 
limitation in understanding the functional role played by   
NK-cell subsets has been the inability to identify populations 
corresponding to the CD56bright and CD56dim populations in 
rodents, as this molecule is not expressed in mouse NK cells. 
NK-cell heterogeneity, based on the differential expression 
of CD11b and CD27, has been dissected in mice. Develop-
ing NK cells in bone marrow are CD27+CD11bdim, whereas 

TABLE 12.2 Human and Mouse Natural 
Killer Cell Receptors (Partial List)

Receptor

Species 
(H, Human; 
M, Mouse) Function

Ligands (H, Human; 
M, Mouse)

KIR2DL1 H Inhibitory HLA-C (C2)
KIR2DL2 H Inhibitory HLA-B, C (C1, C2)
KIR2DL3 H Inhibitory HLA-B, C (C1)
KIR2DL4 H Activating HLA-G
KIR2DL5 H Inhibitory ?
KIR3DL1 H Inhibitory HLA-A, B (Bw4)
KIR3DL2 H Inhibitory HLA-A (A3, A11)
KIR3DL3 H Inhibitory ?
KIR2DS1 H Activating HLA-C (C2)
KIR2DS2 H Activating HLA-C (C1)
KIR2DS3 H Activating ?
KIR2DS4 H Activating HLA-A, C (C1, C2, A11)
KIR2DS5 H Activating HLA-C (C2)
KIR3DS1 H Activating HLA-F
LILRB1 H, M Inhibitory HLA-class I
CD94/

NKG2A
H, M Inhibitory H; HLA-E

M; Qa-1b
CD94/ 

NKG2C, E
H, M Activating H; HLA-E, M; Qa-1b

NKG2D H, M Activating H; MICA/B, ULBP1–4, 
M; H60, MULT1, RAE1

CD16 
(FcγRIII)

H, M Activating Immune complexes

CD27 H, M Activating CD70
CD244 

(2B4)
H, M Activating/

Inhibitory
CD48

Ly49A-C, 
E-G, I-O

M Inhibitory MHC class I

Ly49D M Activating H-2Dd

Ly49H M Activating MCMV m157
Ly49P M Activating H-2Dk/MCMV m04
KLRG1 H, M Inhibitory E-, R-, N-cadherins
NKR-P1A H Inhibitory LLT1 (CLEC2D)
NKR-P1A, 

B, C, E, F
M Activating/

Inhibitory
Clr family

NKR-P1B, 
D

M Inhibitory Clr-b, Clr-g

PILRα/
PILRβ

M Activating/
Inhibitory

O-glycosylated CD99

NKp46 H, M Activating Pathogen proteins; viral, 
parasite, fungal. Hepa-
ran sulfate glycosami-
noglycans

DNAM-1 
(CD226)

H, M Activating CD112, CD155
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FIG. 12.3 Monitoring a Virus-Specific Cytotoxic T-Lympho-
cyte (CTL) Response. A fluorescent-labeled tetramer complex 
comprising a major histocompatibility complex (MHC) class I 
molecule and a virus-specific nucleoprotein (NP) antigen pep-
tide is used to detect NP-specific CD8 T cells in the spleens of 
mice infected with influenza virus. During the primary response, 
virus-specific CTLs expand in the draining lymph node of the 
lung and later exit to the lung and spleen (upper left). After the 
infection is resolved, a small population of virus-specific memo-
ry CTL resides in the spleen. A second infection with influenza 
results in very high numbers of virus-specific CTLs in the spleen 
(middle left) and the lung. Specific CTLs can be re-stimulated 
with the NP peptide in vitro, inducing interferon (IFN)-b secretion 
that is detected by intracellular staining with a labeled anti-IFN-b
antibody (lower left). Staining with an antibody to CD62L shows 
the typical profile of effector CD8 T cells in the NP-tetramer–
positive CTLs (upper right) and of naïve CD8 T cells in the tetra-
mer-negative population (lower right).
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these cells differentiate into CD27+CD11bbright and CD27-

CD11bbright stages in the spleen. Interestingly, CD27+ cells are 
found in lymph nodes, whereas the CD27− NK cells are local-
ized predominantly in peripheral blood and the lung.15 Com-
parative studies of the transcriptomes of human and mouse 
NK cells have confirmed the similarities between the human 
and mouse subsets (human CD56bright NK cells correspond to 
mouse CD27+ NK cells, whereas human CD56dim NK cells are 
the equivalent of mouse CD27– NK cells).18

CYTOKINE REGULATION OF NATURAL KILLER–CELL 
ACTIVATION, FUNCTION, AND HOMEOSTASIS
Mature NK cells also respond to other cytokines in addition to 
IL-15, with their role being more important for function than 
homeostasis.19 IL-2R shares its β and γ subunits with the con-
stitutively expressed IL-15R (Chapter 14). The dimeric IL-2Rβγ
is able to respond to the high levels of IL-2 supplied in vitro to 
induce proliferation of NK cells. IL-2 activation will also induce 
the IL-2Rα chain to complete the high-affinity trimeric recep-
tor. IL-4 activates human NK cells and promotes the prolifera-
tion of a fraction of NK cells characterized by their ability to 
produce IL-13.

The cytokines IL-12 and IL-18 also have profound effects on 
NK-cell function.20 IL-12 and IL-18 are produced by macro-
phages and DCs during inflammatory immune activation, such 
as viral infection and within the tumors. Although NK cells are 
present in IL-12– or IL-18–deficient mice and only marginally 
reduced in double mutant animals, cytotoxic activity and the 
ability to proliferate and produce IFN-γ in response to infec-
tions, such as mouse CMV (MCMV) infection, is dramatically 
impaired. Cultivation of NK cells in IL-12 and/or IL-18 induces 
short-term activation, proliferation, cytotoxicity, and IFN-γ
production, whereas longer cultures produce more specialized 
cytokine-producing cells, sometimes referred to as cytokine-
induced memory NK cells.21

Another NK cell–activating cytokine is IL-21, a common γ
chain family cytokine produced by CD4 T cells. Mouse NK cells 
treated with IL-21 display a broad-spectrum increase in cytotoxic 

function and produce cytokines, including IFN-γ and IL-10,19

whereas IL-21 also promotes the proliferation of human NK cells. 
Of note, mice treated with IL-21 show a marked increase in NK 
cell–mediated tumor rejection, highlighting the potential for use 
of this cytokine as an anticancer therapeutic.22

NATURAL KILLER–CELL RECEPTORS
NK cells differ from CTLs in that they do not require the 
expression of MHC class I to recognize target cells. In fact, 
the reintroduction of allogeneic MHC class I molecules into 
previously susceptible cell lines confers resistance to NK 
cell–mediated killing. These observations led to the missing-
self hypothesis, which proposes that NK cells survey tissues 
for the usually ubiquitous MHC class I expression and react 
against cells that do not express it.
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FIG. 12.4 Schematic Representation of Human Natural Killer (NK) Cells. The human NK-cell subsets show distinct receptor 
expression and effector functions. CD56bright NK cells produce high levels of cytokines and have patterns of chemokine and homing 
receptor expression that distinguish them from CD56dim NK cells. CD56dim NK cells express high levels of killer immunoglobulin-like 
receptor (KIR) and cytotoxic activity. The relative level of receptors and effector molecules is indicated on an arbitrary scale, with +/−
being weak and +++ being strong expression.

KEY CONCEPTS
Natural Killer–Cell Receptors

Inhibitory receptors:
Recognize mostly major histocompatibility complex (MHC) class I   

ligands with high affinity
Signal via immunoreceptor tyrosine-based inhibitory motifs (ITIMs)
Recruit phosphatases (SHP and SHIP) to prevent a cytotoxic response
Required for natural killer (NK)–cell licensing

Activating receptors:
Do not bind MHC class I molecules with high affinity
Ligands include viral molecules and stress-induced proteins
Signal via immunoreceptor tyrosine-based activation motifs (ITAMs)
Use several signaling adaptors, including DAP12 

The missing-self hypothesis, although altered over time to 
encompass other observations, has been extremely useful in 
providing a predictive framework by which to investigate NK-
cell receptors and the recognition of target cells (Fig. 12.5).

In the past two decades, a large number of NK-cell recep-
tors and their ligands have been identified, which are classi-
fied into either activating or inhibitory types (see Table 12.2).23 
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Although many of these NK-cell receptors recognize MHC 
class I molecules, as predicted by the missing-self hypothesis, 
there are many other classes of ligands. Interestingly, although 
this strategy of target recognition is conserved in all mammals 
tested, in rodents and humans, the receptors have evolved 
from two independent gene families, killer immunoglobulin-
like receptors (KIRs) in humans and the Ly49 family in mice 
(see Table 12.2).

Natural Killer–Cell Receptor Signaling
The signals derived from NK receptors are defined as inhibitory
or activating in terms of their effect on NK-cell function. Most 
characterized inhibitory receptors carry an immunoreceptor 
tyrosine-based inhibitory motif (ITIM) in their intracellular 
domain. Ligation of ITIM-containing receptors causes tyrosine 
phosphorylation and the recruitment of a variety of phospha-
tases, including SHP and SHIP, that act to dampen downstream 
signaling pathways and NK-cell effector functions.23 In contrast, 
most activating receptors use immunoreceptor tyrosine-based 
activation motifs (ITAMs) to transduce stimulatory signals. En-
gagement of an ITAM-containing receptor results in tyrosine 
phosphorylation and recruitment of adaptor molecules, includ-
ing FcεR1γ, CD3ζ, or DAP12/DAP10. The best-characterized 
activating receptor is CD16, an Fc receptor that binds IgG and 
is responsible for the antibody-dependent cellular cytotoxicity 
(ADCC) of human NK cells. CD16 recruits FcεR1γ and CD3ζ, 
which, in turn, attract the tyrosine kinases syk and ZAP70. 
These molecules then promote effector functions via multiple 
signal-transduction pathways.

NATURAL KILLER RECEPTORS THAT RECOGNIZE 
MAJOR HISTOCOMPATIBILITY COMPLEX CLASS I 
MOLECULES
NK cells recognize a wide variety of MHC class I molecules of 
both classic and nonconventional types. The receptors provid-
ing this recognition fit broadly into the immunoglobulin-like 
and lectin-like superfamilies. They show significant differences 
between mice and humans.

Killer Cell Immunoglobulin-Like Receptors in Humans
The KIR genes are a family of 14 coding genes that are physically 
linked on chromosome 19.24 The locus shows a high degree of 
variation in humans, with both the number of KIR genes vary-
ing between individuals and extensive allelic polymorphisms. 
As expected, the inhibitory KIRs contain an ITIM, whereas acti-
vating KIRs utilize DAP12 to transduce signals from an ITAM.23

Surface expression of KIRs is acquired with maturation, driv-
en by IL-15, and as such, NK cells lacking KIRs or expressing 
combinations of multiple activating and inhibitory KIRs can be 
found in human blood. Similar to most other NK-cell receptors, 
some T cells can also express KIRs after activation, in particular 
in response to IL-15.

KIRs recognize the human MHC class I molecules human 
leukocyte antigens (HLA, see Table 12.2).23,24 The specificity of 
the inhibitory KIRs has been extensively characterized, with, for 
example, the different KIR2D members that collectively recog-
nize all known alleles of HLA-C. Activating KIRs also bind to 
HLA molecules, but at a much lower affinity than their inhibi-
tory counterparts. KIR2DL4 is the most evolutionarily distinct 
member of the family and appears to be expressed in all acti-
vated NK cells in culture and on the CD56bright subset in periph-
eral blood. KIR2DL4 also has some distinct structural features 
and may act as an unconventional activating receptor binding 
HLA-G.

There are epidemiological data implicating particular KIRs 
in a variety of autoimmune pathologies and viral responses.25

For example, individuals with KIR2DS2 and some HLA-C al-
leles are predisposed to rheumatoid arthritis with vascular 
complications. Conversely, individuals with human immuno-
deficiency virus (HIV) infection who are homozygous for HLA-
Bw4 progress to acquired immunodeficiency syndrome (AIDS) 
more slowly than those with other haplotypes, especially when 
they have the KIR3DS1 gene. This activity suggests that KIRs   
recognize an HIV-associated peptide in the context of   
HLA-Bw4.26

The Ly49 Family in Rodents
In a remarkable example of the power of selection to shape 
the evolution of the immune system, a multigenic locus with 
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FIG. 12.5 Natural Killer (NK)–Cell Recognition of Target Cells. NK cells express inhibitory receptors for major histocompatibility 
complex class I (MHC-I) and activating receptors for a variety of cellular, viral, and stress-induced ligands that alter the outcome of 
encounter with a target cell. The missing-self hypothesis initially predicted that NK cells would be activated to kill in the absence of 
MHC-I inhibition. However, an activating signal is also required. This activating signal can be provided by cellular ligands or by viral or 
stress-induced proteins, termed altered self. In the presence of both inhibitory and activating signals, the outcome is determined by 
quantitative differences in signal strength between the two.
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functional properties almost identical to those of the KIR genes 
evolved independently in rodents.23 Mice, which have only two 
KIR genes of unknown function, have an analogous cluster of 
type II transmembrane-spanning lectin-like genes called the 
Ly49 family on chromosome 6. This family consists of more 
than 20 members and is highly polymorphic between mouse 
strains. Like KIR molecules, Ly49 receptors are also variegated 
in their expression in NK cells. Ly49 genes encode activating 
and inhibitory receptors that bind to MHC class I molecules 
and signal via ITAMs and ITIMs, respectively (see Table 12.2).23

Ligand-binding studies have revealed that inhibitory Ly49 re-
ceptors, such as A, C, and I, function to prevent self-reactivity 
by NK cells by binding to MHC class I molecules. The function 
of the activating receptors has proven more difficult to elucidate.   
Ly49D is known to have high affinity for the MHC class I   
H-2Dd allele and is involved in rejecting bone marrow allografts 
expressing H-2Dd, but the function of Ly49D in the normal im-
mune response is unclear. For one activating receptor, Ly49H, 
the physiological function is known, as it recognizes the m157 
molecule of MCMV and is important in early viral control.1

CD94/NKG2 Family
Unlike the KIR or Ly49 families, the CD94/NKG2 complex is 
present both in rodents and humans. CD94/NKG2 receptors 
recognize nonclassical MHC class I ligands, such as HLA-E in 
humans and Qa1b in mice.25 A single CD94 gene is physically 
linked to four NKG2 (A, C, E, and a truncated F) genes in hu-
mans. CD94 is found on the cell surface, either alone or with 
activating (C, E) or inhibitory (A) forms of NKG2. Interesting-
ly, both the activating and the inhibitory complexes recognize 
HLA-E, which presents predominantly the leader peptides of 
other HLA molecules, but not HLA-E itself.24 This system may 
provide a mechanism for NK cells to monitor the expression of 
multiple MHC class I proteins using HLA-E as a surrogate. Hu-
man NKG2C-expressing NK cells are enriched in individuals 
infected with CMV and display fine specificity towards different 
CMV strains and are often termed adaptive NK cells given their 
ability to rapidly proliferate when stimulated with CMV pep-
tides presented by HLA-E.24

NKG2D
NKG2D, which is only distantly related to the NKG2 family, 
is a single, nonpolymorphic gene that is expressed on all NK 
cells.27 In the mouse, NKG2D signals through both DAP12 and 
another adaptor, DAP10, whereas human NK cells use only 
DAP10. Activation of NKG2D using a specific antibody results 
in enhanced cytotoxicity and cytokine secretion. The ligands of 
NKG2D are a family of molecules with structural similarity to 
MHC class I proteins, including MICA/B in humans and RAE-1 
in mice. These ligands represent a diverse array of sequences, yet 
all bind with high affinity to NKG2D.27 Interestingly, the MIC 
family in humans is highly polymorphic, suggesting that in this 
receptor–ligand interaction the diversity comes from ligands 
rather than receptors. Transfection of otherwise resistant tumor 
cells with NKG2D ligands restores the susceptibility of these 
cells to NK-cell cytotoxic function. The key to understanding 
NKG2D function lies in the fact that the ligands are inducible 
and provide a mechanism for NK cells to detect stressed tissue, 
such as virally infected or malignant cells, a phenomenon that 
has been termed altered self (see Fig. 12.5).27 Conversely, certain 
cancers have been found to downregulate or shed NKG2D li-
gand expression to evade NK cell immunity. Thus, therapeutic 

approaches to modulate this pathway in human cancer are be-
ing investigated, including antibodies targeting the proteolytic 
region of NKG2D ligands to block their shedding.28

NATURAL KILLER–CELL RECEPTORS THAT 
RECOGNIZE NON–MAJOR HISTOCOMPATIBILITY 
COMPLEX I MOLECULES
Beyond the multiple systems of activating and inhibitory recep-
tors that NK cells have evolved to recognize MHC class I mol-
ecules and their structural variants, they also have several other 
receptor families that bind non–MHC class I ligands.23–25 These 
include the NKR-P1 family, which is a polymorphic multigene 
family in rodents consisting of activating (A, C, F) and inhibi-
tory (D) forms, but consists of only a single member in humans, 
whose activity is inhibitory. The ligands for some family mem-
bers have been recently reported and are themselves lectin fam-
ily receptors, including Clr-b and Clr-g in mice and LLT1 in   
humans. Another NK receptor that is conserved between spe-
cies is CD244 (2B4, SLAMF4), a pan-NK-cell–expressed mol-
ecule whose ligand is CD48 (SLAMF2). SLAM family members 
are able to switch between inhibitory and activating signaling 
by recruiting distinct intracellular adaptor proteins. A number 
of additional activating receptors exist, including the natural 
cytotoxicity receptors NKp30, NKp44, and NKp46. NKp30 and 
NKp46 are broadly expressed on human NK cells, and NKp46 
is expressed on all mouse NK cells.29 NKp44 is specifically ex-
pressed on activated human NK cells. These receptors can be ac-
tivated by antibody cross-linking, and although their ligands are 
unknown, there is evidence that NKp46 binds many pathogen-
derived ligands, including hemagglutinin on influenza virus–
infected cells and the extracellular matrix component heparan 
sulfate glycosaminoglycans. Ligands for NKp46 have also been 
detected on numerous tumor cell lines and NKp46-deficient 
murine NK cells are poorer at killing these tumor cells, indicat-
ing that NKp46 has a direct role in NK-cell activation to various 
pathogens and cancers.29

NATURAL KILLER–CELL LICENSING AND 
SELF-TOLERANCE
The plethora of MHC class I–binding inhibitory receptors, as 
proposed by the missing-self hypothesis, explains the influ-
ence of MHC class I on NK-cell lytic function against tumors. 
However, how self-tolerance is achieved has been less clear. The 
initial theory to explain self-tolerance was the “at least one re-
ceptor” model, which proposed that NK cells must express at 
least one self–MHC class I inhibitory receptor. A second model 
suggested that the receptor repertoire is shaped by selection by 
the specific MHC haplotype and the presence of self-ligands. 
The observation that NK cells are not autoreactive in the absence 
of any inhibitory ligands (MHC class I–deficient mice) and are 
actually poor killers suggests that the situation is more complex 
than these models allow. A concept termed licensing was pro-
posed to account for these observations.30 Under this model, 
NK cells are initially unresponsive or “unlicensed” and acquire 
functional competency through binding of at least one inhibi-
tory receptor before they can be activated and display cytotoxic 
function. An alternative “disarming” model proposes that all 
NK cells are initially responsive but that chronic stimulation by 
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normal cells renders these cells unresponsive, or “anergic,” un-
less the stimulation is opposed by MHC class I–specific inhibi-
tory receptors. More recently a third “rheostat” model has also 
been proposed, whereby the number and affinity of inhibitory 
receptors it expresses tune NK-cell reactivity in a quantitative 
manner.30 Regardless of the exact tolerance mechanism, it is in-
teresting that unlike with T cells, there is no evidence for clonal 
deletion of autoreactive NK cells.

SPECIFIC NATURAL KILLER–CELL FUNCTIONS
The ability to separate NK cells from T cells both phenotypi-
cally and genetically has greatly enhanced the understanding of 
their functions. Although some cytotoxic and immunomodula-
tory capacities overlap with those of T cells, it is also apparent 
that some functions of NK cells are unique. Specific examples of 
NK-cell functions are discussed below.

Control of Viral Infections
NK-cell activity rises early in the course of viral infection, partly 
driven by the release of IL-12, -18, and IFN-α, which stimulates 
activation.31 The evidence that NK cells are essential for host 
defense against viruses comes directly from patients and mice 
lacking NK-cell function and indirectly from viral strategies to 
avoid NK-cell recognition. Human patients with selective defi-
ciencies in NK cells show a pronounced susceptibility to recur-
rent severe infections, especially with HSV and CMV.

A powerful example of the role of NK cell–activating recep-
tors in viral control is NK cell–mediated resistance to MCMV. 
Mouse strains that lack Ly49H are highly susceptible to MCMV, 
leading to uncontrolled viral replication and death. Importantly, 
this protection is mediated by the recognition of the m157 pro-
tein of MCMV by Ly49H. The rapid accumulation of Ly49H+

NK cells during MCMV infection is the first example of clonal 
expansion of NK cells in a manner similar to that of B and T 
cells.1 These studies also found compelling evidence for the 
maintenance of a long-lived NK-cell “memory”-like population 
(described below), blurring the line between innate (NK cells) 
and adaptive (B and T cells) immune cells.

As mentioned earlier, there is also evidence that NK cells 
have direct effects on the progression of HIV infection.32 NK 
cells are able to lyse HIV-infected target cells either directly or 
by ADCC. Despite this ability, NK-cell responses are impaired 
in patients with HIV infection, as infected T-cell blasts selec-
tively downregulate some HLA genes to avoid CTL activity but 
remain resistant to NK-cell cytotoxicity. These findings are sup-
ported by studies that show that high-risk, but uninfected, in-
dividuals appear to have increased NK-cell activity and that the 
combination of the expression of HLA-Bw4 and the KIR3DS1
gene is associated with delayed progression to AIDS. Finally, 
HIV viremia induces several functional abnormalities on NK 
cells, suggesting that this complex virus and NK cells interact at 
multiple levels.32

Control of Malignant Cells
NK cells were named as such during the early 1970s for their 
potent ability to kill leukemia cell lines and since then have 
been the focus of immunotherapies to enhance cancer lysis and 
tumor regression in humans. Evading the immune system is a 
hallmark of cancer, but the contribution of NK cells in tumor 
immune surveillance has been difficult to assay, as specific NK 
cell–deficient mouse models have only recently been generated. 

There is abundant evidence that NK cells can reduce tumor bur-
den in animal models, and that the administration of cytokines 
that enhance NK-cell function or number or those that induce 
IFN-α production, are protective against metastasis.20

Melanoma is at the forefront of immunotherapy research in 
patients since it has high immune infiltration. Bulk and single-
cell transcriptomic data have been used to define an NK cell 
gene signature that infers the relative frequency of tumor-resident 
NK cell infiltration within metastatic melanoma samples. This 
study found that greater abundance of tumor-resident NK cells 
was strongly associated with long-term overall survival in pa-
tients with melanoma, and this appears also to be true for head 
and neck squamous cell carcinoma and lung adenocarcinoma.31

In light of this, many clinical trials have been conducted to as-
sess either cytokine treatment or the injection of ex vivo cul-
tured healthy or tumor-resident NK cells.20 Unfortunately, the 
high doses of IL-2 and IL-15 required for efficacy are relatively 
toxic, and transferred NK cells have proven difficult to target to 
tumors. Despite this, some successes have been demonstrated 
for melanoma, leukemia, and kidney cancer. Numerous im-
munotherapy trials are ongoing that aim to exploit and boost 
NK cell–mediated tumor killing, including antibodies against 
inhibitory receptors on NK cells, modified cytokines, bi- or tri-
specific antibodies that bind NK cells and tumor antigens, tu-
mor-specific antibodies, in vitro expanded patient-derived NK 
cells, and irradiated NK cell lines, to name a few.31

Role of Natural Killer Cells in Hematopoietic Stem Cell 
Transplantation

In humans, allogeneic bone marrow transplantation can 
cure leukemia through the reaction of donor CTLs in the graft 
against the residual leukemic cells. These transferred T cells 
also mediate GvHD. The need to prevent GvHD as a result of 
strong immunosuppression is the major cause of transplanta-
tion failure because of infection and cancer relapse. It has been 
proposed that obtaining the transplant from a haploidentical 
donor (identical at one HLA haplotype and fully mismatched 
on the other, for example, a parent) provides allogeneic NK cells 
with an HLA haplotype that supplies more KIR ligand than a 
matched recipient would provide. Hence it would yield a stron-
ger graft-versus-leukemia (GvL) effect.33 Indeed, mice treated 
with alloreactive NK cells tolerate 30 times the lethal dose of 
mismatched bone marrow cells without developing GvHD, and 
alloreactive NK cells eradicated human acute myeloid leukemia 
(AML) transplanted into immune-deficient mice. Retrospective 

CLINICAL PEARLS
Exploiting Natural Killer Cells in Leukemia Therapy

• Hematopoietic stem cell transplantation requires donor and recipient   
human leukocyte antigen (HLA) matching to reduce graft-versus-host 
disease (GvHD) mediated by transplanted cytotoxic T lymphocytes 
(CTLs).

• Haploidentical donors and recipients (those that share only one HLA 
haplotype) represent 50% of unrelated transplants and undergo a 
stronger conditioning regimen to avoid GvHD.

• Alloreactive natural killer (NK) cells are present after haploidentical 
transplant and provide a potent graft-versus-leukemia (GvL) effect in 
animal models.

• Transplantation from NK cell–alloreactive donors controls leukemia   
relapse and improves engraftment without causing GvHD. 
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studies on patients with AML and acute lymphoblastic leuke-
mia who received haploidentical grafts revealed that trans-
plants with alloreactive NK cells showed better engraftment and 
GvHD protection and less relapse.33

These studies suggest that therapeutic treatment with alloreac-
tive NK cells will be effective in eliminating residual cancer cells 
following frontline treatments or in preventing cancer relapse. Fea-
sibility studies have shown that the production of clinical-grade 
cultured human NK cells is possible and that the transferred cells 
persist for some time in the patient. An alternative strategy is the 
use of monoclonal antibodies directed against inhibitory KIRs. De-
spite the strong preclinical data for the strong inhibitory effect of 
KIR2DL1, KIR2DL2, and KIR2DL3 signaling on NK cells when 
bound to HLA-C-expressing tumor cells,34 a phase II clinical trial 
of a KIR2DL1/L2/L3 blocking antibody in AML failed to show any 
benefit to patients, suggesting that a stronger basic understanding 
of NK cell target recognition is still required.

numerous interactions between the various cell types at mul-
tiple levels. In the case of cytotoxic cells, these immunomodu-
latory interactions are becoming increasingly appreciated (see 
Fig. 12.2). In particular, it has become apparent that NK cells 
and DCs interact specifically to promote some outcomes, such 
as maturation and priming of NK cells. CTL activation by ma-
ture DCs is influenced directly by NK cell–derived IFN-γ and 
indirectly through the role of NK cells in promoting a Th1   
response in CD4 T cells (Chapter 11).37,38

Increasing evidence has emerged to implicate DC–NK cell 
cross-talk in various aspects of the immune response. The in-
teractions of mature DCs and NK cells occur at the site of in-
fection, where DCs provide inflammatory stimuli for NK cells, 
including cytokines such as IL-12 and IFN-α. IFN-α produc-
tion by DCs promotes MHC class I upregulation by CTLs and 
their protection from NK-cell killing during viral infections. 
The other site of encounter is the lymph node, where, during 
an immune reaction, NK cells are recruited by chemokines and 
interact with mature DCs and CD4 T cells to induce a Th1 re-
sponse. This process also requires IFN-γ production from NK 
cells (see Fig. 12.2).

NK cell–CTL cellular interactions are also important in gen-
erating an immune response to tumors. DCs can be recruited 
into tumors by NK cell derived–chemokines, to influence CTL 
priming via antigen presentation and NK-cell function via cyto-
kine secretion, particularly IL-12. IFN-γ produced by NK cells 
and CTLs is important in the rejection of primary tumors and the 
formation of CD8 T-cell memory to tumors. It is also likely that 
killing by NK cells and CTLs provides DCs with increased access 
to tumor antigens and promotes further adaptive immunity. Us-
ing DCs to harness the helper function of NK cells as well as the 
cytotoxic functions of both CTLs and NK cells offers therapeutic 
promise and is currently being tested in a variety of cancers.

EVASION OF THE CYTOTOXIC RESPONSE

Viruses
As one principal function of CTL and NK cells is the control of 
viral infections, it is not surprising that viruses have strategies to 
interfere with the host response (Chapter 25). The multiplicity 
of these evasion strategies indicates that this is an essential step 
for long-term viral persistence.

These strategies include:
Latency. This involves minimizing viral gene expression and 

thereby avoiding detection. Examples include HSV in neu-
rons, HIV in T cells, and EBV in B cells.

Antigenic variation. Viruses possess the ability to rapidly mutate 
their genomes and produce escape variants that are no lon-
ger visible to CTLs. Such mutations were shown for MCMV 
infection in mouse and HIV infection in humans.32

Infection of immune inaccessible sites. Examples include infec-
tion of the central nervous system by HSV or rubella virus.

Production of viral defense molecules (immunoevasins). Many 
viruses, including adenovirus, CMV, and EBV, interfere with 
cytotoxic activity by producing proteins that either hinder Fas 
or TNF-mediated killing or inhibit the function of antiviral 
cytokines, such as IFN-α. A number of viruses, including EBV, 
produce homologs of antiapoptotic molecules, such as Bcl2, to 
inhibit killing by CTLs. Members of the poxvirus family have 
evolved homologs of the naturally occurring IL-18–binding 
protein that inhibit IL-18 activity and NK-cell function.

ON THE HORIZON
Clinical Trials of Transferred Alloreactive Natural 
Killer Cells/Chimeric Antigen Receptors

The success of chimeric antigen receptor (CAR) T-cell therapy in treating 
relapsed refractory B-cell malignancies has given rise to much interest 
in applying this approach to natural killer (NK) cells. A clear advantage of 
CAR NK cells is patient safety, as NK cells are well tolerated in the al-
logeneic setting and, unlike CAR T cells, do not produce cytokine release 
syndrome, immune effector cell-associated neurotoxicity syndrome, or 
graft-versus-host disease (GvHD).31

A first-in-human phase I trial of allogenic anti-CD19 CAR NK cells has 
recently concluded and the encouraging results saw 7 out of 11 patients 
experiencing a rapid response with very little toxicity reported.35

Preclinical data suggest that the antitumor activity and persistence of 
CAR NK cells can be further enhanced by genetic deletion of checkpoint 
genes that negatively regulate interleukin (IL)-15 signaling.36 A new-wave 
of NK-cell therapies are thus on the horizon. 

Natural Killer Cell Memory
During the last decade several studies have described the ability of 
NK cells to generate a “memory” response to pathogens and an-
tigens. Although the original documentation of NK-cell memory 
was in a cutaneous contact hypersensitivity model, the concept 
of NK-cell memory has since been extended to viral responses, 
including MCMV, influenza, vaccinia virus, HSV, HIV, and ve-
sicular stomatitis virus, where NK cells from mice pre-exposed to 
the virus were more efficiently activated and prolonged survival 
from lethal infection compared with naïve NK cells. Although the 
interaction between Ly49H and the viral protein m157 is required 
for the memory response elicited by MCMV infection, the NK 
cell receptor–ligands combinations involved in most other anti-
viral responses are not established. Inflammation, in general, and 
especially the cytokines IL-12, IL-18, and IFN-α, are likely to be 
critical for the generation of memory NK cells.

INTERACTIONS OF CYTOTOXIC T LYMPHOCYTE 
AND NATURAL KILLER CELLS IN THE IMMUNE 
RESPONSE
Although studies of CTLs and NK cells in isolation have greatly 
advanced our understanding of their functions, it is obvious 
that these immune cells function in a system that depends on 
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Modulation of molecules involved in recognition. A widely utilized 
viral strategy to evade the cytotoxic response is to interfere 
with antigen processing, presentation, or the expression of 
other molecules required for CTL recognition (Chapter 6).39

Many viruses, including adenovirus and HIV, downregu-
late MHC class I expression on the cell surface. This can be 
achieved by a number of mechanisms. For example, adeno-
virus type 2 E3 protein forms a complex with MHC class I 
to prevent antigens from being processed; MCMV gpm152 
protein causes retention of the MHC class I molecules in the 
Golgi compartment; and CMV proteins US2 and US11 pro-
mote the rapid degradation of newly synthesized MHC class 
I complexes.40 An alternative approach is to interfere with 
antigen processing, either inhibiting the expression of the 
TAP protein, as is the case for HSV, or producing proteins 
that are resistant to antigen digestion by the proteasome, such 
as the EBNA-1 protein of EBV. This inhibition strategy is not 
restricted to MHC class I, as both human CMV and MCMV 
express proteins that inhibit the cell-surface expression of 
NKG2D ligands.

Tumor Cells
Part of the evidence that CTLs and NK cells function to control 
malignant cells comes from the lengths tumor cells will go to 
avoid cytotoxic activity. Conversely, promoting the cytotoxic re-
sponse either through specific tumor antigens, blocking immune 
checkpoint inhibitors, or through polyclonal stimulation remain 
successful strategies in cancer immunotherapy (Chapter 80).

Tumors evade cytotoxic function in a number of ways:
Downregulation or loss of MHC class I expression. This strategy 

is common in solid tumors, including metastatic melanoma 
and breast cancer, where MHC class I downregulation ac-
counts for up to 50% of samples. MHC class I downregula-
tion is associated with changes in the regulatory mechanisms 
controlling antigen presentation and can often be corrected 
by treatment with cytokines, such as IFN-γ.

Induction of immune checkpoint ligands. One mechanism to 
suppress the infiltrating antitumor CLT/NK cell response is 
upregulation of ligands to inhibitory receptors expressed on 
CTLs/NK cells. Two inhibitory receptors, CTLA-4 and PD-
1, are expressed on CTLs and to a less extent on NK cells, 
and blocking of antibodies against these has revolutionized 
cancer immunotherapy.11 In particular, IFN-γ upregulates 
PD-1 ligands (PD-1L and PD-2L) on tumor cells, and their 
binding to PD-1 potently inhibits tumor-specific CTL activ-
ity. Anti-PD-1 therapy offers a high rate of sustained tumor 
regression in metastatic melanoma and is currently being ap-
plied to a huge range of other cancer types.

Antigenic mutation. Tumors can also avoid CTL activity by anti-
genic loss. This strategy takes the form of silencing or mutat-
ing epitopes that are particularly immunogenic to CTL.

Broad-spectrum tumor-derived immune suppression. Tumors ex-
press a variety of membrane-bound and soluble factors that 
can suppress the immune response, including FasL, which 
protects the tumor by inducing apoptosis in activated Fas-
expressing CTLs. This model is not universally accepted, and 
a role for FasL in inducing the expression of inflammatory 
cytokines is also possible. Tumors can also express TGF-β, 
which acts on CTLs and NK cells to inhibit their metabolism, 
proliferation, and expression of effector molecules, such as 
perforin and granzymes. TGF-β also acts on NK cells to down-
regulate the expression of NKG2D. Pharmaceutical inhibitors 

of TGF-β signaling are being tested in patients with cancer.20

In addition, tumors can produce soluble decoy ligands, such 
as MIC, which suppresses NKG2D function. CD73-mediated 
adenosine production also plays important immunosuppres-
sive roles in the tumor microenvironment. CD73 is a surface 
receptor expressed on many tumors and catalyzes extracellu-
lar adenosine monophosphate (AMP) into adenosine that can 
bind its receptor (A2AR) on NK cells/CTLs to suppress their 
activity. As such, A2AR and CD73 antagonists are being devel-
oped, and their trials in cancer are ongoing.20

REFERENCES
1. Adams NM, Grassmann S, Sun JC. Clonal expansion of innate and adap-

tive lymphocytes. Nat Rev Immunol. 2020;20(11):694–707.
2. Voskoboinik I, Whisstock JC, Trapani JA. Perforin and granzymes: 

function, dysfunction and human pathology. Nat Rev Immunol. 
2015;15(6):388–400.

3. Kabanova A, Zurli V, Baldari CT. Signals controlling lytic granule polar-
ization at the cytotoxic immune synapse. Front Immunol. 2018;9:307. doi: 
10.3389/fimmu.2018.00307.

4. Rossin A, Miloro G, Hueber AO. TRAIL and FasL functions in cancer and 
autoimmune diseases: towards an increasing complexity. Cancers (Basel). 
2019;11(5).

5. Prager I, Liesche C, van Ooijen H, et al. NK cells switch from granzyme B 
to death receptor-mediated cytotoxicity during serial killing. J Exp Med. 
2019;216(9):2113–2127.

6. Groom JR. Regulators of T-cell fate: integration of cell migration, differen-
tiation and function. Immunol Rev. 2019;289(1):101–114.

7. Norbury CC. Defining cross presentation for a wider audience. Curr Opin 
Immunol. 2016;40:110–116.

8. Chang JT, Wherry EJ, Goldrath AW. Molecular regulation of effector and 
memory T cell differentiation. Nat Immunol. 2014;15(12):1104–1115.

9. Bedoui S, Heath WR, Mueller SN. CD4(+) T-cell help amplifies in-
nate signals for primary CD8(+) T-cell immunity. Immunol Rev. 
2016;272(1):52–64.

10. Hashimoto M, Im SJ, Araki K, et al. Cytokine-mediated regulation of CD8 
T-cell responses during acute and chronic viral infection. Cold Spring 
Harb Perspect Biol. 2019;11(1):a028464.

11. Sharma P, Allison JP. Dissecting the mechanisms of immune checkpoint 
therapy. Nat Rev Immunol. 2020;20(2):75–76.

12. Attanasio J, Wherry EJ. Costimulatory and coinhibitory receptor pathways 
in infectious disease. Immunity. 2016;44(5):1052–1068.

13. Guedan S, Ruella M, June CH. Emerging cellular therapies for cancer. 
Annu Rev Immunol. 2019;37:145–171.

14. Christophersen A. Peptide-MHC class I and class II tetramers: from flow 
to mass cytometry. HLA. 2020;95(3):169–178.

15. Goh W, Huntington ND. Regulation of murine natural killer cell develop-
ment. Front Immunol. 2017;8:130.

16. Rautela J, Huntington ND. IL-15 signaling in NK cell cancer immuno-
therapy. Curr Opin Immunol. 2017;44:1–6.

17. Freud AG, Mundy-Bosse BL, Yu J, et al. The broad spectrum of human 
natural killer cell diversity. Immunity. 2017;47(5):820–833.

18. Crinier A, Milpied P, Escaliere B, et al. High-dimensional single-cell 
analysis identifies organ-specific signatures and conserved NK cell subsets 
in humans and mice. Immunity. 2018;49(5):971–986 e5.

19. Brady J, Carotta S, Thong RP, et al. The interactions of multiple cytokines 
control NK cell maturation. J Immunol. 2010;185(11):6679–6688.

20. Guillerey C, Huntington ND, Smyth MJ. Targeting natural killer cells in 
cancer immunotherapy. Nat Immunol. 2016;17(9):1025–1036.

21. Romee R, Schneider SE, Leong JW, et al. Cytokine activation induces 
human memory-like NK cells. Blood. 2012;120(24):4751–4760.

22. Croce M, Rigo V, Ferrini S. IL-21: a pleiotropic cytokine with potential 
applications in oncology. J Immunol Res. 2015;2015:696578.

23. Meza Guzman LG, Keating N, Nicholson SE. Natural killer cells: 
tumor surveillance and signaling. Cancers (Basel). 2020;12(4). doi: 
10.3390/cancers12040952.

https://http://dx.doi.org/10.3389/fimmu.2018.00307
https://http://dx.doi.org/10.3389/fimmu.2018.00307
https://http://dx.doi.org/10.3390/cancers12040952
https://http://dx.doi.org/10.3390/cancers12040952


174 PART I Principles of Immune Response

24. Parham P, Guethlein LA. Genetics of natural killer cells in human health, 
disease, and survival. Annu Rev Immunol. 2018;36:519–548.

25. Das J, Khakoo SI. NK cells: tuned by peptide? Immunol Rev. 
2015;267(1):214–227.

26. Scully E, Alter G. NK cells in HIV disease. Curr HIV/AIDS Rep. 
2016;13(2):85–94.

27. Schmiedel D, Mandelboim O. NKG2D ligands-critical targets for cancer 
immune escape and therapy. Front Immunol. 2018;9:2040.

28. Ferrari de Andrade L, Kumar S, Luoma AM, et al. Inhibition of MICA 
and MICB shedding elicits NK-cell-mediated immunity against tumors 
resistant to cytotoxic T cells. Cancer Immunol Res. 2020;8(6):769–780.

29. Barrow AD, Martin CJ, Colonna M. The natural cytotoxicity receptors in 
health and disease. Front Immunol. 2019;10:909.

30. Kadri N, Thanh TL, Hoglund P. Selection, tuning, and adaptation in 
mouse NK cell education. Immunol Rev. 2015;267(1):167–177.

31. Huntington ND, Cursons J, Rautela J. The cancer-natural killer cell 
immunity cycle. Nat Rev Cancer. 2020;20(8):437–454.

32. Savoy SKA, Boudreau JE. The evolutionary arms race between virus 
and NK cells: diversity enables population-level virus control. Viruses. 
2019;11(10):959. doi: 10.3390/v11100959.

33. Locatelli F, Pende D, Falco M, et al. NK cells mediate a crucial graft-
versus-leukemia effect in haploidentical-HSCT to cure high-risk acute 
leukemia. Trends Immunol. 2018;39(7):577–590.

34. Romagne F, Andre P, Spee P, et al. Preclinical characterization of 1-7F9, a 
novel human anti-KIR receptor therapeutic antibody that augments natu-
ral killer-mediated killing of tumor cells. Blood. 2009;114(13):2667–2677.

35. Liu E, Marin D, Banerjee P, et al. Use of CAR-transduced natural killer 
cells in CD19-positive lymphoid tumors. N Engl J Med. 2020;382(6):
545–553.

36. Zhu H, Blum RH, Bernareggi D, et al. Metabolic reprograming via dele-
tion of CISH in human iPSC-derived NK cells promotes in vivo 
persistence and enhances anti-tumor activity. Cell Stem Cell. 
2020:27(2):224–237.

37. Gonzalez H, Hagerling C, Werb Z. Roles of the immune system in cancer: 
from tumor initiation to metastatic progression. Genes Dev. 2018;32(19–20):
1267–1284.

38. Bottcher JP, Bonavita E, Chakravarty P, et al. NK cells stimulate recruit-
ment of cDC1 into the tumor microenvironment promoting cancer 
immune control. Cell. 2018;172(5):1022–1037 e14.

39. Christiaansen A, Varga SM, Spencer JV. Viral manipulation of the host 
immune response. Curr Opin Immunol. 2015;36:54–60.

40. Berry R, Watson GM, Jonjic S, et al. Modulation of innate and adaptive 
immunity by cytomegaloviruses. Nat Rev Immunol. 2020;20(2):113–127.

https://http://dx.doi.org/10.3390/v11100959


175

Regulatory Immune Cells
James B. Wing and Shimon Sakaguchi

13

The normal mammalian immune system protects the individ-
ual from a myriad of potentially pathogenic microorganisms. 
However, the immune system must also be tightly regulated 
to prevent it from attacking self-constituents and thus causing 
autoimmunity. This is partly achieved through central toler-
ance and the deletion of T cells that recognize self antigens in 
the thymus. However, this process is incomplete; that is, some 
self-reactive T cells are present in the periphery of healthy indi-
viduals and are capable of causing autoimmunity. This creates 
a need for peripheral tolerance mechanisms that control the 
action of such self-reactive cells.

The mechanisms that suppress harmful immune responses 
are of interest to both basic and clinical immunologists, as the 
failure of protective immunity can lead to increased suscep-
tibility to infectious diseases, and loss of self-tolerance may 
trigger an autoimmune disorder. Furthermore, it is often clini-
cally  desirable to enhance an immune response to certain self 
(or quasi-self) antigens, such as tumor antigens, or to induce 
immune suppression for the purpose of facilitating organ trans-
plant acceptance. Elucidation of the mechanisms responsible for 
immune regulation and maintenance of self-tolerance is, there-
fore, one of the primary goals of current medical immunology.

One key feature of the adaptive immune response is that once 
triggered, it shows essentially the same effector activity, whether 
the target antigen is a microbe or a self antigen, leading to elimi-
nation of the microbe or destruction of self-tissue. To prevent 
self-destructive immune responses while allowing protective 
immune responses to nonself antigens, the mammalian im-
mune system has evolved various regulatory contrivances that 
inhibit the initial generation of potentially harmful self-reactive 
T and B lymphocytes, termed central tolerance, or, after lympho-
cyte generation, downregulate cellular activation and expansion 
upon encounter with self antigens, termed peripheral tolerance. 
For T cells, central tolerance is established in the thymus, where 

many potentially dangerous lymphocytes carrying high-affinity 
T-cell receptors (TCRs) for self antigens are deleted via negative 
selection during development. This results in the generation of 
a peripheral T-cell repertoire that is largely self-tolerant. How-
ever, there is abundant evidence that some autoreactive T cells 
escape thymic deletion, and potentially pathogenic self-reactive 
T cells are, indeed, present in most individuals. Nevertheless, 
autoimmune diseases only occur infrequently, indicating that 
autoreactive T cells are somehow controlled in the periphery. 
Such peripheral mechanisms of self-tolerance include further 
deletion of self-reactive T cells, seclusion of self antigen from 
T  lymphocytes, low TCR affinity or lack of  costimulation in 
antigen recognition (clonal ignorance), inactivation of auto-
reactive T lymphocytes upon encounter with antigen with-
out costimulation (clonal anergy), and active suppression of 
self-reactive lymphocytes by other lymphocytes (peripheral 
suppression).1

There are various mechanisms of peripheral self-tolerance, 
and this chapter deals with peripheral suppression mediated 
by T cells and other suppressive non–T cells. Several types of 
T cells with regulatory activity have been described, including 
subpopulations of γδ T cells, natural killer T cells (NKT cells), 
and CD8 and CD4 T cells (Table 13.1; Fig. 13.1). Some of these 
suppressive T cells are constitutively produced as a separate 
lineage in the immune system, whereas others are induced from 
naïve T cells as a product of a particular mode of antigen stimu-
lation in a particular cytokine milieu. Although it remains to 
be determined how each cell population is functionally stable 
and physiologically important, this abundance and apparent 
redundancy of Treg populations may not be surprising when 
one considers how essential it is to maintain immune homeo-
stasis and self-tolerance.

This chapter focuses on CD4 regulatory T cells (Treg); in 
particular, Treg that specifically express the transcription factor 
Foxp3 and maintain high expression of the interleukin-2 (IL-2) 
receptor α chain, CD25. Foxp3+CD25+CD4+ Treg have been the 
subject of the majority of recent Treg studies and may have the 
broadest implication to our understanding of the mechanism of 
various immunologic disorders. Loss of function or numerical 
deficiency of Treg function or number can be a primary cause of 
autoimmune disease, allergy, and inflammatory disorders, such 
as inflammatory bowel disease (IBD) in humans. Conversely, 
since these cells can prevent targeting of tumor tissues by con-
ventional CD4 and CD8 T cells, inactivating them is a key goal 
in cancer immunotherapy. Because of their natural presence in 
the immune system, they are also a good target for the  treatment 
and prevention of a variety of immunologic diseases.2

KEY CONCEPTS
Immunologic Self-Tolerance

Immunologic self-tolerance is actively acquired and maintained through-
out life by a series of mechanisms that cooperatively and complemen-
tarily operate to prevent the maturation and activation of potentially 
self-reactive lymphocytes.

The mechanisms include:
• Clonal deletion
• Clonal anergy
• Clonal ignorance
• Dominant suppression 
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CD4 REGULATORY T CELLS

The nomenclature used to define Treg has been inconsistent 
over the years, but recent efforts have been made to standard-
ize the naming of these cells.3 It is recommended that Foxp3+ 

Treg be clearly separated into thymus-derived tTreg, peripher-
ally in vivo–induced pTreg and in vitro–induced iTreg. Readers 
should be aware that in the past tTreg have often been referred 
to as natural Treg (nTreg), whereas both pTreg and iTreg were 
grouped together as induced or adaptive Treg. Where there is no 
specific identification allowing confirmation of the cells being 
specifically tTreg or pTreg, the simple term Treg can be used to 
refer to Foxp3+Treg as a group. In this chapter, to avoid con-
fusion, we reserve the term Treg for the CD4+Foxp3+ popula-
tion rather than other T cells with suppressive function, such as   
IL-10–secreting type 1 regulatory T cells (Tr1),4 since they dif-
fer in their development, phenotype, and function, and they are 
thus considered to be of separate lineages (see Table 13.1 and   
Fig. 13.1).

Thymus-Derived Regulatory T Cells
The first report of autoimmune-preventive, thymus-derived   
T cells in the normal immune system occurred about 40 years 
ago when thymectomy on day 3 of life (d3Tx) was shown to 
cause organ-specific autoimmune diseases, such as oopho-
ritis, in otherwise healthy mice, a finding later attributed to 
the slightly delayed thymic emigration of tTreg in compari-
son with effector T cells.5 Subsequent studies showed that the 
development of autoimmune diseases could be inhibited if the 
thymectomized animals were reconstituted with CD4+CD8−

thymocytes or CD4+ splenocytes from histocompatible 
immune- uncompromised animals. Athymic mice transferred 
with non-Treg or thymocytes spontaneously develop organ-
specific autoimmune diseases, which can be reversed by 
cotransfer of tTreg from normal adult mice.2,6 Treg can suppress 
the proliferation and cytokine production of conventional CD4 
or CD8 T cells in vitro. tTreg are thought to arise from T-cell 
clones with relatively high reactivity to self antigens presented 
in the thymus.

While for a long time it has been considered that 
CD25+Foxp3− cells in the thymus are the main Treg precur-
sor population, recent evidence also suggests the existence of 
a second CD25−Foxp3+ population that forms an alternative 

TABLE 13.1 Subsets of Thymic and Peripheral Foxp3+ Tregs and Foxp3− Suppressive T Cells

Foxp3+ Treg Tr1
Qa-1–Restricted 
CD8+ Treg NKT Cells γδ T Cells

Site of generation Thymus/periphery Periphery Periphery Periphery Periphery
Marker Foxp3, CD25, CTLA-4, 

GITR
IL-10 Nonclassic MHC Ib Invariant TCR chain 

Va14 (mouse), Va24 
(human)

Various subsets
TGF-β Qa-1 Vg5+ (mouse)

Vg1+ (human)
Specificity Peptide plus MHC 

class II
Peptide plus 

MHC class II
Peptide plus MHC 

class Ib
Glycolipids plus CD1d Glycolipids plus CD1, Peptide plus 

MHC class Ib
Target cell T cells, B cells, APCs, 

NK cells, NKT cells
T cells T cells T cells, APCs T cells, APCs, epithelial cells

Suppressive 
mechanisms

Cell-contact IL-10 Perforin IL-10, Th2 cytokines Lysis, CD95-CD95 ligand pathway, 
thymosin-b4Costimulation 

modification
TGF-β

Cytokine production
Reported suppres-

sive function
Autoimmunity Autoimmunity Autoimmunity Autoimmunity Autoimmunity
Transplantation Transplantation Transplantation Allergy (dermatitis)
Allergy Allergy Cancer Infection
Infection
Cancer

APCs, Antigen-presenting cells; GITR, glucocorticoid-induced tumor necrosis factor receptor protein; ILT, immunoglobulin transcript; IL-10, interleukin-10; MHC,  major histocompatibility 
complex; NKT cells, natural killer T cells; TCR, T-cell receptors; Tr1, regulatory type 1 cell; Th2, T-helper 2 cell; Treg, regulatory T cell; TGF-β, transforming growth factor-b.

Thymus

Periphery
Effector T cell

CD4 and CD8 T cells
NKT cells, γδ T cells

Peripheral pool
of effector T cells

Foxp3+ Treg

Peripheral
pool of Treg

FIG. 13.1 Developmental Pathways of Regulatory T Cells 
(Treg). Treg cells can develop either in the thymus or the 
periphery and are vital for maintaining tolerance as a counter-
balance to effector T cells. Thymically generated Treg express 
Foxp3 and develop within the thymus following to a specialized 
combination of T-cell receptor and costimulatory signals. Extra-
thymic development of CD4+ Treg, and CD8+ Treg can ensue 
from a host of different conditions, such as high concentrations 
of transforming growth factor-β, interleukin-10, or other particu-
lar circumstances surrounding antigen priming. The signals that 
control differentiation of γδ T cells and natural killer T cells (NKT 
cells) to cells with regulatory properties are less well defined.
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Treg precursor population. These two precursors do appear to 
result in Treg with no clear difference in their phenotype but 
they do harbor some differences in their TCR affinity with 
the  Foxp3loCD25− population, having generally lower affinity, 
which suggests a difference in their ability to recognize antigens 
in the periphery once exported from the thymus.1

To pinpoint a specific phenotype for CD4 T cells with 
regulatory function, surface markers with more restricted 
expression patterns have been explored. As a high and stable 
expression of the IL-2 receptor α chain, CD25 has been found 
to be a useful and specific surface marker of Foxp3+ Treg. 
Between 5% and 10% of CD4+ T cells express CD25 consti-
tutively in the thymus and periphery of mice. Importantly, 
transfer of CD4 lymphocytes depleted of CD25+ cells induces 
autoimmunity in athymic nude mice, whereas cotransfer of 
CD4+CD25+ cells protects the mice from disease induction 
(Fig. 13.2). Other markers shown to be associated with Foxp3+

Treg are cytotoxic T-lymphocyte antigen-4 (CTLA-4; CD152) 
and  glucocorticoid-induced tumor necrosis factor receptor 
protein (GITR). However, these and CD25 are not truly spe-
cific markers of tTreg, since conventional T cells upregulate 
GITR, as well as CTLA-4 and CD25, after activation.2,6 This 
dilemma is especially apparent when investigating Foxp3+

Treg in  humans, where a significant proportion of CD4+ T cells 
in peripheral blood express CD25, yet only 2% to 4% of CD4+ 
T cells, enriched among cells with the highest expression level 
of CD25 (CD25high), have suppressive properties (Fig. 13.3).6

The fact that CD25+ Treg are not a discrete population in 
humans poses a problem both when obtaining cells for experi-
mental purposes and when evaluating their role in a clinical 
setting. Therefore finding more specific cell-surface markers 
of CD4+ Treg remains an important goal.

Thymus-Derived Treg Express the Transcription  
Factor Foxp3
Specific expression of the transcription factor Foxp3 is closely 
linked with the development and function of Treg.7 The first hint 
as to the significance of Foxp3 was given by studies of the Scurfy 
mutant mouse. This mouse strain suffers from a spontaneous   
X-linked mutation of the Foxp3 gene, which leads to  fatal 
lymphoproliferative disease associated with multi-organ 
infiltrates and early death by 3 to 4 weeks of age in hemizygous 
males.  Similarly, mutations in the human orthologue FOXP3
are linked to immune dysregulation, polyendocrinopathy, 
enteropathy, IBD, allergic dermatitis, food allergy, hyperimmu-
noglobulinemia E, hematological disorders, severe infections 
and X-linked (IPEX) syndrome, which is an X-linked immuno-
deficiency associated with organ-specific autoimmune diseases, 
such as type 1 diabetes (see Fig. 13.2).2,6 Common features of 
IPEX syndrome and scurfy mice are deficient levels of both 
tTreg and pTreg. CD25+CD4+ T cells and CD25+CD4+CD8−

thymocytes  specifically express Foxp3 mRNA in contrast to 
the cell-surface  markers used until now. In addition, other 
thymocytes/T cells, Th1, or Th2 cells scarcely express Foxp3
even after stimulation.7

Although the majority of Foxp3+ cells in mice reside in 
the CD4+CD25+ T-cell population, some can be found in the 
CD4+CD25− population, particularly in non-lymphoid sites or 
within the germinal center. Importantly, retroviral transduc-
tion of Foxp3 in naïve CD25− T cells can convert them to regu-
latory cells with at least some of the suppressive functions of 
true Treg. However, although it is essential, it has also  become 
clear that Foxp3 alone is not sufficient to stably maintain the 
full Treg identity. Another critical factor is the presence of a 
Treg-type epigenetic pattern in which genes, such as Foxp3, 

Whole T cells

Nude or SCID mice

Mothers of IPEX patient

IPEX patient

Normal

Autoimmune disease
IBD

Hyperreactivity

Autoimmune
disease

IBD
Allergy

No disease

Induction of autoimmune disease
and IBD by depleting Treg cells

Development of autoimmune disease,
IBD, and allergy in IPEX syndrome

CD25 -T cells

Teff

Teff

Treg

Teff

Treg

Teff

Treg

FIG. 13.2 Dominant Self-Tolerance in Rodents and Humans. Transfer of T-cell suspensions depleted of Foxp3+CD4+ Treg induces auto-
immune disease and inflammatory bowel disease (IBD) and heightens immune responses to nonself antigens in athymic nude or severe 
combined immunodeficiency (SCID) mice (left). Male children are afflicted by infections and immune dysfunction/polyendocrinopathy/
enteropathy/X-linked (IPEX) syndrome. Their mothers with hemizygous defects of the FOXP3 gene bear defective and normal Tregs as 
a mosaic because of random inactivation of the X chromosome in each Treg cell. They are completely normal because normal Treg cells 
dominantly control the activation and expansion of effector T (Teff) cells that mediate autoimmune disease, IBD, and allergy (right). Blue
circles represent intact Treg or Teff cells; red circles represent defective Treg cells.
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FIG. 13.3 Expression of CD25 and Foxp3 Denotes Treg in Mice and in Humans. In mice, between 5% and 10% of CD4+ T cells 
express CD25, and among these, almost all are Foxp3+. In addition, a few Foxp3-expressing cells reside among CD4+CD25− T cells. In 
the peripheral blood of humans, expression of surface marker CD25 is well correlated with intracellular FOXP3, especially when the 
levels of CD25 and FOXP3 are high (top left). CD45RA and intracellular expression of FOXP3 enables the definition of three distinct 
subsets within FOXP3+CD4+ T cells: CD45RA− effector Treg cells with high expression of FOXP3 (blue box), CD45RA+ naïve Treg cells 
with low expression of FOXP3 (red box), and CD45RA− non-Treg cells with low expression of FOXP3 (top right, purple box). Effector 
FOXP3high Treg cells correspond to actively proliferating Treg cells in vivo as they express Ki-67 (bottom left, purple box). The thymus 
produces CD45RA+FOXP3low naïve Tregs as well as naïve CD45RA+ non-Treg cells. Upon antigenic stimulation, naïve Tregs differentiate 
to CD45RA+FOXP3high effector Tregs, which are potently suppressive and capable of suppressing the proliferation of other Tregs as well 
as non-Tregs in vitro (bottom right). CTLA-4, Cytotoxic T-lymphocyte antigen-4.
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CTLA-4, and GITR, have stably demethylated CpG residues and 
a permissive chromatin structure allowing them to be constitu-
tively expressed by Treg. These epigenetic modifications occur 
independently of Foxp3 expression and maintain a significant 
proportion of the Treg gene expression even in the absence of 
Foxp3 itself.8 However, at the same time, Foxp3 expression is 
still essential, as shown by the severe diseases seen in humans 
or mice lacking functional Foxp3. A similar pattern of FOXP3 
expression can be observed in humans, with most FOXP3+

cells among CD4+CD25high T cells, and a few being CD25− or 
CD25low (see Fig. 13.3). However, in humans, but not in mice, 
low levels of FOXP3 can be transiently induced by TCR stimu-
lation in conventional T cells. These cells can be detected di-
rectly in blood as CD4+ T cells with a memory phenotype and a 
weak expression of FOXP3, but with no suppressive function.6

However, some true Treg such as CXCR5+ T-follicular regula-
tory (Tfr) cells may also express lower levels of FOXP3, meaning 
that great care is required to separate them from non-Treg. As 
a  result, human FOXP3+ Treg with function can be divided into 
two relatively clearly defined subsets: CD45RA+FOXP3low naïve 
Treg (nTreg) and CD45RA−FOXP3high effector Treg (eTreg), and 
a third group of Foxp3loCD45RA− cells that contain a mixture of 
Treg and non-Treg (see Fig. 13.3).

thymus, since animals that lack CD28 or CD40 expression gen-
erate only minute numbers of Foxp3+ T cells in the thymus 
(Table 13.2).11

In the periphery, maintenance of Foxp3+ Treg requires 
antigenic priming and cytokines. It is vital that Foxp3+ Treg 
encounter specific antigens to remain in the Treg pool. For 
example, cell transfer experiments in mice thymectomized on 
day 3 (d3Tx) have demonstrated that Treg from donors of the 
opposite sex are better at protecting against orchitis or oopho-
ritis compared with Treg from same-sex donors, and that Treg 
from ovariectomized mice are less competent in preventing oo-
phoritis than those from normal females.5

IL-2 is vital for the maintenance of Treg. Thus CD25 is not 
only a marker but also an indispensable molecule for Treg as a 
component of the high-affinity IL-2 receptor. Mice genetically 
deficient in IL-2 or IL-2 receptor α (CD25) or β chain (CD122) 
develop severe lymphoproliferative disease in  multiple organs, 
resulting in early death.11 Moreover, genetic deficiencies of 
CD25 in humans generate a comparable pattern. IL-2–deficient 
animals have substantially reduced,  although not completely 
depleted, numbers of Foxp3+ T cells, and disease can be prevent-
ed by adoptive transfer of normal Foxp3+ Treg (see Table 13.2).

In addition to antigen recognition and cytokines, Foxp3+

Treg require appropriate interactions with antigen-presenting 
cells (APCs) for their function and survival. Several molecules 

In addition to tTreg, there is abundant evidence from mouse 
studies supporting the peripheral development of T cells with sup-
pressive properties. For example, Foxp3-expressing CD25+CD4+

Treg, functionally and phenotypically similar to tTreg, can be 
induced from naïve T cells by in vitro or in vivo  antigenic stimu-
lation in the presence of TGF-β.9 However, it should be noted 
that in vitro–induced Treg lack the Treg-type epigenetic pattern 
and so may not be stable Treg, making it important to differen-
tiate between in vivo peripherally induced pTreg and in vitro–
induced iTreg.8 Both murine and human thymus-derived Treg 
cells  express Helios, an Ikaros family transcription factor, and 
neuropilin-1, whereas most induced Foxp3-expressing CD4 T 
cells do not. However, some highly activated pTreg and Foxp3−

T cells may express these markers to some extent, making them 
useful to differentiate between tTreg and pTreg.9 It has been sug-
gested that tTreg are sufficient for the prevention of widespread 
autoimmunity but that pTreg have a more specialized function 
in the prevention of excessive immune responses in mucosal 
sites, such as the gastrointestinal tract and the lungs.10

Maintenance of Foxp3+ Tregs
In addition to TCR interaction, it seems that accessory signals, 
such as costimulation through CD28-B7 or CD40-CD40L, 
play an important role in the production of Foxp3+ Treg in the 

TABLE 13.2 Signals With Impact on 
FOXP3+ Treg Induction, Maintenance, and 
Suppression

Development

Mainte-
nance/
Survival

Suppressive 
Function

Peptide–
MHC II 
interaction

Yes (high 
affinity)

Yes Yes, at least initially

CD28 Yes (crucial) Yes Not crucial for induc-
tion of suppression 
but high expression 
on APCs breaks 
suppression

CD40 Yes No No
CTLA-4 No No Yes
GITR No Modest 

positive 
effect

Breaks suppression

TLR ligands No Yes TLR ligands initially 
break suppression, 
but this is fol-
lowed by induc-
tion of  enhanced 
suppression

IL-2 Yes (but not 
crucial)

Yes  
(crucial)

High levels break 
suppression

TGF-β Not required 
for thymic 
differentia-
tion but may 
be involved 
in peripheral 
induction

Yes Yes (not crucial)

APCs, Antigen-presenting cells; CTLA-4, cytotoxic T-lymphocyte antigen 4; GITR, 
glucocorticoid-induced tumor necrosis factor receptor protein; IL-2, interleukin-2; 
MHC II, major histocompatibility complex II; TGF-β, transforming growth factor-β; 
Treg, regulatory T cell; TLR, Toll-like receptor.

CLINICAL RELEVANCE

When the Foxp3/FOXP3 gene has a loss-of-function mutation, FOXP3+

regulatory T cells (Treg) fail to develop, or Foxp3 protein is dysfunctional, 
and a fatal autoimmune/autoinflammatory disease develops. This mono-
genic X-linked disease directly demonstrates how crucial FOXP3+ Treg 
are for maintaining self-tolerance and immune homeostasis.

Cardinal features of IPEX are:
• Autoimmune diseases (type 1 diabetes, thyroiditis, hemolytic anemia)
• Allergy (dermatitis, hyperimmunoglobulinemia E, food allergy)
• Inflammatory bowel disease 

Infections and Immune Dysfunction/
Polyendocrinopathy/Enteropathy/X-Linked (IPEX) 
Syndrome Is a Result of FOXP3+ Treg Deficiency
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of cell adhesion and costimulation are important for function 
and homeostasis of Treg, including CD18/CD11a, GITR, CD28, 
and CTLA-4.

Effector CD4 T cells differentiate into various subpopula-
tions, such as Th1, Th2, Th17, and Tfh, in response to specific 
stimulation and cytokine milieus (Chapter 11). It has become 
clear that Treg somewhat mirror this process and can also dif-
ferentiate in response to the same stimuli into a subpopulation 
specialized to control the matching effector population. Conse-
quently, Treg express transcription factors linked to these fates, 
such as T-bet (Th1), RORγt (Th17), and BCL6 (Tfh), and this 
allows Treg to gain expression of relevant chemokine receptors, 
such as CXCR5, in the case of Tfr cells, enabling them to traverse 
to the germinal center, where they are able to suppress T-follicu-
lar helper (Tfh) cells and the germinal center reaction. Similarly, 
expression of CCR6 and CXCR3 allows a similar process to oc-
cur for Th17-Treg and Th1-Treg, respectively. This process lets 
Tregs respond to the environment, specifically suppressing Th1, 
Th2, Th17, and Tfh-cell responses.6 Furthermore, to the devel-
opment of Treg that specifically mirror effector T-cell subsets, 
it has also been demonstrated that Treg travel to nonlymphoid 
sites, such as skin, adipose tissue, and skeletal muscles, to sup-
press inflammation. Treg from these sites may represent special-
ized subtypes of Treg with adapted transcriptional signatures, 
such as adipose tissue Tregs, expressing the transcription factor 
peroxisome proliferator-activated receptor-γ (PPAR-γ), which 
regulates fatty acid metabolism and allows their home ostasis 
and survival.12

Another important aspect of Treg responsiveness to the envi-
ronment is that Tregs are affected by the microbiota (Chapter 22).   
Recently, it has been demonstrated that certain commensal or-
ganisms, such as Clostridium spp. in the gut, have large effects 
on Treg differentiation. In some cases, this may be indirect via 
induction of TGF-β production, leading to induction of Treg 
from naïve T cells, whereas in other cases—microbial metabo-
lites, for instance—short-chain fatty acids directly induce Treg 
proliferation.9

Suppressive Function of Foxp3+ Tregs
The standard assay to analyze Treg suppression is to cocul-
ture purified fractions of T cells with Treg and then measure 
proliferation upon antigenic stimulation in the presence of 
APC. Such assays show that freshly isolated Foxp3+CD25+ Treg 
cannot suppress T-cell responses in vitro unless they are first 
stimulated via the TCR. Once activated, they suppress other 
CD4 and CD8 T cells, irrespective of their antigen specificities.7

Foxp3+ Treg can inhibit proliferation and cytokine production 
of naïve T cells. They can also suppress the function of differ-
entiated Th1 and Th2 cells in vitro and reverse ongoing immu-
nopathology, such as colitis, in vivo.9 In addition to suppressing 
T-cell function, Foxp3+ Treg can also suppress B cells, NK cells, 
and NKT cells.

Foxp3+ Treg likely suppress by multiple mechanisms, includ-
ing both soluble and cell surface–bound mediators (Fig. 13.4). 
In vitro studies have shown that Foxp3+ Treg need direct cell-to-
cell contact with responder cells and that suppression does not 
occur if Treg are separated from effector T cells by a semiperme-
able membrane.2 Moreover, Foxp3+CD25+ Treg are not promi-
nent producers of either IL-10 or TGF-β in vitro. These features 
differ from those of Tr1 or Th3 cells, which primarily rely on 
immunosuppressive cytokines, such as IL-10 and TGF-β, for 
inhibition.

Although Foxp3+ Treg can suppress effector T cells under 
APC-free conditions in vitro, presumably by absorbing IL-2, it 
is reasonable that Foxp3+ Treg in vivo control immune respons-
es also by regulating APC. Indeed, by using two-photon laser-
scanning microscopy, it has been shown in vivo that although 
there are limited contacts between Foxp3+ Treg and effector T 
cells, stable interactions exist between Foxp3+ Treg and den-
dritic cells (DCs) during ongoing suppression in lymph nodes. 
One way that Foxp3+ Treg regulate immune responses may be 
through competition with effector T cells for access to APC. 
Foxp3+ Treg have, relative to conventional T cells, a more acti-
vated phenotype (e.g., high expression of adhesion molecules) 
in normal individuals, which gives an advantage when engag-
ing with APC and results in prevention of naïve T-cell prim-
ing. Interestingly, Foxp3+ Tregs can modify APC function. APC 
cultured with Foxp3+ Treg downregulate CD80 and CD86 via a 
CTLA-4–dependent mechanism and become impaired in their 
ability to stimulate T cells.13 Additionally, CTLA-4–expressing   
Treg can induce production of the enzyme indoleamine 
2,3-dioxygenase (IDO), which catalyzes tryptophan to the   
metabolite kynurenine, which represses T-cell responses. Impor-
tantly, CTLA-4 expression by Foxp3+ Treg is important for 
tolerance in vivo, since mice with deletion of this coinhibitory 
molecule only in Foxp3-expressing cells develop lethal autoim-
munity. Other proposed suppressive mechanisms that involve 
close contact between Foxp3+ Tregs and target cells include sur-
face-bound TGF-β, perforin, and granzyme B (see Fig. 13.4).2,13

Although immunosuppressive cytokines are redundant for 
suppression in vitro, the in vivo situation seems somewhat dif-
ferent. Recently, the immune suppressive cytokine IL-35 has 
been implicated in Treg-mediated suppression, and both TGF-β
and IL-10 expressed by Foxp3+ Treg are important in prevent-
ing IBD in mice. Curiously, adoptive transfer of IL-10–deficient 
CD25+ Treg failed to protect against colitis, although it could 
inhibit development of gastritis. Furthermore, although per-
forin- or granzyme B–expressing Foxp3+ Treg are rare in the 
spleen, they are abundant in a tumor environment. Taken to-
gether, Foxp3+ Treg can use several mechanisms of suppression, 
depending on the local cytokine milieu and the strength and 
type of immune response.13

Tr1 Cells
Some Foxp3− suppressive T cells have also been identified. The 
best characterized are IL-10–secreting Tr1 cells, which are pres-
ent and functional in humans following bone marrow trans-
plantation and in response to allergens (see Table 13.1).

Tr1 cells were initially generated in vitro from CD4 T cells 
rendered anergic by chronic stimulation in the presence of IL-10,   
a potent negative regulator of inflammation and lympho-
proliferation.14 T cells so obtained produce a unique pat-
tern of  cytokines distinct from Th1 or Th2 cells, with IL-10 as 
their signature cytokine. Additionally, Tr1 cells secrete some 
TGF-β, interferon-γ (IFN-γ), and IL-5, but not IL-4 or IL-2. 
Tr1 cells can be identified by surface expression of CD49b and 
LAG-3, but lack Foxp3 expression.14 It remains unclear if Tr1 
cells have a master transcription factor but several transcrip-
tion factors such as c-Maf, IRF4 and EGF2 have a role in their 
development and function. Also, antigenic stimulation with 
immature DC (i.e., low levels of costimulatory molecules) or 
with DC  pretreated with IL-10/TGF-β, confers on naïve CD4   
T cells an anergic and suppressive phenotype and has further 
been reported to suppress humoral immunity.14
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Tr1 cells also take part in human tolerance. For example, 
Tr1 cells can be correlated with lack of graft-versus-host disease 
(GvHD) in bone marrow transplantation, and are also induced 
after specific immunotherapy in patients with allergies. Data 
from mice show that Tr1 cells can prevent IBD. Interestingly, 
Tr1 cells specific for Escherichia coli proteins can be isolated 
from the intestinal mucosa of healthy donors. In pemphigus 
vulgaris (Chapter 63), Tr1 cells specific for desmoglein-3 can be 
isolated from pemphigus vulgaris–prone but apparently healthy 
individuals, whereas patients with pemphigus rarely have such 
cells. Collectively, Tr1 cells can be induced by autoantigens as 
well as foreign antigens as a component of the mechanisms that 
maintain tolerance to both self and nonself.14

Treg-of-B cells
Several reports have suggested that repeated contacts with 
B cells may drive some T cells into a regulatory or suppres-
sive state. These “Treg-of-B cells” produce express CD25 but 
lack Foxp3 and have IL10-dependent suppressive function.15

In  humans IL10–producing suppressive T cells have also been 
found among CD25+CXCR5hiPD1hiFoxp3- Tfh cells, and these 

cells, referred to as CD25+ Tf, again appear to have suppressive 
function dependent on IL-10 and other factors such as CTLA-4; 
they may have a particular role in suppression of humoral im-
munity. Initial analysis suggests that CD25+Tf they may not be 
Tr1 since they lack Lag3 expression.16 Further work is required 
to determine the relationship between Tr1, Treg-of-B, and 
CD25+Tf. They appear to have considerable overlap in pheno-
type and function and it seems possible that Tconv cells can be 
driven into a similar suppressive state, with variations in start-
ing cell type and local environment providing some variation in 
final phenotype.17

OTHER SUBSETS OF FOXP3− REGULATORY T CELLS
In addition to CD4 Treg, other types of T cells with immuno-
suppressive properties have been found; these recognize anti-
gens different from those typically presented to CD4 T cells via 
MHC class II and may therefore serve to induce tolerance in 
other settings (see Table 13.1). One example is CD8 T cells with 
TCR which recognize antigen presented by the mouse MHC 
class lb Qa-1 molecule (HLA-E in humans; Chapter 5). Qa-1 has 
limited polymorphisms and can present both foreign and self-
peptides. Since Qa-1 peptide complexes on, for example, CD4 
T cells can bind to both the inhibitory CD94-NKG2 receptor 
complex and the TCR on CD8 T cells, total loss of Qa-1 does not 
lead to development of spontaneous autoimmunity, since loss of 
CD94-NKG2 inhibitory signaling is largely compensated for by 
loss of TCR signaling. However, mutation of Qa-1, leading to 
its loss of CD94-NKG2, but not TCR binding, results in severe 
lupus-like autoimmunity underpinned by dysregulated Tfh-cell 
responses. The function of Qa-1–restricted CD8  appears to be 
largely dependent on perforin expression, as perforin-deficient 
CD8 T cells fail to mediate the suppression of Tfh cells.18 While 
these cells lack expression of Foxp3, it is clear that Helios, a tran-
scription factor also shared by thymic Treg, plays an important 
role in stabilization of both CD4 Treg and these suppressive 
CD8 cells; however, despite this area of overlap it appears that 
CD8 Treg have a closer phenotypic relationship with innate cells 
such as NKT than with CD4 Treg.18

Double-negative T cells are a class of αβ TCR-expressing cells 
that lack both CD4 and CD8, and make up around 1% of the 
TCR αβ cells in mice and humans.19 Much remains unknown 
about the action of these cells, but it seems that they may be able 
to suppress CD4 and CD8 T cells by taking up antigen–MHC 
complexes from APC via trogocytosis, capturing plasma mem-
brane fragments from the immunological synapse and then pre-
senting them to other T cells in the absence of costimulatory 
signaling and possibly a signal-inducing apoptosis, such as Fas. 
They may also suppress APCs in a manner similar to Foxp3+

Treg by expression of CTLA-4.19

γδ T cells with a regulatory phenotype are a subset of the 
epithelial γδ T cells that can be found in mice. Mice defi-
cient in γδ T cells do not appropriately regulate responses to 
various pathogens. This inappropriate regulation manifests as 
immunopathology in conjunction with the robust development 
of immunity. γδ T cell–deficient mice also show accelerated 
autoimmune responses in models of systemic lupus erythema-
tosus (SLE) and spontaneously develop dermatitis when bred 
on certain genetic backgrounds. Commonly, these conditions 
are driven by αβ T cells, and γδ T cells will inhibit αβ T cells 
predominantly in the local environment. In humans, who lack 
an equivalent population of intraepithelial γδ cells, it is  plausible 
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FIG. 13.4 Proposed Suppressive Mechanisms of Foxp3+

Regulatory T Cells (Treg). FOXP3+CD25+ Treg can inhibit many 
different types of effector cells and can also suppress immune 
responses at multiple stages, including the initial priming in 
the lymph node and effector actions at the site of inflamma-
tion. The precise mechanism is not known, but numerous theo-
ries have been proposed, and it is likely that Foxp3+CD25+ Treg 
suppress by several different mechanisms. In vivo Treg can act 
in a cell contact–dependent manner by competing directly for 
stimulatory ligands on the antigen-presenting cell (APC), by 
absorbing  essential growth factors, such as interleukin-2 (IL-2), 
or by directly transmitting an as-yet-uncharacterized negative 
signal to  either the T cell or the APC. Alternatively, Treg can use 
long-range suppressive mechanisms by means of the cytokines   
IL-10, IL-35, and transforming growth factor-β (TGF-β). cAMP, 
Cyclic adenosine monophosphate; CTLA-4, cytotoxic T-lympho-
cyte antigen-4; TGF-β, transforming growth factor-β.
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that this immune regulation is provided by other types of sup-
pressive cells. However some forms of non-epithelial γδ cells 
have also been suggested to have an immunosuppressive role in 
antitumor immunity.20

NKT cells respond to CD1d, the nonclassic class I APC, 
which binds glycolipids rather than peptides. NKT cells can 
induce either pro-inflammatory (IFN-γ) or anti-inflammatory 
(IL-4, IL-10, IL-13) immune responses, but the prerequisites 
for this choice are ill defined. Nevertheless, under appropri-
ate conditions, NKT cells clearly promote tolerance, which is 
illustrated in studies of transplantation and oral tolerance (see 
Table 13.1).21

Suppressive Non–T Cells
Recently, interest has also been focused on non–T-cell sub-
sets with suppressive functions. One example of this is B cells 
with regulatory function (known as Breg or B10 cells). Breg 
cells  produce the suppressive cytokine IL-10 in both mice and 
humans. Experiments in mice have demonstrated that these cells 
have suppressive capacity and can influence the development of 
autoimmune diseases, such as EAE, collagen-induced arthritis, 
and colitis. Breg cells appear to be induced in the periphery; to 
date, a clear transcriptional controller providing a clear tran-
scriptional program has not been identified. This,  together with 
the finding that various subsets of Breg cells differentiate from 
a wide variety of different B-cell populations (marginal zone, 
plasma blasts, plasma cells, CD5+CD1dhigh B10 cells), has led 
to the suggestion that Breg cells may not be a lineage in them-
selves but, rather, a suppressive state that can be induced in all B 
cells when given the correct stimuli.22 The suppressive function 
of Breg cells has largely been attributed to production of IL-10, 
TGF-β, and IL-35; this may either be via direct action on effec-
tor CD4 and CD8 T cells or indirectly by induction of other sup-
pressive populations, such as Foxp3+Tregs and Tr1 cells.22

In humans functional or numerical defects in Breg have been 
found in a variety of autoimmune disease settings such as SLE, 
rheumatoid arthritis (RA), and psoriasis; this suggests that ther-
apeutic manipulation of Breg may be an attractive strategy for 
the treatment of autoimmunity.23

Myeloid-derived suppressor cells (MDSCs) are broadly 
divided into polymorphonuclear MDSCs, which are closely 
related to neutrophils, and monocytic MDSCs, which are 
related to monocytes, although in both cases, while they share 
common precursors, mature neutrophils and monocytes can-
not convert to MDSCs. MDSCs are often associated with tumor 
progression and are believed to play an important role in the 
establishment of the immunosuppressive tumor environment. 
Accumulation of MDSCs in the tumor environment occurs 
in a two-step process, with the first being a tumor buildup of 
immature myeloid precursors and a block on their terminal 
differentiation to neutrophils or monocytes caused by tumor 
released growth factors. This is followed by pathological signal-
ing from the tumor stroma, causing the conversion of immature 
precursors into MDSCs.24

MDSCs can be distinguished from other myeloid cells 
by the high levels of expression of NADPH oxidase (Nox2) 
and  nitric oxide synthase 2 (nos2), leading to production of 
reactive  oxygen species (ROS) and nitric oxide (NO) and the 
transcription  factor c/EBPβ. MDSCs have decreased phagocytic 
capacity, which, in combination with their production of sup-
pressive  cytokines, such as IL-10 and TGF-β, leads them to have 
a suppressive effect on T-cell responses.25

DCs have also been demonstrated to have tolerogenic 
properties in certain circumstances. It is unclear if tolerogen-
ic DC are of a stable lineage or, perhaps like Bregs, represent 
a particular state of differentiation. Antigen presentation by   
immature DC may, indeed, be tolerogenic because of lack of 
costimulation, but antigen presentation by the same cells may 
be  immunogenic once mature and expressing greater levels of 
costimulatory  molecules. Additionally, both pDC found in the 
tumor microenvironment and CD103+ conventional DC in   
the lamina propria produce the immune suppressive molecule 
IDO, which has been demonstrated to aid in the induction of 
pTreg cells.26

CLINICAL RELEVANCE OF REGULATORY T CELLS
Abundant evidence strongly supports Treg as key controllers of 
self-tolerance, and Treg of various subsets play an active role in 
the control of almost all types of physiological and pathological 
immune responses, which also makes them suitable targets for 
immunotherapy (Tables 13.1 and 13.3).

TABLE 13.3 Potential Therapeutic 
Approaches for Treg-Based Therapy

Increase of Treg Numbers 
or Function

Reduction of Treg Numbers 
or Function

Ex vivo expansion of pure FOXP3+

Treg with allo- or autoantigens 
plus growth factors, such as 
IL-2, and chemicals, such as 
rapamycin

Transient reduction of FOXP3+

Treg and/or perturbation of 
suppression in vivo (anti-CD25 
antibody, anti-CTLA-4 antibody, 
or anti-IL-2 antibody)

Ex vivo induction of Treg from 
conventional T cells by cytokines 
(IL-10, TGF-β), pharmacological 
agents, or modified DC

Render effector T cells resistant 
to suppression (GITR signaling)

In vivo promotion of Treg, rather 
than effector T cells, using mono-
clonal antibody treatment or 
pharmacological agents (anti-CD3 
antibody, anti-CD40L antibody, 
etc.)

CTLA-4, Cytotoxic T-lymphocyte antigen-4; DC, dendritic cell; GITR, glucocorticoid-
induced tumor necrosis factor receptor protein; IL-2, interleukin-2; IL-10, interleu-
kin-10; TGF-b, transforming growth factor-β; Treg, regulatory T cell.

THERAPEUTIC PRINCIPLES
Adjustment of the Immune Response by FOXP3+ 
Regulatory T Cell

• Reduction of FOXP3+ Treg suppression or reducing Treg numbers
• Enhancement of tumor immunity
• Clearance of infections
• Improvement of responses to vaccines

• Boosting of FOXP3+ Treg function or increasing Treg numbers
• Treatment of autoimmunity
• Treatment of allergic responses
• Induction of transplantation tolerance
• Control of excessive immunopathology to foreign antigens (i.e., 

pathogens)
• Maintenance of fetomaternal tolerance in pregnancy 
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Autoimmunity
As discussed above, Foxp3+CD4+ Treg are engaged in  active sup-
pression of autoimmune disease, since their depletion  results in 
spontaneous development of autoimmune diseases in rodents. 
Furthermore, genetic anomaly of Foxp3 function can be a  direct 
cause of autoimmune diseases in humans, as exemplified in IPEX 
syndrome.2 A reduction of Foxp3+ Treg in number or function 
has been reported in systemic autoimmune diseases, such as 
SLE, Sjögren syndrome, antineutrophil cytoplasmic antibody 
(ANCA)–associated vasculitis, Kawasaki disease, systemic scle-
rosis, psoriasis, autoimmune hepatitis, myasthenia gravis, and 
IBD.2,27 Of note, type II autoimmune polyglandular syndrome, 
which resembles the systemic disease induced in nude mice 
reconstituted with splenocytes devoid of CD4+CD25+ T cells, 
is also characterized by Treg functional  deficiency. However, 
studies of MS and type 1 diabetes did not detect any differences 
between patients and controls, and conflicting data have been 
reported in RA with regard to both function and numbers of 
CD25high Treg.27 The accuracy of the identification of Treg must 
be taken into account in these  human studies, since CD25 and 
Foxp3 are also expressed to some extent by activated non-Treg 
T cells in humans.6

A general observation is that FOXP3+ Treg increase in num-
ber at the site of inflammation. In the case of RA,  synovial fluid 
from patients with ongoing RA was found to contain increased 
numbers of Foxp3+CD25+ Tregs compared with the levels 
in  peripheral blood. CD25+ Tregs from the synovial fluid of 
patients with RA are largely functional, although their num-
bers or suppressive function is apparently not enough to halt 
the  inflammatory process. In contrast, CD25+ Tregs obtained 
from the blood of patients with MS reportedly have decreased 
abilities to suppress proliferation of effector T cells. In summa-
ry, reduced levels of FOXP3+CD25+ Tregs in peripheral blood 
are not a general finding in autoimmune diseases and may not 
necessarily reflect the actual conditions at the site of inflamma-
tion. However, if Treg subsets defined by expression levels of 
CD45RA and Foxp3 are assessed, cytokine-secreting Foxp3low

non-Treg cells increase in active SLE.2 Dynamic changes of 
Treg subsets in various autoimmune states is an area that still 
requires further investigation.6

Allergic Disease
While Th2 cells play an important role in allergic responses, it is 
also now clear the IL-4–producing Tfh cells are responsible for 
the majority of immunoglobulin E (IgE) production. FOXP3+

Treg play an important role in suppressing the development of 
allergic reactions to innocuous environmental substances. This 
is best illustrated by IPEX syndrome, which is accompanied not 
only by organ-specific autoimmune diseases but also by severe 
eczematous dermatitis, high levels of serum IgE and sometimes 
eosinophilia.2 Indeed, FOXP3+ Treg from the blood of healthy 
donors without allergies suppress both proliferation and pro-
duction of Th2 cytokines when challenged with specific aller-
gens in vitro. If the same experiment is performed with Treg or 
Tfr from individuals with allergies, a marked difference is seen, 
as these Treg fail to downregulate Th2 and Tfh-related respons-
es to allergens. IL-10 production by the FOXP3+ Treg, Tr1 and 
Breg, has been implicated in the control of allergic  responses.28

Since the suppressive ability for polyclonal stimuli is retained 
in patients with allergies, this deficiency is directly related to the 
allergen the individual is sensitized to, and thus probably does 

not reflect a general Treg deficiency. The inability to suppress Th2 
and Tfh responses induced by birch or grass pollen is  aggravated 
when the allergic reaction is ongoing and effector cells are fully 
activated, as during spring and summer compared with winter-
time. Addition of IL-4 can attenuate the FOXP3+ Treg-mediat-
ed suppression of Th2 clones in vitro in the same way as IL-2, 
which may provide an explanation for the insufficient control 
of ongoing allergic responses by Treg. Individuals with or with-
out allergies harbor allergen-specific, IL-4– producing effector   
T cells, IL-10–producing Tr1 cells, and CD25+ Treg, but in dif-
ferent proportions. The balance between Th2, Tfh, and  certain 
Treg populations such as Tfr may, therefore, dictate whether 
clinical allergy will develop. Indeed, in the setting of curative 
specific allergy immunotherapy (SIT), allergen-specific IL-10–
producing T cells can be induced. Furthermore, children who 
“grow out” of their allergy to cow's milk have higher numbers 
of CD4+CD25+ T cells specific for β-lactoglobulin compared 
with children with clinically active allergies. This suggests that 
certain allergies can be cured by the induction or expansion of 
antigen-specific Treg and that the balance between Treg and 
effector T cells, and Tfr and Tfh in particular, is of importance 
to prevent allergies.29

Transplantation
The ultimate goal of organ transplantation is to establish 
tolerance of allogeneic organ grafts as effectively and  stably 
as self-tissues, but without the need for continuous general 
immunosuppression (Chapter 89).30 Needless to say, Treg 
have sparked a lot of attention in this area of research. CD25+

Treg were first shown to suppress GvHD in murine models of 
allogeneic bone marrow transplantation. Similarly, nude mice 
transplanted with allogeneic skin rejected the graft when recon-
stituted with CD4+CD25− T cells alone but retained the graft 
when large enough numbers of CD25+ Treg were cotransferred. 
In humans, attempts have been made to prevent GvHD in bone 
marrow transplantation and induce graft tolerance in organ 
transplantation with the use of purified FOXP3+ Treg.30 Another 
potential way to promote the induction of Treg in organ trans-
plantation is to evaluate the effects of various immunosuppres-
sants in terms of altering the balance between Treg and effector   
T cells.  Different immunosuppressants target different pathways 
in cell metabolism and can therefore have different effects on 
cell populations that behave in dissimilar ways, such as effec-
tor T cells and Treg cells. Dosage and timing of administration, 
as well as specific drug combinations, seem to be a promising 
angle of transplantation immunotherapy with the purpose of 
inducing graft tolerance and preventing graft rejection. Treg 
have been shown to home to, and reside within, the graft, 
which is stably accepted once a dominance of Treg has become 
established. Treg-mediated transplantation tolerance is not a 
systemic phenomenon but rather is localized to the graft, and 
as such, it would not incur the dangers that accompany general 
immunosuppression.30

Tumor Immunity
It is now well known that many of the tumor-associated 
antigens recognized by a patient's T cells are normal self-
constituents, indicating that antitumor immune responses 
are within the range of FOXP3+ Treg control. Therefore the 
presence of Treg in the normal immune system may not only 
prevent autoimmunity but also hamper immune surveil-
lance of cancer.31 In fact, FOXP3+ Treg, in particular highly   
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suppressive FOXP3high effector Treg, are abundant in the tumor 
mass where they likely block any immune response targeting 
malignant cells. Studies on human malignancies have shown 
that the frequency of FOXP3+ Treg is increased in tumors of, 
for example, metastatic melanoma or pancreatic and lung can-
cers. Moreover, high levels of FOXP3+ Treg cells in the tumor 
are correlated with a poor prognosis and survival. Treg cells 
are not only involved in solid tumors but also in hematological 
malignancies.31 For example, the architectural pattern of Treg 
cells in follicular lymphomas is associated with the prognosis of 
the disease. Whether the elevated levels result from migration 
of Treg cells into the tumor or from an expansion on the site 
is not clear, but evidence exists in support of both events. For   
example, ovarian tumor cells and infiltrating macrophages   
secrete the Treg-recruiting chemokine CCL22, which binds 
to CCR4 expressed by Treg cells, and, in addition, many tu-
mors produce TGF-β, which contributes to the maintenance of 
FOXP3+ Treg cells and may also induce FOXP3 expression in 
non-Treg cells within the tumor microenvironment. It is now 
evident that both effector T cells and Treg cells must be assessed 
in monitoring the efficacy of anticancer immunotherapy.31

The involvement of Treg in tumor immunity indicates that 
antitumor immune responses can be provoked or enhanced by 
depleting Treg in a host that is otherwise responding poorly. 
Experimental mouse models have demonstrated that simple 
depletion of CD25+ Treg cells with anti-CD25 antibody results 
in tumor eradication, and similar effects can be achieved with 
in vivo administration of agonistic anti-GITR, anti-CTLA-4–
blocking antibodies, or anti-CCR4 cell–depleting antibodies.31

Depletion of CD25+ T cells also enhances the effect of vaccina-
tion with tumor antigens.

Pharmacological agents are another possible way of alter-
ing the effector T cell / Treg ratio. For example, fludarabine was 
shown to selectively decrease the frequency of CD25+ Treg cells 
in patients receiving chemotherapy. Conversely, previously used 
regimens, such as administration of exogenous IL-2, are now be-
ing reevaluated, since IL-2 may expand Treg cells. As  expected 
from the role of Treg cells in self-tolerance, a caveat of Treg-based 
therapies of cancer is the possible development of autoimmunity, 
which may depend on the degree and period of in vivo systemic 
Treg depletion, as well as the genetic makeup of the host.31

In addition to Foxp3-expressing Treg cells, MDSC are 
believed to have an important role in the establishment and 
maintenance of the tumor immunosuppressive environ-
ment, largely through their production of immunosuppressive 
cytokines, such as IL-10 and TGF-β, and reactive nitrogen and 
oxygen species.32

Infectious Disease
Immune responses to infectious agents, such as bacteria and 
viruses, often result in tissue damage, which might be more se-
vere if it were not for the involvement of Treg cells. On the down-
side, in many cases, Treg cells can contribute to the  development 
of chronic infections. As previously discussed, Treg have the po-
tential to directly respond to microbial products and are believed 
to be engaged in suppressing responses to infectious agents. A 
number of studies have shown that the outcome of an infection 
partly hinges on the proper balance between effector T cells and 
Treg cells.33 Adoptive transfer of Treg cells prevents lethal pneu-
monia in T cell–deficient mice infected with  Pneumocystis jir-
oveci, but at the expense of a  deficient protective response and 
microbial clearance. Similarly, Treg suppress Th1 responses in 

mice infected with Helicobacter pylori, thereby limiting the 
mucosal inflammation but resulting in a higher bacterial load. 
Human studies have shown that Treg from carriers of H. pylori 
suppress responses to H. pylori  antigens in vitro and have   
increased frequencies of CD25high T cells in both the stomach 
and the duodenal mucosa compared with Treg cells from healthy 
controls. Taken together,  modulation of the infectious response 
by Tregs can limit tissue damage but may enhance pathogen 
survival. This sort of compromise may not always be disadvan-
tageous to the host. For example, in  murine Leishmania major
infection, Tregs prevent complete eradication of the parasites, 
which results in the persistence of low numbers of microbes 
that have been proven to be essential for the development of 
T-cell memory and prevention of reinfection. However, this 
delicate balance can be tipped in favor of the pathogen, which 
can be seen in the case of malaria and various viral infections 
such as human immunodeficiency virus (HIV). For example, 
HIV-specific CD4 and CD8 T-cell responses are substantially 
suppressed by Tregs in vitro in most individuals with HIV 
infection. Taken together, future treatments, as well as vaccine 
design, will need to take Tregs into account, and depending on 
the pathogen in question, it might be necessary to reduce or 
enhance the activity of Tregs to achieve a favorable outcome 
(see Table 13.3).33

TRANSLATIONAL RESEARCH
Manipulations of Foxp3+ Treg cells in animal models of, for exam-
ple, autoimmune disease, cancer, transplantation, and  infection, 
have shown a great potential for modulation of  immunological 
diseases by this subset. The findings in animals have already 
started to make their way into clinical practice and more is 
likely to come within the next 5 to 10 years.2 In cases when im-
munity needs to be boosted, such as in cancer and during infec-
tion, the approach is to identify molecules that inhibit function 
and  differentiation of Treg cells as well as molecules that locally 
deplete them. Particularly, cancer immunotherapy has proven to 
be successful (Chapter 80 and 81).34 Such examples in current 
therapy are CTLA-4–specific blocking antibody (ipilimumab; 
MDX-010/Yervoy; Bristol-Myers Squibb, N.Y.); although CTLA-4   
expression is not exclusive to Treg cells, it is much more highly 
expressed and critical to their suppressive function. Furthermore, 
recent studies have suggested that in addition to blocking the 
function of CTLA-4, anti-CTLA-4 antibodies may also deplete 
Treg cells in the tumor environment, but not in the periphery, 
because of antibody-dependent, cell-mediated cytotoxicity. This 
depletion specificity to the tumor environment may be attrib-
uted to a combination of high levels of CTLA-4 expression and 
the presence of large numbers of phagocytic cells on the local 
area.31 Furthermore, other checkpoint blockade strategies, such 
as those targeting the cell intrinsic immunosuppressive molecule 
PD-1 or its ligand PD-L1, have also proven to be effective. Com-
bination therapies are also of great interest. It has been found that 
anti-CTLA-4 treatment can lead to increased expression of PD-
L1 by the tumor itself, which may dampen the effect. Addition-
ally, PD-1 therapy can expand Tregs, enhancing their function 
and reversing any benefits of PD-1 blocking of effector T-cells.2
Thus adding both anti-CTLA-4 and anti-PD1 or PD-L1 may have 
greater benefits, as demonstrated by a recent phase I trial of anti-
CTLA-4 (ipilimumab) plus anti-PD-1 (nivolumab) in patients 
with melanoma.35 Certain combinations may prove particularly 
effective, since they target different pathways. Again, in this case, 
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CTLA-4 may be acting primarily as a cell-extrinsic suppressive 
molecule on Treg cells, and PD-1 may be acting in cis to sup-
press PD-1–expressing CD4 or CD8 effector cells, and as a result, 
the combination of the two may provide synergistic effects.   
As might be predicted, these types of immunomodulatory 
treatments can lead to severe autoimmune adverse events; 
however, further studies on both CTLA-4 and PD-1 and other 
potential checkpoints, such as B- and T-lymphocyte attenuator 
(BTLA), inducible T-cell costimulator (ICOS), and a range of 
other inhibitor or stimulatory molecules,34 either as monothera-
pies or in combination, may help boost efficacy while reducing 
adverse events.34

Conversely, in cases when tolerance should be reinforced 
(autoimmunity, transplantation, allergy, fetomaternal toler-
ance), molecules that either mimic or enhance Treg function 
and survival are under investigation. In the former case, CTLA-
4-Ig (abatacept; Orencia, Bristol-Myers Squibb, N.Y.), a solubi-
lized version of CTLA-4 that, in part, mimics the effect of Treg 
cells on APC by blocking their expression of B7.1 and B7.2, is 
currently being used for the treatment of, for example, RA. In 
addition, cellular therapy, by infusion of ex vivo or manipulated 
expanded Treg cells, is in small-scale use in patients with GvHD 
after hematopoietic stem cell transplantation,2 and early trials of 
Treg transfer in recent-onset type 1 diabetes are underway. Fur-
ther to this, transfer of Tr1 cells in patients with Crohn disease 
is also under investigation.14 Cell-based therapies are, indeed, 
a promising strategy for managing various immunological dis-
eases and immune responses; however, several challenges still 
remain, particularly those relating to the functional stability of 
ex vivo–expanded or –induced Treg cells.2
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ON THE HORIZON
• It is clear that regulatory T cells (Treg) in different sites have  phenotypic 

differences, and that a greater understanding of Treg  heterogeneity 
is critical to clarification of their role in human  autoimmunity. 
New  approaches such as single-cell RNA sequencing, single-cell 
epigenomic analysis, and mass cytometry may prove critical to this.

• Specific targeting of tumor-resident Treg without depletion of 
peripheral Treg is critical to enhancing antitumor therapy while  avoiding 
adverse events.

• Expansion and control of Treg subsets, such as T-follicular regulatory 
(Tfr) or muscle-resident Treg cells, may be critical to fine control of 
specific immunological disorders. 
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Cytokines play pivotal roles in controlling the development 
and functions of a variety of immune and non-immune cells. 
These include immune regulation, disease pathogenesis, and—
increasingly—modulation and treatment of immune-mediated 
diseases.

The term “cytokine” encompasses factors that are structur-
ally or functionally unrelated. Included among cytokines are 
a number of different factors produced by lymphoid and non- 
lymphoid cells that mediate intercellular communication. The 
term “lymphokine” was originally used to denote products of 
lymphocytes,1 whereas “interleukin” was introduced to em-
phasize the importance of these factors in communication be-
tween leukocytes.2 Although the designation interleukin has 
remained in use, the term does not accurately convey that many 
 interleukins are made by cells other than leukocytes.

signaling. Perhaps it is just simplest to accept that cell-cell com-
munication and host defense went hand-in-hand during evolu-
tion, and so functional and structural similarities exist among 
families of molecules that act on the immune, hematopoietic, 
endocrine, and nervous systems.

CYTOKINE CLASSIFICATION
A major challenge in discussing cytokines is how best to classify 
them. Due to how they were discovered, complicated nomen-
clatures and classifications have arisen that can be a barrier to 
understanding cytokines. Indeed, many were first identified by 
researchers in different disciplines who derived names based on 
their original observed functions that may not reflect the full 
spectrum of a given cytokine’s actual biological functions.

One can legitimately group cytokines in different ways, but 
we have chosen to classify cytokines based on the type of re-
ceptor that they bind. Our scheme emphasizes the evolutionary 
 relatedness of cytokines, growth factors, and hormones and high-
lights similarities in signal transduction. The classification used 
is adapted from Vilcek4 and includes the following receptors: the 
so-called type I (hematopoietin family) and type II (interferon 
family) cytokine receptors, tumor necrosis factor (TNF) family 
receptors, interleukin (IL)-1 receptor and the related Toll-like 
receptors (TLRs), IL-17 receptors, receptor tyrosine kinases, and 
the transforming growth factor-β (TGF-β) family receptor ser-
ine kinases (Fig. 14.1). A seventh group, known as chemokines, 
forms a separate family and bind seven  transmembrane domain 
receptors (see Chapter 15). This  chapter addresses only a selected 
set of cytokines with important immunological  functions.

TYPE I AND II CYTOKINE RECEPTORS 
(HEMATOPOIETIN FAMILY AND INTERFERON 
RECEPTORS)

Ligand and Receptor Structure
Cytokines (Table 14.1) that bind the class of receptors termed the 
type I or hematopoietic cytokine receptor superfamily include 
hormone-like factors and colony-stimulating factors (CSF) such 
as GH, PRL, leptin, EPO, thrombopoietin (TPO), granulocyte 
(G)-CSF, and granulocyte–macrophage (GM)-CSF; and interleu-
kins (IL)-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-9, IL-11, IL-12, IL-13, 
IL-15, IL-21, IL-23, IL-27, IL-31, IL-35, and IL-39. Also included 
in this family are ciliary neurotrophic factor (CNTF), leukemia 
inhibitory factor (LIF), oncostatin M (OSM), and cardiotropin 1 
(CT-1). Closely related are the interferons (IFNs): IFN-αs (13 in  
humans and 14 in mice), -β, -ε, -κ, -ω (humans), and -ζ (mice) 
and  IL-10-related cytokines: IL-10, IL-19, IL-20, IL-22, IL-24, 

• Cytokines have pleotropic effects—they bind more than one  receptor.
• Cytokines can be redundant—their receptors often share subunits.
• Cytokines can have specific and unique functions—their receptors 

typically have ligand-specific subunits as well. 

KEY CONCEPTS
Cytokine Characteristics

Cohen et al.3 coined the word “cytokine” to emphasize the 
point that these secreted factors need not be made by one spe-
cific cell source. This was an important insight, because many 
immunologically relevant cytokines are made by non-lymphoid 
and even non-immune cells, though the argument is easily 
made that all cells participate in immune responses. Cytokines 
are thus defined operationally as polypeptides secreted by leu-
kocytes and other cells that act principally on hematopoietic 
cells, the effects of which include modulation of immune and 
inflammatory responses. However, there are clear exceptions to 
even this broad definition (discussed below).

Some definitions distinguish cytokines from hormones and 
growth factors, which act on non-hematopoietic cells. Cytokines 
are typically characterized as factors that act locally, whereas 
hormones are secreted by specialized cells and act at a distance 
on a restricted set of target cells. Although many cytokines do 
act locally in an autocrine or paracrine fashion, some enter the 
bloodstream and can act in a typical endocrine fashion. Conse-
quently, the boundary between cytokines and hormones is rath-
er indistinct. In fact, classic hormones such as growth hormone 
(GH), prolactin (PRL), and erythropoietin (EPO), and a more 
recently identified hormone, leptin, are all clearly cytokines, as 
evidenced by the structure of their receptors and their modes of 
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Receptors Type I/II cytokine
receptors

Daclizumab
Tocilizumab

Ustekinumab
Mepolizumab
Lebrikizumab

Dupilumab
Anifrolumab

Infliximab
Adalimumab
Etanercept
Belimumab

Anakinra
Rilonacept

Canakinumab

Secukinumab
Ixekizumab

Bimekizumab

Bevacuzumab
Cetuximab

Panitumumab
Trastuzumab

Fresolimumab

TNF receptors
IL-1

receptors
IL-17

receptors
Receptor

tyrosine kinase
TGF-� receptors

Inhibitors

FIG. 14.1 Schematic Representation of Prototypical Receptors of the Six Major Cytokine Receptor Superfamilies and Biological  
Agents that Block Their Functions.

TABLE 14.1 Selected Cytokines Classified by Receptor Families

Receptor  
Family Cytokine Signaling

Predominant 
Source Major Target Actions

Knockout Phenotype/ 
Human Mutations

Type I  
(hemato-
poietin)

GH JAK2, 
STAT5B

Two GH genes, pi-
tuitary, placental

Diverse tissues Growth, adipocyte differentia-
tion

Dwarfism

Prl JAK2, 
STAT5A

Two Prl genes, 
pituitary, uterus

Mammary  
epithelium

Growth, differentiation Infertility, lactation defects

Epo JAK2, STAT5 Kidney, liver Erythroid precursors Erythroid differentiation Embryonic lethal, severe 
anemia, GOF mutations 
associated with erythro-
cytosis

Tpo JAK2, STAT5 Liver, kidney Committed stem 
cells and mega-
karyocytes

Platelet growth and differen-
tiation

Severe thrombocytopenia

Leptin JAK2, STAT3 Adipocytes Hypothalamus, 
thyroid

Satiety, controls metabolic 
rate

Hyperphagia, obesity

G-CSF JAK2, STAT3 Many tissues, 
macrophages, 
endothelium, 
fibroblasts

Committed  
progenitors

Differentiation, activates 
mature granulocytes

Neutropenia

IL-6 JAK1, JAK2, 
TYK2, 
STAT1, 
STAT3

Macrophages, 
fibroblasts, 
endothelium, 
epithelium, T 
cells, other cells

Liver, B cells, T 
cells, thymocytes 
myeloid cells, 
osteoclasts

Acute-phase reactants 
proliferation, differentiation 
co-stimulation

Reduced lg (esp. IgA), T 
lymphopenia, impaired 
acute-phase response, 
impaired Th17 cell 
development, reduced 
estrogen-dependent 
bone loss IL6RST associ-
ated with hyperimmuno-
globulin E syndrome

IL-11 JAK1, JAK2, 
STAT3

Stromal cells, 
synoviocytes, 
osteoblasts

Hematopoietic stem 
cells, hepatocytes, 
macrophages, 
neurons

Proliferation Female infertility IL11RA 
mutations associated 
with craniosynostosis

IL-27 JAK1, JAK2, 
TYK2, 
STAT1, 
STAT3, 
STAT4. 
STAT5

Activated DCs, 
macrophages, 
epithelial cells

T and NK cells, other 
cells

Enhancement of Th1 re-
sponses and IL-10 produc-
tion; inhibition of Th1, Th2, 
and Th17 responses

Fatal inflammatory disease 
during infection

IL-31 JAK1, 
STAT3, 
STAT5

Th2 cells, CD8 T 
cells

Monocytes, epithe-
lial cells keratino-
cytes, eosinophils 
basophils

Induces chemokines, PMN 
recruitment

CNTFa JAK1, JAK2, 
TYK2, 
STAT3

Schwann cells Neuronal Survival Progressive atrophy and 
loss of motor neurons
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TABLE 14.1 Selected Cytokines Classified by Receptor Families

Receptor  
Family Cytokine Signaling

Predominant 
Source Major Target Actions

Knockout Phenotype/ 
Human Mutations

LIFa JAK1, JAK2, 
TYK2, 
STAT3

Uterus, mac-
rophages, 
fibroblasts, 
endothelium, 
epithelium, T 
cells

Embryonic stem 
cells, neurons, he-
matopoietic cells

Survival Decreased hematopoietic 
progenitors, defective 
blastocyst implantation, 
maintenance of stem 
cell pluripotency, LIFR 
mutations in humans 
associated with Stuve-
Wiedemann syndrome 
and congenital abnor-
malities of kidneys and 
urinary tract

OSM JAK1, JAK2, 
TYK2, 
STAT3

Macrophages, 
fibroblasts, 
endothelium, 
epithelium

T cells, myeloid cells, 
liver, embryonic 
stem cells

Differentiation, acute-phase 
induction

Thymic hypoplasia, OSMR 
mutations underlie 
familial primary localized 
cutaneous amyloidosis

CT-1 JAK1, JAK2, 
TYK2, 
STAT3

T cells, other cells, 
myocardium

Myocardium Growth Motor neuron death

CRLF1/
CLCF1

JAK1, JAK2, 
TYK2, 
STAT3

Lymphocytes, 
myeloid cells

Neurons Promotes neuronal cell sur-
vival, B-cell growth

Mutations associated with 
cold-induced sweating 
syndrome, autonomic 
dysfunction, kyphosco-
liosis, and craniofacial 
abnormalities

GM-CSF JAK1, JAK2, 
STAT3

T cells, mac-
rophages, 
endothelium, 
fibroblasts

Immature and com-
mitted myelomono-
cytic progenitors, 
macrophages, 
granulocytes, and 
DCs

Growth, differentiation, sur-
vival, activation

Pulmonary alveolar pro-
teinosis

IL-3 JAK1, JAK2, 
STAT5

T cells, macro-
phages, mast 
cells, NKT cells, 
eosinophils

Immature hemato-
poietic progenitors 
of multiple lineages

Growth, differentiation, 
survival

No defects in basal hema-
topoiesis

IL-5 JAK1, JAK2, 
STAT5

Th2 T cells, activat-
ed eosinophils, 
ILCs and NKT 
cells

Eosinophils, B cells, 
basophils, mast 
cells

Proliferation, activation Decreased eosinophilia, 
defective CD5, B1-cell 
development

IL-2 JAK1, JAK3, 
STAT5

T cells, NKT cells, 
ILCs, DCs

T, B, and NK cells, 
ILCs, macrophages

Proliferation, cytotoxicity 
IFN-γ secretion, antibody 
production

Lymphoproliferationa

IL-4b JAK1, JAK3, 
STAT6

Th2 cells, baso-
phils, mast cells, 
NKT cells, γ/δ T 
cells

T cells, B cells, mac-
rophages

Proliferation, Th2 differentia-
tion, IgG1 and IgE produc-
tion, inhibition of cell-medi-
ated immunity

Defective Th2 differentia-
tion and IgE production, 
decreased allergic 
responses

IL-7 JAK1, JAK3, 
STAT5

Bone marrow, thy-
mic stromal cells, 
spleen DCs, 
keratinocytes, 
monocytes, 
macrophages

Thymocytes, T cells, 
B cells, ILCs

Growth, differentiation, 
survival

SCIDa

IL-9 JAK1, JAK3, 
STAT5

Th2 and Th9 T 
cells, ILCs, mast 
cells, eosino-
phils

T cells, B cells, mast 
cell precursors, 
goblet cells

Proliferation, Th1 inhibition Impaired goblet cell mucus 
production

IL-15b JAK1, JAK3, 
STAT5

Many cells T cells (especially 
memory T cells), 
NK and NKT cells

Proliferation, survival, activa-
tion

Absence of NK and 
memory cells

IL-21 JAK1, JAK3, 
STAT3

T cells, Th17 cells, 
Tfh cells

T, B, and NK cells, 
DCs, macro-
phages, keratino-
cytes

Isotype switching, plasma cell 
differentiation, enhance-
ment of CD8 and NK cell 
responses, promotes Th17 
cell differentiation

Decreased numbers of 
Th17 cells, LOF muta-
tions associated with pri-
mary immunodeficiency 
in humans

Continued
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TABLE 14.1 Selected Cytokines Classified by Receptor Families

Receptor  
Family Cytokine Signaling

Predominant 
Source Major Target Actions

Knockout Phenotype/ 
Human Mutations

IL-13 JAK1, TYK2, 
STAT6

Activated T cells, 
NKT, ILCs, mast 
cells, basophils

B cells, mast cells, 
macrophages, 
epithelial cells, 
smooth muscle 
cells

Co-stimulator of proliferation, 
Increases IgE, CD23 and 
MHC Class II expression,  
inhibits cytokine secretion 
and cell-mediated immunity

Defective Th2 responses 
and IgE production, 
decreased allergic 
responses

IL-12 JAK2, TYK2, 
STAT1, 
STAT3, 
STAT4, 
STAT5

Macrophages, 
DCs, B cells

T cells, NK cells Th1 differentiation,  
proliferation, cytotoxicity

Defective Th1 differen-
tiation, susceptibility 
to  bacterial infections* 
IL12R mutations as-
sociated with primary 
immunodeficiency

IL-23 JAK2, TYK2, 
STAT1, 
STAT3, 
STAT4, 
STAT5

Macrophages, 
DCs

T cells, ILCs, macro-
phages

IL-17 production Reduced arthritis, 
 inflammation

IL-35 STAT1
STAT2

Treg cells T cells Treg proliferation, suppresses 
proliferation and function 
of Th17

Reduced Treg activity

TSLP JAK1, JAK2, 
STAT1 
STAT3, 
STAT5

Epithelial cells, 
keratinocytes

DCs (human), B cells 
(mouse)

Th2 differentiation (human)

Type II Type I 
IFNs 
(IFN-α/β)

JAK1, TYK2, 
STAT1, 
STAT2, 
IRF9

Ubiquitous, but 
especially plas-
macytoid DCs

All cells, immuno-
regulatory effects 
on immune cells

Antiviral, anti-proliferative, 
increases MHC class I 
activation

Susceptibility to viral 
infectionsa

IFN-γ JAK1, JAK2, 
STAT1

Th1 T cells, NK 
cells

Macrophages, en-
dothelium, T cells, 
NK cells

Activation, increases MHC 
class II expression, increas-
es antigen presentation

Susceptibility to bacterial 
infectionsa

IL-10 JAK1, TYK2, 
STAT3

Most leukocytes, 
including mac-
rophages, DCs, 
T cells, NK cells, 
and B cells

Myeloid cells, DCs, 
T cells

Represses immune respons-
es, decreases MHC class II 
expression, decreases anti-
gen presentation, stimulates 
mast cells and eosinophils

Exaggerated inflammatory 
response and autoim-
mune disease IL10 and 
IL10R mutations associ-
ated with IBD

IL-19, -20, 
-24, -26

JAK1, TYK2, 
STAT1, 
STAT3

T cells, myeloid 
cells, NKT cells 
upregulated in 
psoriasis and RA

T cells, keratino-
cytes, epithelial 
cells

Induces production of inflam-
matory cytokines, Th2 
responses, activation of 
epithelial cells

IL-22 JAK1, TYK2, 
STAT3

T cells, ILC3 Barrier epithelial cells Induces anti-bacterial pep-
tides, promotes wound 
repair, tissue regeneration

Increased gut inflammation

IL-1/TLR IL-1α/β IRAK, 
MyD88, 
TRAF6, 
NF-κB

Many cells, esp. 
macrophages

CNS, endothelial 
cells, liver, thymo-
cytes, macro-
phages, T cells

Fever, anorexia, activation 
of acute-phase reactants 
co-stimulation, activation, 
cytokine secretion, differen-
tiation of Th17 cells

Reduced inflammation, 
cooperates with TNF in 
host defense

IL-18 IRAK, 
MyD88, 
TRAF6, 
NF-κB

Many cells, esp. 
macrophages, 
keratinocytes, 
DCs, osteoblasts

T cells, NK cells, 
macrophages, 
epithelial cells

Induction of IFN-γ, activation 
of NK cells, angiogenesis, 
tumor progression

Increased susceptibil-
ity to infection, reduced 
arthritis

IL-33 IRAK, 
MyD88, 
p38

macrophages, 
DCs, fibroblasts, 
adipocytes, 
smooth muscle 
cells, endothelial 
cells, osteoblasts, 
epithelial cells

T cells, nuocytes, 
mast cells, baso-
phils, granulocytes, 
ILC2

Enhances Th2 responses, 
angiogenesis

IL-36 IRAK, 
MyD88, 
MAPK

Skin DCs, T cells Induce secretion of pro-
inflammatory cytokines,

Pustular psoriasis, elevated 
levels of pro-inflammato-
ry cytokines in skin

IL-37 IRAK, 
MyD88, 
AKT, 
STAT3

Many cell types 
and tissues

DCs, macrophages Suppression of inflammation

—Cont’d
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IL-26, and the IFN-related cytokines IL-28A (IFN-λ2), IL-28B 
(IFN-λ3), IL-29 (IFN-λ1), and IFN-λ4, all of which bind type II 
receptors. The ligands and receptors in this superfamily are struc-
turally similar and utilize related molecules for signal transduc-
tion.5 A central feature of type I cytokines is the presence of four 
anti-parallel α helices with two long and one short loop connec-
tions arranged in an up–up–down–down configuration, and thus 
their designation as the α-helical bundle cytokine family.

Structurally, the receptors in the type I family have conserved 
cysteine residues, a conserved Trp–Ser–X–Trp–Ser motif (where X 
indicates any amino acid), and fibronectin-like repeats in their ex-
tracellular domains. These receptors have a single transmembrane 
domain and divergent cytoplasmic domains. Within the cytoplas-
mic portion of these receptors, two segments of homology can be 
discerned—termed the Box 1 and Box 2 motifs. The membrane 

proximal domain binds Janus kinases (JAKs; see below). Some of 
the cytokine receptors are homodimers, such as the receptors for 
EPO, TPO, PRL, and possibly leptin; whereas other receptors for 
type I cytokines are heterodimers, containing two distinct receptor 
subunits. Based on this characteristic, the type I family of recep-
tors can be divided into subfamilies. Each member of the subfamily 
uses a shared receptor subunit in conjunction with a ligand-specific 
subunit. For example, the receptors for IL-2, IL-4, IL-7, IL-9, IL-
15, and IL-21 all use a common cytokine γ chain—γc (see Table 
14.1)—whereas a common β chain—βc—is shared by IL-3, IL-5, 
and GM-CSF. Similarly, gp130 is a shared receptor subunit for 
IL-6 family cytokines: IL-6, IL-11, IL-27, IL-35, IL-39, ciliary neu-
rotrophic factor (CNTF), LIF, OSM, cardiotrophin-1 (CT-1), and 
cardiotrophin-like cytokine factor 1 (CLCF1). IL-12 and IL-23 also 
share a receptor subunit, as do members of the IL-10 family.

TABLE 14.1 Selected Cytokines Classified by Receptor Families

Receptor  
Family Cytokine Signaling

Predominant 
Source Major Target Actions

Knockout Phenotype/ 
Human Mutations

IL-38 IRAK, 
MyD88, 
MAPK

B cells Macrophages Suppression of inflammation

IL-17 IL-17A ACT1, 
TRAF6, 
NF-κB, 
MAPK, C/
EBP

Th17 cells, CD8 T 
cells, γ/δ T cells

Endothelium, many 
cell types and 
tissues

Inflammation Susceptibility to  
extracellular bacteria

IL-17B, 
C, D

Many cell types 
and tissues

Monocytes,  
epithelial cells

Inflammation, chondrogenesis

IL-17E (IL-
25)

ACT1, 
TRAF6, 
TRAF2

Mast cells, Th2 
cells

Th2 cells Enhances Th2 responses Increased susceptibility to 
helminths

IL-17 F ACT1, 
TRAF6, 
NFkB, 
MAPK, C/
EBP

Th17 cells, CD8 T 
cells, γ/δ T cells

Endothelium, many 
cell types and 
tissues

Inflammation

TGF-β 
receptor 
serine 
kinase 
family

TGF-β 
1,2, 3

SMADs T cells, macro-
phages, other 
cell types

T cells, macro-
phages, other cell 
types

Inhibits growth and activation, 
promotes Th17 development

Receptor 
tyrosine 
kinases

Stem cell 
factor

Ras/Raf/
MAPK, 
stromal 
cells

Bone marrow Pluripotent stem 
cells

Activation, growth Defective hematopoietic 
stem cell proliferation, 
melanocyte production 
and development

CSF-1 (M-
CSF)

Ras/Raf/
MAPK

Macrophages, 
endothelium, 
fibroblasts, other 
cell types

Committed 
 myelomonocytic 
progenitors

Differentiation, proliferation, 
survival

Monocytopenia, osteope-
trosis, female infertility

Flt-3 
ligand

Ras/Raf/
MAPK

Many cell types 
and tissues

Myeloid cells, 
 especially DCs

Proliferation, differentiation Reduced repopulating he-
matopoietic stem cells; 
reduced B-cell precursors

IL-32 NF-κB, p38 
MAPK

T cells, NK cells, 
monocytes, 
epithelia

Monocytes Induces TNF, IL-1, IL-6, IL-8

IL-16 T and B cells, 
mast cells, 
eosinophils

CD4 T cells

IL-34 ERK, PI3K Many cell types 
and tissues

Monocytes Monocytes, macrophages and 
osteoclasts differentiation, 
and proliferation via CSF-1 
receptor.

In cases where STAT5a or STAT5b are designated, the cytokines appear to use both interchangeably.
aLIFR is shared by these cytokines.
bNote that two forms of the IL-4 and, perhaps, IL-15 receptors exist.
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Other levels of shared receptor usage also exist. For example, 
the receptors for LIF, CNTF, OSM, and CT-1 all share the LIF 
receptor subunit. IL-31 and OSM share one receptor chain. IL-2 
and IL-15 utilize the same β and γc chains. Conversely, IL-4 can 
bind two different receptor complexes: one composed of IL-4Rα 
and γc and a second composed of IL-4Rα and IL-13Rα. IL-13 
only utilizes the IL-13 receptor complex for signaling.

The utilization of common receptor subunits explains the 
phenomenon of shared biological activities (cytokine redun-
dancy) between cytokines that belong to the same subfamily. 
Within a subfamily, actions distinct for each cytokine can be 
attributed, at least in part, to the ligand-specific subunits. The 
pleiotropic effects of a single cytokine can be accounted for 
by the existence of more than one receptor for a cytokine and 
 expression of receptors on a wide range of cells.

• Mutations of genes encoding IL-7R, γc, and JAK3 cause SCID.
• TYK2 and STAT3 mutations cause hyper-IgE syndrome.
• STAT1 mutations cause autosomal dominant chronic mucocutaneous 

candidiasis with increased susceptibility to mycobacterial and viral 
 infections.

• Mutations of genes encoding IL-12, IL-12R, and IFNγR are associated 
with susceptibility to intracellular infections.

• Polymorphisms of IL-2R and IL-7R are associated with multiple 
 sclerosis.

• Polymorphisms of IL-23R are associated with IBD.
• Polymorphisms of STAT4 are associated with RA and SLE.
• EPO, G-CSF, and TPO are used to treat cytopenias.
• Anti-cytokine and/or cytokine receptor mAbs are used to prevent 

transplant rejection and treat several autoimmune and inflammatory 
diseases. 

CLINICAL RELEVANCE

Family Members and Their Actions
Homodimeric Receptors
Cytokines that use homodimeric receptors include GH, PRL, 
leptin, EPO, and TPO. EPO is required for erythrocyte growth 
and development and is widely used to treat anemia. TPO is 
required for megakaryocyte development and may have a use in 
the treatment of thrombocytopenia. G-CSF regulates the pro-
duction of neutrophils (Chapter 39) by acting on committed 
progenitor cells, supporting the survival of mature neutrophils, 
and enhancing functional capacity. G-CSF is used clinically 
to treat patients with granulocytopenia. G-CSF-deficient mice 
have marked neutropenia, and mutations of the G-CSFR result 
in severe congenital neutropenia in humans.

Cytokine Receptors Utilizing gp130
Gp130 is ubiquitously expressed and is the shared receptor com-
ponent for IL-6, IL-11, IL-27, IL-35 IL-39, LIF, OSM, CNTF, 
CT-1, and the compound cytokine, CRLF1/CLCF1. Targeted 
disruption of the gene encoding gp130, Interleukin 6rst (Il6rst),6 
is lethal in early embryogenesis, causing defects in myocardial, 
hematological, and placental development.

Interleukin-6. The IL-6 receptor (IL-6R) consists of an IL-6 
binding protein (α chain) (CD126) and membrane-bound 
gp130. IL-6 associates with IL-6Rα and gp130 to form a  hexamer 
with 2:2:2 stoichiometry. While gp130 is ubiquitously expressed,  

IL-6Rα is expressed by hepatocytes and immune cells. However, 
signaling can occur in cells that express IL-6Rα and gp130 as 
well as cells that express only gp130. In the latter circumstance, 
IL-6 and the soluble form IL-6Rα can bind gp130, a mechanism 
termed trans-signaling.7

Originally identified as a B cell (Chapter 7) growth factor, 
IL-6 has a wide array of biological actions on both lymphoid 
and non-lymphoid cells with the consequences of signaling 
by the membrane-bound and soluble receptors being dis-
tinct. IL-6-deficient mice are susceptible to Candida (Chap-
ter 28) and Listeria (Chapter 26) infections. IL-6 induces 
production of immunoglobulins (Chapter 8), including IgE; 
and Il6−/− mice have normal numbers of B cells with reduced 
immunoglobulin response to immunization and reduced IgA 
production (Chapter 33). IL-6 also promotes T-cell growth 
and differentiation (Chapter 9) and interleukin-6-deficient 
(Il6−/−) mice have reduced numbers of thymocytes and pe-
ripheral T cells. IL-6 is important for Th17 differentiation 
(Chapter 11) and the cytotoxic T-cell response (Chapter 12) 
to viruses (Chapter 25). IL-6 functions synergistically with 
IL-3 in hematopoiesis, and Il6−/− mice have reduced numbers 
of progenitor cells.

IL-6 is a major inducer of fever, inflammation (Chapter 37), 
and the synthesis of acute-phase proteins (e.g., fibrinogen, se-
rum amyloid A, haptoglobin, C-reactive protein) in the liver. 
The elevation of the erythrocyte sedimentation rate (ESR) in 
inflammatory disease largely reflects the accelerated synthesis 
of these proteins, and IL-6-deficient mice are defective in this 
response. IL-6 reduces synthesis of albumin and transferrin in 
the liver and initiates hepatocyte regeneration. IL-6 induces ad-
renocorticotrophic hormone and anterior pituitary hormones, 
such as PRL, GH, and luteinizing hormone. IL-6 also plays a 
role in osteoporosis by affecting osteoclast function. Il6−/− mice 
are protected from bone loss following estrogen depletion.

Levels of IL-6 in serum are low in the absence of inflam-
mation, but are rapidly increased in response to infection or 
trauma. Patients with rheumatoid arthritis (RA) (Chapter 53), 
cardiac myxoma, Castleman disease, and other autoimmune or 
inflammatory diseases (Chapter 51) have high serum levels of 
IL-6. This cytokine may also contribute to malignancies such as 
multiple myeloma (Chapter 79).

IL-6 is produced by many immune and non-immune cells, 
including fibroblasts, keratinocytes, astrocytes, and endothelial 
cells. Stimulation of monocytes with IL-1, TNF, or lipopolysac-
charide (LPS), in turn, stimulates the expression of IL-6, where-
as IL-4 and IL-13 inhibit its production. The IL6 gene contains 
binding sites for nuclear factor-κB (NF-κB), nuclear factor for 
IL-6 (NF-IL-6, or CCAAT element-binding protein), activa-
tor protein-1 (AP-1), cAMP response element-binding protein 
(CREB), and the glucocorticoid receptor.

Monoclonal antibodies (mAbs) targeting IL-6 receptor (to-
cilizumab, sarilumab) are approved for treatment of RA (Chap-
ter 53), systemic juvenile idiopathic arthritis (Chapter 54), and 
Takayasu arteritis (Chapter 60). Tocilizumab is also approved 
for cytokine release syndrome associated with chimeric antigen 
receptor T-cell therapy (Chapter 81) and is being tested in the 
treatment of Covid-19-associated cytokine storm (Chapter 31). 
Satrilizumab is an IL-6R mAb approved neuromyelitis optica. 
Olamkicept is a soluble gp130 Fc fusion protein being tested 
presently.

IL6RST mutations are associated with hyper-IgE syndrome 
(HIES) (Chapter 33).

Types I and II Cytokine Receptors
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Interleukin-11. IL-11 and its receptor are widely expressed. 
IL-11 stimulates stem cells, megakaryocytes, myeloid precur-
sors, and erythroid precursors and promotes B-cell differen-
tiation. It also acts on non-hematopoietic cells, including bone 
and liver. IL-11 is induced by pro-inflammatory cytokines  
(IL-1, TNF) and by TGF-β. Oprelvekin is a recombinant IL-11 
approved for the treatment of severe thrombocytopenia. IL11RA 
mutations are associated with craniosynostosis.

Interleukin-27. IL-27 is composed of two subunits, desig-
nated EBI3 and p28 (also termed IL-30), and signals through 
gp130 and IL-27Rα (also known as WSX-1/T-cell cytokine 
receptor). The receptor is expressed on naïve CD4 T cells. IL-
27 promotes Th1 differentiation, but also has essential anti-
inflammatory properties, inhibiting Th17 differentiation and 
enhancing IL-10  production.8

LIF binds to gp130 in association with the LIF receptor 
(LIFR), as do OSM, CNTF, and CT-1. Deletion of the Lifr gene 
is embryonically lethal, creating defects in placental architec-
ture and developmental abnormalities in neural tissue and 
bone. Targeted disruptions of LIF lead to failure of blastocyst 
implantation. LIF is also critical for the maintenance of stem 
cell pluripotency in culture. LIFR mutations in humans are as-
sociated with Stuve-Wiedemann syndrome and congenital ab-
normalities of kidneys and urinary tract. Deletion of Osm in 
mice results in thymic hypoplasia and decreased bone marrow 
progenitor activity associated with autoimmunity. OSMR muta-
tions underlie familial primary localized cutaneous amyloidosis 
(Chapter 37) and anti-OSM antibody is being tested in systemic 
sclerosis (Chapter 56). Mutations of CRLF1 are associated with 
cold-induced sweating syndrome, autonomic dysfunction,  
kyphoscoliosis, and craniofacial abnormalities.

Cytokine Receptors Utilizing the βc Chain
IL-3, IL-5, and GM-CSF bind to a ligand-specific α subunit as-
sociated with the common βc receptor subunit (common β sub-
unit, CSF2RB, CD131).9 Mice, but not humans, have a second β 
chain—βIL3. This species-specific redundancy may explain why 
gene targeting of βc in the mouse did not result in loss of IL-3 
responses, although βc-null mice did have reduced GM-CSF 
and IL-5 responses. The GM-CSF/IL3/IL5 family is not essential 
for steady-state production of myeloid cells.

Interleukin-3. IL-3 synergizes with other cytokines to stimu-
late the growth of immature progenitor cells of all lineages and 
is termed a multilineage CSF. It promotes survival of macro-
phages (Chapters 3 and 6), mast cells (Chapter 44), and mega-
karyocytes. IL-3 is produced mainly by lymphoid cells, mast 
cells, and eosinophils (Chapter 45). IL-3-deficient mice have no 
obvious defect in hematopoiesis, suggesting that the major role 
of IL-3 in vivo may be in the response to stress.

Interleukin-5. IL-5 is unusual in that it is a disulfide-linked ho-
modimer, with each component containing three α-helical bun-
dles. Originally identified as a growth factor for B cells and eosin-
ophils, it is important in allergic disease. Il5−/− mice fail to develop 
eosinophilia in response to parasitic (Chapter 30) or aeroallergen 
challenge (Chapter 43) and exhibit minimal signs of inflamma-
tion and damage to the lungs. IL-5 deficiency does not affect the 
worm burden of infected mice, indicating that eosinophilia may 
not play an essential role in the host defense against helminths 
per se. Both IL-5 and IL-5R knockout mice have decreased num-
bers of CD5+ B cells (B-1 cells) (Chapter 7) and concomitant low 
serum IgM and IgG3 levels. IL-5 is produced by type 2 innate 

lymphoid cells (ILC2) (Chapter 3), activated helper T cells of the 
Th2 phenotype, mast cells, and eosinophils in an autocrine man-
ner and is regulated by neuropeptides.

Mepolizumab and reslizumab are anti-IL-5 mAbs that have 
been approved for the treatment of severe eosinophilic asthma 
disease and eosinophilic granulomatosis with polyangiitis. Ben-
ralizumab is an anti-IL-5Rα (CD125) antibody approved for 
treatment of eosinophilic asthma and was granted orphan drug 
designation for treatment of eosinophilic esophagitis.

Granulocyte–Macrophage-CSF. GM-CSF (encoded by CSF2) 
acts on hematopoietic precursors to support myelomonocytic 
differentiation and causes rapid expansion of myeloid cells dur-
ing inflammation. It activates mature neutrophils and macro-
phages, increasing their microbicidal activity and inducing the 
production of pro-inflammatory cytokines. Along with IL-4 
and IL-13, GM-CSF is important for the in vitro production 
of dendritic cells (DCs), but also expands immunosuppressive 
myeloid cells. GM-CSF induces proliferation and activation of 
eosinophils and upregulates adhesion molecules on fibroblasts 
and endothelial cells.

Deletion of Csf2 in mice does not affect steady-state hemato-
poiesis. Instead, these mice develop lymphoid hyperplasia and 
alveolar proteinosis due to failure to clear surfactant from the 
lungs. βc(Csf2rb)-deficient mice and humans with CSF2RA and 
CSF2RB mutations also develop alveolar proteinosis, character-
ized by the accumulation of surfactant in the lungs.

GM-CSF is produced by lymphoid cells, including natural 
killer (NK) (Chapter 12), invariant natural killer (iNKT), T 
helper 17 (Th17), and ILC3 cells. GM-CSF can be induced 
by pro-inflammatory cytokines and LPS and is an important 
driver of immune pathology in murine models of autoim-
munity. GM-CSF is not ordinarily detectable in blood except 
under pathological conditions, such as asthma. Sargramostim 
is a recombinant form of GM-CSF approved for the treatment 
of myelosuppression, especially in the context of infection 
(e.g., fungal). Mavrilimumab and gimsilumab are anti-GM-
CSF antibodies being studied in arthritis and Covid-19. Sip-
uleucel-T is a GM-CSF fusion protein approved for use in a 
prostate cancer vaccine. Talimogene laherparepvec is an engi-
neered GM-CSF-expressing virus approved for the treatment 
of melanoma.

Cytokine Receptors Utilizing the γc Chain
IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 all bind to receptors 
that share a common γc receptor subunit.10 The γc subunit and 
the ligand-specific subunits are expressed predominantly on 
lymphocytes, although they can also be found on other hema-
topoietic cells. Mutation of the γc gene (IL2RG) is responsible 
for X-linked severe combined immunodeficiency (SCID), 
characterized by a lack of T cells and NK cells, and poorly 
functioning B cells (T−B+ SCID) (Chapter 34). The lack of γc 
abrogates signaling by all cytokines that utilize this subunit 
(IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21). The lack of IL-7 and 
IL-15 signaling is largely responsible for the lack of T and NK 
cells, respectively.

Interleukin-2. The IL-2 receptor consists of three subunits, 
α, β, and γc. The latter two are members of the type I cytokine  
receptor family. NK cells constitutively express these latter two 
subunits and respond to high doses of IL-2; whereas in T cells, the 
IL-2Rα subunit is induced upon activation, creating a high-affinity 
receptor for IL-2. IL-2Rα is also highly expressed on regulatory 
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T cells (Treg) (Chapter 13), ILC2, and ILC3 cells (Chapter 3) and 
inducible in activated monocytes and B cells. IL-2Rα, however, 
is not a member of the type I cytokine receptor family. Rather, it 
resembles members of the complement family and IL-15R (see 
below).

IL-2—one of the first cytokines to be intensively studied—is 
produced by activated T, ILC2, ILC3, and DC (Chapters 3 and 
6). It was first identified as an autocrine T-cell growth factor, re-
quired for in vitro T-cell proliferation. However, the generation 
of Il2−/− mice and their systemic autoimmune disease unexpect-
edly revealed the essential role of IL-2 in preserving immune 
tolerance. IL-2-deficient mice develop massive enlargement of 
peripheral lymphoid organs, hemolytic anemia, inflammatory 
bowel disease (IBD) (Chapter 75), and infiltrative granulopoi-
esis. In addition, the mice have high levels of IgG1 and IgE. The 
mice succumb to this widespread autoimmune and lympho-
proliferative disease, pointing to the nonredundant roles of IL-2 
in limiting immune responses. A similar phenotype is seen in 
humans with IL-2 and IL-2 receptor mutations. Thus, we now 
appreciate the criticality of IL-2 in promoting the expression 
of Foxp3 and the development of Treg cells in the thymus and 
 periphery.11

Additionally, IL-2 is an important factor in determining the 
magnitude of T-cell and NK-cell responses in vivo, although 
other factors also contribute. IL-2 augments the cytolytic activ-
ity of T and NK cells, enhances IFN-γ secretion, and promotes 
Th2 and Th9 differentiation. IL-2 also influences fate determina-
tion between follicular helper T (Tfh) cells and non-Tfh effector 
T cells and inhibits Th17 differentiation.12 IL-2 is also important 
in programming CD8 memory T cells, which undergo second-
ary expansion in viral infections. IL-2 is a growth factor for B 
cells and induces class switching (Chapter 7) and also activates 
macrophages.

The IL2 gene has been extensively characterized and contains 
binding sites for nuclear factor of activated T cells (NFAT), AP-
1, and NF-κB. IL-2 production is also regulated by stabilization 
of its mRNA.

Recombinant IL-2 (aldesleukin) is approved for the treat-
ment of renal cancer and melanoma; however, its clinical util-
ity is limited by its toxicity, including hepatic dysfunction and 
capillary or vascular leak syndrome. Given its role in promoting 
Treg cell homeostasis and inducing Foxp3, low-dose IL-2 is be-
ing studied for the treatment of autoimmune disease, with some 
success in systemic lupus erythematosus (SLE) (Chapter 52). 
Engineered versions of IL-2 (superkines) and antibodies that 
preferentially expand Treg cells versus effector T cells have been 
generated and have been studied in preclinical models.13 Basil-
iximab and daclizumab—anti-IL-2Rα mAbs—were approved to 
prevent rejection of allotransplants. Polymorphisms of IL2 and 
IL2RA are also associated with autoimmune disease.

Interleukin-4. The two types of IL-4Rs are the type I receptor 
comprising IL-4Rα in conjunction with γc, which is expressed 
on hematopoietic cells, and the type II receptor comprising IL-
4Rα and IL-13Rα, which is broadly expressed. Type I receptors 
bind IL-4, and type II receptors bind both IL-4 and IL-13. The 
loss of IL-4Rα blocks the actions of both IL-4 and IL-13, ex-
plaining why gene targeting of IL-4Rα is more severe than IL-
4-deficiency. The existence of two receptors helps to explain the 
diverse actions of IL-4 on both hematopoietic and non-hema-
topoietic cells. A third receptor subunit, IL13RA2, binds IL-13 
with high affinity but not IL-4; it may act as a negative regulator 
of IL-4 and IL-13 signaling.

IL-4 was discovered as a factor that promotes B-cell differ-
entiation and drives immunoglobulin class switching. More 
broadly, IL-4, which shares many actions with IL-13, promotes 
allergic responses and inhibits cell-mediated immune responses. 
IL-4 promotes differentiation of naïve CD4 T cells into T helper 
2 (Th2) cells that produce IL-4, IL-13 and IL-5, and Th9 cells14 
(Chapter 11). In conjunction with CD40 engagement, IL-4 pro-
motes B-cell proliferation and class switching—particularly to 
IgG1 and IgE in mice and to IgG4 and IgE in humans—and 
upregulates expression of IgM, MHC class II (Chapter 5), and 
CD23 (Chapter 77).

In conjunction with GM-CSF, IL-4 is a growth factor for mast 
cells and basophils, as well as a potent inducer of DC differentia-
tion. IL-4 inhibits macrophage activation and the production of 
pro-inflammatory cytokines. It antagonizes the effects of IFN-γ, 
blocks cytokine-induced proliferation of synoviocytes, downreg-
ulates the expression of adhesion molecules, and antagonizes the 
induction of some acute-phase reactants in hepatocytes by IL-6.

IL-4-deficient mice have normal B lymphopoiesis but marked 
reductions in IgG1 and IgE production in response to parasites. 
These mice have residual Th2 responses because IL-13, which 
also binds IL-4Rα, can partially compensate for the defect.

IL-4 is made by the Th2 cells, NK1.1+ CD4 T cells, and ba-
sophils and mast cells (Chapter 44); ILC2 cells generally do 
not produce IL-4. A number of transcription factors appear to 
be important in regulating IL-4 production, including NFAT, 
NF-IL6, C/EBP, c-MAF, and GATA-3. The IL4 gene has mul-
tiple STAT6 binding sites, consistent with the fact that IL-4 
regulates its own expression. Epigenetic control and chromatin 
 remodeling are also important aspects of IL-4 regulation.15

Polymorphisms of IL4 and IL4RA are associated with allergy 
and asthma. The IL-4/IL-13 blocking antibody, dupilumab, is 
approved for the treatment of atopic dermatitis, asthma, and 
chronic rhinosinusitis. IL-4 is used to generate DC for tumor 
vaccines (Chapter 87).

Interleukin-7. The IL-7 receptor consists of the IL-7Rα chain 
(CD127) in association with γc. It is expressed on both imma-
ture and mature thymocytes. Humans with loss-of-function 
(LOF) mutations of IL-7Rα have T−B+ SCID but display nor-
mal NK-cell development, unlike individuals with γc mutations 
(X-SCID) (Chapter 34). Gain-of-function (GOF) mutations 
of the IL-7Rα chain result in constitutive JAK1 signaling and 
cell transformation and give rise to T-cell acute lymphoblastic 
 leukemia (Chapter 77).

IL-7 plays an important role in both developing thymocytes 
and mature T cells, and IL-7Rα expression is tightly regu-
lated during thymocyte development (Chapter 9). IL-7Rα is 
expressed on double-negative thymocytes, downregulated in 
double-positive cells, and re-expressed in single-positive thy-
mocytes and mature peripheral T cells. This regulation may 
relate to IL-7’s anti-apoptotic effects and induction of Bcl-2 
family members. IL-7 promotes the growth of thymocytes, as 
well as the expression and rearrangement of TCR genes and 
the expression of RAG1 and RAG2 (Chapter 4). IL-7Rα is ex-
pressed on cutaneous T-cell lymphomas, which also produce 
this cytokine; thus, the autocrine response to IL-7 may con-
tribute to the growth of these tumors.

IL-7- and IL-7R-deficient mice exhibit impairement in T- 
and B-cell development. Postnatal B-cell development in IL7−/− 
mice is blocked at the transition to pre-B cells and is arrested 
even earlier in IL7ra−/− mice. Why these B-cell abnormalities do 
not occur in humans with IL-7Rα mutations is not clear.
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IL-7 is produced by a wide variety of cells in the spleen, 
kidney, stroma, and epithelium. This is consistent with its role 
in the maintenance of function in both immature and mature 
 lymphocytes.

Clinically, IL-7 may be useful to restore immune function 
in some congenital immunodeficiencies, after bone marrow 
transplantation (Chapter 92), or in HIV infection (Chapter 41). 
Polymorphisms of the IL7R gene are associated with multiple 
sclerosis (Chapter 66) and type 1 diabetes (Chapter 71).

Interleukin-9. IL-9R is expressed predominantly on ILC2,  
B cells, and non-lymphoid cells, including pulmonary goblet 
cells. IL-9 has some of the same properties as IL-4. It drives al-
lergic inflammation as well as mucous production in the lungs. 
IL-9 may also contribute to immunopathology in IBD.

IL-9 synergizes with stem cell factor to promote the growth 
and differentiation of mast cells and regulate their function. 
IL-9 potentiates IgE production induced by IL-4 in B cells. IL-9 
can inhibit Th1 cytokine production. Although first identified 
as a T-cell growth factor, a major role of IL-9 in T-cell develop-
ment has not been established. IL-9 has been reported to have 
anti-tumor activity, but some lymphoid tumors also produce  
IL-9, where it may serve as an autocrine growth factor.

IL-9 is produced by activated Th2 cells, ILC2 cells, mast cells, 
and eosinophils. A subset of Th cells designated Th9 cells pref-
erentially produces IL-9. Their differentiation is promoted by 
IL-2, IL-4, IL-25, and IL-33. Polymorphisms of IL9 and IL9R are 
associated with allergy and asthma.

Interleukin-15. The IL-15 receptor consists of the IL-2Rβ and 
γc subunits in association with a unique ligand-specific subunit, 
IL-15Rα, which is homologous to IL-2Rα. These receptor pro-
teins contain protein-binding motifs termed “sushi domains.” 
In both human and mouse, the genes encoding receptors are 
linked.

Given their shared receptor usage, there are many similari-
ties in the actions of IL-2 and IL-15. Like IL-2, IL-15 induces 
proliferation and cytokine production in T and NK cells. How-
ever, IL-15 is critical for NK cell development. In T cells, IL-15 
is less efficient than IL-2 in inducing effector memory T-cell dif-
ferentiation or sensitivity to apoptosis. IL-15Rα is more widely 
expressed than IL-2Rα, IL-2Rβ, and γc. IL-15Rα is expressed 
by lymphoid cells, DC, fibroblasts, epithelial, liver, intestine, 
and other cells and is thought to present IL-15 in trans to cells 
expressing IL-15β and γ chains. IL-15- and IL-15Rα-knockout 
mice are defective in NK-cell production and in the generation 
of memory T cells, explaining the absence of NK development 
in patients with γc mutations.

IL-15 mRNA is expressed in hematopoietic and non-hema-
topoietic cells but is not typically produced by T cells (HTLV-
I-transformed T cells being an exception). Following the pat-
tern seen in IL-7 and IL-9, there are multiple upstream AUGs in 
the 5′ untranslated portion of the IL-15 message that influence 
translational regulation. IL-15 protein is also controlled at the 
level of protein secretion, but this is not completely understood. 
High levels of IL-15 protein have been reported in patients with 
RA, sarcoidosis, and ulcerative colitis.

Interleukin-21. IL-21R is broadly expressed on B, T, den-
dritic, myeloid, and other cells. The genes encoding IL21 and 
IL2 are adjacent to each other in the genome and—like IL-2—
IL-21 can activate CD8 T and NK cells, particularly when in 
conjunction with IL-15 or IL-7. However, IL-21 also opposes 
a number of actions of IL-2: it promotes Th17 differentiation 
and, along with IL-6, drives differentiation of Tfh cells. Tfh cells 

are found preferentially in B-cell follicles where, under control 
of the transcription factor BCL6, they regulate B-cell develop-
ment, activation, and class switching. While IL-21 promotes 
IgG1 production, it represses IgE production. IL-21 also drives 
terminal B-cell differentiation to plasma cells.

IL-21 is produced by T cells, especially Tfh, Th17, and NKT 
cells. IL-21 appears to have some anti-cancer properties, and it 
has been tested in the treatment of melanoma.

Polymorphisms of IL21 and IL21R are associated with mul-
tiple autoimmune diseases. LOF IL21R mutations are associated 
with primary immunodeficiency affecting T, B, and NK cells.

Other Heterodimeric Receptors
Interleukin-12. IL-12 is a heterodimer composed of two di-

sulfide-linked polypeptides derived from two distinct genes, p35 
(encoded by IL12A) and p40 (IL12B). While IL-12p35 shares 
homology with IL-6 and other cytokines, p40 resembles the 
IL-6 receptor. Thus, IL-12 can be viewed as being produced as a 
preformed ligand–receptor complex.8 DC and macrophages are 
the major producers of IL-12 in response to various pathogens, 
occupancy of Toll-like receptors, and CD40. IL-12R consists 
of two chains denoted IL-12Rβ1 and β2, found predominantly 
on adaptive and innate-like T cells, NK cells, and other ILCs. 
IL-12Rβ1 and β2 are highly inducible upon T-cell activation, 
whereas both receptors are constitutively expressed on NK cells 
and ILC1. IL-12 plays a pivotal role in promoting cell-mediated 
immune responses. It induces IFN-γ, proliferation and cytolytic 
activity in innate and adaptive lymphocytes through activation 
of the transcription factor STAT4.16,17 In uncommitted CD4 T 
cells, IL-12 promotes Th1 differentiation.

Humans carrying IL-12/IL12R mutations have blunted im-
mune responses and are highly susceptible to infections by in-
tracellular pathogens, typically mycobacteria (Chapter 26).18 
Because of its profound effects on cell-mediated immunity, 
IL-12 has been used in the treatment of infectious diseases and 
malignancies. Unfortunately, its utility is limited by toxicity. In 
this context, clinical trials aimed to selectively deliver IL-12 to 
tumors are currently under evaluation and IL-12 may have use 
in vaccines as an adjuvant. IL-12/IL-23 mAb are approved for 
treatment of psoriasis (Chapter 64) and IBD (Chapter 75).

Interleukin-23. IL-23 is another heterodimeric type I cy-
tokine composed of two disulfide-linked polypeptide chains, 
p19 (IL23A) and IL-12p40 (IL12B), which bind to IL-12Rβ1 
chain paired to IL-23R. The ability of p19 to complex IL-
12p40 to IL-23 helped explain the phenotypic differences 
observed in mice deficient for IL-12p35 and IL-12p40. These 
observations ultimately led to the understanding of the role 
of IL-23 in driving IL-17 expression, providing the missing 
link between IL-23 and immune-mediated diseases.19 The IL-
23R complex is also expressed by ILCs and innate-like T cells, 
thereby inducing production of IL-17 and IL-22 via the acti-
vation of STAT3.

IL-23 is produced primarily by DC in response to TLR ago-
nists. It regulates epithelial cell barrier functions, host defense 
against extracellular bacteria, and it contributes to the patho-
genesis of autoimmune and autoinflammatory disorders. IL23R 
polymorphisms are associated with IBD, ankylosing spondylitis 
(Chapter 58), and multiple sclerosis.

Ustekinumab inhibits both IL-12 and IL-23 and is approved 
for psoriasis, psoriatic arthritis, Crohn disease, and ulcerative 
colitis; whereas tildrakizumab, risankizumab, and guselkumab 
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are approved for the treatment of psoriasis and inhibit IL-23 
but not IL-12.

Interleukins-35 and -39. IL-35 is a dimer consisting of IL-12 
p35 and EBI3. It is preferentially produced by Treg cells. Tregs 
are also the main cellular target of IL-35, where it induces prolif-
eration and production of IL-10. A synthetic form of IL-35 can 
reduce the incidence of arthritis in mouse models.

IL-39, a dimer composed of IL-23p19 and EBI3, has been 
reported to be produced by murine B cells and acts on neutro-
phils. IL-39’s role in humans has not been established.

Interleukin-13. IL-13 has many of the same effects as IL-4 
and shares a receptor subunit with IL-4. IL-13-deficient mice 
have reduced levels of IL-4, IL-5, IL-10, IgE, and eosinophils. 
In mice deficient for both IL-4 and IL-13, Th2 responses are 
abolished and parasite clearance is severely impaired. These 
double-knockout mice default to Th1 responses with concomi-
tant production of INF-γ, IgG2a, and IgG2b. It appears that IL-4 
and IL-13 cooperate in promoting Th2 responses, and thus have 
both overlapping and additive roles.

IL-33 and the neuropeptide neuromedin U promote IL-13 
production in ILC2s, whereas another neuropeptide, calcitonin 
gene-related peptide, limits IL-13 production.20,21

IL-13 mAbs include lebrikizumab, tralokinumab, and 
 anrukinzumab and are currently undergoing testing for the 
treatment of atopic eczema, asthma, and IBD.

Interleukin-31. IL-31 signals through the heterodimeric re-
ceptor IL-31RA and oncostatin M receptor (OSMR). IL-31R 
is expressed on macrophages, DC, eosinophils, basophils, ke-
ratinocytes, and peripheral nerves. IL-31 is produced by acti-
vated Th2 cells, granulocytes, and mast cells, and its expression 
is especially prominent in skin. Overexpression of IL-31 results 
in atopic dermatitis, but surprisingly, IL-31RA-deficient mice 
showed an increased Th2 response.

Targeting IL-31 with nemolizumab appears to be efficacious 
in atopic dermatitis and prurigo nodularis.22 Lokivetamab is ap-
proved for use in treating canine atopic dermatitis.

Thymic Stromal:Lymphopoietin. Thymic stromal lympho-
poietin (TSLP) is an IL-7-like cytokine expressed by epithelial 
cells and keratinocytes. Its receptor comprises TSLPR (encoded 
by CRLF2) and IL-7Rα, which is expressed on leukocytes, es-
pecially on myeloid and B cells. TSLP exerts its effect through 
promotion of basophil hematopoiesis. TSLP-treated human DC 
promote Th2 differentiation. In mice, TSLP contributes to pre-
natal B-cell development. Elevated TSLP levels have been found 
in humans and animal models of airway inflammatory disease 
and atopic dermatitis. Tezepelumab is TSLP mAb being studied 
in severe asthma.23

Interferons
Type I Interferons
The type I IFNs include: IFN-αs, IFN-β, IFN-ε, IFN-κ, IFN-ω 
(humans), and IFN-ζ (mice).24 IFN-β and IFN-ω are encoded by 
single genes, whereas IFN-αs include at least 13 separate genes 
in humans and 14 in mice, each encoding structurally distinct 
forms. These intronless genes are all clustered on the short arm 
of chromosome 9 and appear to have diverged from a common 
ancestor more than 100 million years ago. All type I IFNs sig-
nal via a heterodimeric receptor composed of two subunits— 
IFNAR1 and IFNAR2. The actions of type I IFNs are similar. 
These subunits have limited similarity to type I cytokine recep-
tors, although they lack the WSXWS motif.

A major effect of type I IFNs is their antiviral action. Discov-
ered in 1957, they act on all cells to inhibit viral replication and 
cellular proliferation. It is unclear why there are so many type 
I genes. Given that their relative potencies differ, it is possible 
that these genes evolved in response to specific viral pathogens. 
Alternatively, IFN gene duplication may affect the magnitude of 
antiviral responses. Type IFNs can also inhibit protein transla-
tion. Type I interferons upregulate MHC class I and can block 
the ability of interferon γ to upregulate MHC class II expression. 
IFN-α/β increase the cytolytic activity of NK cells. Predictably, 
IfnarI knockout mice are extremely susceptible to infections, 
even though lymphoid development is normal.

Interferons are produced ubiquitously, although plasma-
cytoid DC produce exceptionally high levels. Extracellular 
and  intracellular foreign DNA produced by viruses and prod-
ucts generated by bacteria are detected by endosomal pattern 
 recognition receptors including Toll-like receptors, RIG-I like 
cytosolic sensors (RIG-I/MDA5/MAVS), cyclic GMP-AMP 
synthase (cGAS), and stimulator of interferon gene (STING), 
which act to induce transcription of IFN genes (Chapter 3). 
IFN genes are bound by multiple transcription factors, includ-
ing NF-κB, interferon  regulatory factors 3 (IRF-3) and IRF7, 
and STAT1.

Beyond their direct antiviral actions, type I IFNs have broad 
actions on immune cells, including the regulation of adaptive 
immune responses. IFNs induce expression of class I and II 
MHC, co-stimulatory and adhesion molecules, and chemo-
kines. Depending upon timing, type I IFNs can promote or in-
hibit T-cell proliferation and effector differentiation. B lockade 
of type I IFN signaling during the chronic phase of viral infec-
tion can decrease expression of negative regulatory molecules, 
enhance IFN-γ responses, and improve viral immunity.

Overproduction of IFNs underlies a collection of heter-
ogenous diseases. Inherited interferonopathies include LOF 
mutations of genes that metabolize DNA and RNA (TREX1, 
SAMHD1, RNASEH2, ADAR1) or negatively regulate IFNAR 
signaling (ISG15, USP18), and GOF mutations in cytosolic 
RNA or DNA sensors (MDA5 and STING).25 Human chromo-
some 21 contains four IFN receptor genes (IFNAR1, IFNAR2, 
IFNGR2, and IL10RB), and interferonopathy is one aspect of 
Down syndrome. Many autoimmune diseases exhibit high ex-
pression of IFN-inducible genes—the “interferon signature”—
with lupus being a prominent example.

Anifrolumab—an anti-IFNAR1 mAb—is approved for 
treatment of lupus.26 Recombinant IFN-β is approved for the 
treatment of multiple sclerosis. Recombinant type I IFNαs are 
approved for the treatment of certain infections (e.g., viral hep-
atitis). Owing to their anti-proliferative action, IFNαs are also 
used in the treatment of certain malignancies, particularly hairy 
cell leukemia.

Interferon-γ
IFN-γ (also termed type II IFN) is a major activator of  macro- 
phages and neutrophils, enhancing their ability to kill microor-
ganisms by augmenting their cytolytic machinery. Like IFN-α/β, 
IFN-γ contributes to antiviral defenses. IFN-γ upregulates MHC 
class II expression and increases production of reactive oxygen 
intermediates, including hydrogen peroxide, nitric oxide, and in-
doleamine dioxygenase. IFN-γ acts on CD4 T cells to promote 
Th1 differentiation while inhibiting the generation of Th2 cells. 
It promotes the maturation of CD8 T cells to cytotoxic cells,  
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augments NK cytolytic activity, regulates B-cell class switching, 
and activates endothelial cells.

The IFN-γ receptor is a heterodimer composed of IFN-γRα 
and IFN-γRβ subunits. When one IFN-γ homodimer binds, a 
complex of two α and two β receptors is created. Mice with a 
disrupted IFN-γR have normal lymphoid development but are 
highly susceptible to viral and bacterial infections, especially 
intracellular microbes. Knockout mice have diminished mac-
rophage MHC class II expression, decreased NK function, and 
reduced serum IgG2a concentrations. Humans with mutations 
of IFNGR subunits are also susceptible to mycobacterial and 
Salmonella infections.

IFN-γ is produced by Th1 and NK cells. Transcription fac-
tors—including STAT4, T-BET, and EOMES—play important 
roles in IFNG gene regulation. IFN-γ has been used to treat pa-
tients with immunodeficiencies (e.g., chronic granulomatous 
disease) and in certain patients with disseminated mycobacte-
rial infections. Emapalumab is an anti-IFN-γ mAb approved for 
hemophagocytic lymphohistiocytosis (Chapter 36).

Interleukin-10 and related cytokines. The interleukin-10 (IL-
10) family of cytokines comprises IL-10, IL-19, IL-20, IL-22, IL-
24, IL-26, and type III IFNs and binds to two shared receptors, 
IL-10RB and IL-20RB.27 IL-10 binds to IL-10RA and IL-10RB, 
whereas IL-22 binds to IL-22R and IL-10RB. Type III IFNs bind 
to IL-28R, IFNLR1, and IL-10RB; IL-26 binds to IL-20RA and 
IL-10RB; IL-20 and IL-24 bind IL-20RA; and IL-19, IL-20, and 
IL-24 bind IL-20RA and IL-20RB. The shared usage of receptors 
helps explain overlapping functions.

Interleukin-10
IL-10R is expressed on macrophages, mast cells, and most other 
hematopoietic cells. It is inducible in non-hematopoietic cells 
by stimuli such as LPS. Unlike other cytokines in this family, 
IL-10 is a disulfide-linked dimer and is made by T, B, NK and 
DC, macrophages, keratinocytes, bronchial epithelial cells, and 
other cells. LPS and TNF are inducers of IL-10.

IL-10 serves as an anti-inflammatory and immunosuppres-
sive cytokine, limiting damage during host response to infec-
tion. It inhibits macrophage antigen presentation and decreases 
expression of MHC class II, adhesion molecules, and the co-
stimulatory molecules CD80 (B7.1) and CD86 (B7.2). IL-10 has 
a direct inhibitory effect on memory Th17 and Th2 cells. It pro-
motes activity of Foxp3+ regulatory T cells and activates mast 
cells and B cells.

IL-10 is detected in the blood of patients with septic shock 
and other inflammatory and immune disorders. There is a cor-
relation between levels of IL-10 and autoantibody production 
in SLE.

IL-10-deficient mice develop autoimmune disease mani-
fested by severe IBD and exaggerated inflammatory responses. 
Mutations and polymorphism of the IL10 and IL10R genes are 
associated with IBD in humans. Viral homologues of IL-10 may 
blunt the immune response to these pathogens.

Interleukin-19, Interleukin-20, Interleukin-22, Interleukin-24, and 
Interleukin-26. IL-22 acts on tissue epithelial cells, inducing Reg 
family microbial peptides and promoting tissue regeneration and 
wound healing. IL-22 is predominately secreted by T cells and 
ILC3s. IL-22’s actions are antagonized by its natural inhibitor, IL-
22BP, which is produced by T cells, DC, and eosinophils.

IL-20 subfamily cytokine receptors are preferentially expressed 
on epithelial cells, including keratinocytes and lung and intestinal 

epithelial cells. IL-19 and IL-20 are mainly produced by myeloid 
cells. Myeloid and Th2 cells are cellular sources for IL-24. IL-20 
cytokines are upregulated in many diseases, including psoriasis 
and RA; however, their biological actions remain elusive.

IFN-λs. Type III interferons include IFN-λ1 (IFNL1, IL-29), 
-λ2 (IFNL2, IL-28A), -λ3 (IFNL3 IL-28B), and IFN-λ4 (IFNL4) 
in humans; and IFN-λ2 and -λ3 in mice.24 Receptors for type 
III IFNs are expressed on barrier epithelial cells and some im-
mune cells. Type III IFNs are less potent and produced at slower 
kinetics than type I IFNs. Like type I IFNs, type III IFNs induce 
antiviral responses, but the interferon-stimulated genes induced 
by type III IFNs are a subset of those induced by type I IFNs. 
Antiviral responses in the gut are dominated by type III rather 
than type I IFN signaling. Polymorphisms of IFNL4 are associ-
ated with hepatitis C susceptibility. A frameshift mutation in the 
promoter of IFNL4 that results in the loss of IFN-λ4 production 
is associated with improved clearance of HCV.

Signaling
Neither type I nor type II receptors exhibit intrinsic enzymatic 
activity. However, the conserved membrane proximal segment 
of each of these receptors serves as the site at which these recep-
tors bind Janus kinases (JAKs) (Fig. 14.2, Table 14.1).28 These 
JAKs play a pivotal role in the downstream signaling via this 
family of cytokine receptors.

Janus Kinases
There are four mammalian Janus kinases—JAK1, JAK2, JAK3, 
and TYK2. JAKs have a C-terminal, catalytically active kinase 
domain that is preceded by a segment termed the pseudoki-
nase domain, which regulates kinase activity. The JAK amino 
 terminus mediates their association with cytokine receptors.

Ligand binding to type I and II receptors induces the aggrega-
tion of receptor subunits, which brings JAKs into close proxim-
ity, allowing them to phosphorylate and activate each other. After 
activation, the JAKs phosphorylate tyrosine residues on receptor 
subunits that recruit proteins with SRC homology-2 (SH2) or 
phosphotyrosine-binding (PTB) domains. In turn, these proteins 
are phosphorylated by JAKs resulting in the activation of a number 
of biochemical pathways. Importantly, phosphorylation of cyto-
kine receptors generates docking sites for a class of SH2-containing 
transcription factors termed the STATs (see below) (see Fig. 14.2).

The pivotal function of the JAKs is vividly illustrated by mice 
and humans that are deficient in these kinases. Consistent with 
the selective association of JAK3 with the common gamma 
chain, γc; mutations of JAK3 cause autosomal recessive T−B+ 
SCID (Chapter 34). Jak3−/− mice also exhibit SCID, and muta-
tion of either γc or JAK3 leads to the same functional defects. 
Multiple JAK inhibitors have been approved as immunomodu-
latory drugs for various diseases (Chapter 86).29 The importance 
of the JAKs is also substantiated by mutations in many leuke-
mias and lymphomas.

Jak1−/− mice die perinatally from neurological defects, but also 
have a SCID phenotype similar to Jak3−/− mice. This is explained by 
the fact that γc-containing cytokine receptors utilize JAK1 in asso-
ciation with their ligand-specific receptor subunit. Other cytokines 
that are dependent on JAK1 include those that use gp130 cytokine 
receptors and type II receptors (IL-10, IFN-γ, and IFN-α/β). JAK1 
LOF mutations in humans are associated with primary immuno-
deficiency, whereas GOF mutations are associated with systemic 
autoimmunity and hypereosinophilic syndrome.
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Gene-targeting of Jak2 is embryonically lethal, principally 
because JAK2 is essential for EPO function and the mice fail 
to form blood. Conversely, GOF mutations in the pseudokinase 
domain of JAK2 underlie most cases of polycythemia vera. A 
large number of other cytokines signal via JAK2 (Table 14.1).

Tyk2−/− mice have increased viral susceptibility and impaired 
IL-12 and IL-23 signaling. TYK2 LOF mutations are associated 
with immunodeficiency, and TYK2 polymorphisms reduce the 
risk of SLE.

STATs
Members of the signal transducer and activator of transcription 
(STAT) family of DNA-binding proteins serve a key role in trans-
ducing signals from cytokine receptors on the cell surface to the 
nucleus, where they regulate gene transcription. STATs are latent, 
cytosolic transcription factors that have SH2 domains (phos-
photyrosine-binding modules) that allow them to be recruited 
to phosphorylated cytokine receptors (see Fig. 14.2). Different 

STATs bind to specific cytokine receptors (see Table 14.1). STATs 
are themselves tyrosine phosphorylated by JAKs, which promote 
STAT dimerization. STATs then translocate to the nucleus, bind 
DNA, and regulate transcription.

There are seven mammalian STATs: STAT1, STAT2, STAT3, 
STAT4, STAT5A, STAT5B, and STAT6. Stat knockout mice docu-
ment the essential and specific functions of these transcription 
factors in transmitting cytokine signals. Stat1−/− mice develop 
normally but have extreme susceptibility to viral and some bacte-
rial infections, consistent with the defects seen in mice with muta-
tions of IFNs and IFNRs. STAT1 LOF mutations in humans result 
in susceptibility to Salmonella and mycobacterial infections. GOF 
mutations cause chronic mucocutaneous candidiasis, along with 
viral susceptibility. Stat2−/− mice have viral susceptibility, as do 
humans with STAT2 LOF mutations. Patients with STAT2 GOF 
mutations have autoinflammatory disease and interferonopathy.

Gene targeting of Stat3 leads to early embryonic lethality, in 
part due to interference with leukemia inhibitory factor (LIF) 
function. Conditional knockouts of Stat3 in myeloid cells dis-
play exaggerated inflammatory responses due to failure of IL-10 
signaling. STAT3 is also essential for Th17 cells. LOF mutations 
of STAT3 underlie Hyper-IgE syndrome or Job syndrome asso-
ciated with impaired IL-17 production. STAT3 GOF mutations 
cause systemic autoimmunity. STAT3 polymorphisms are asso-
ciated with IBD (Chapter 75).

STAT4 is activated by IL-12. Stat4−/− mice develop normally 
but have defective Th1 differentiation and IFN-γ production 
combined with augmented Th2 development. STAT4 LOF mu-
tations are associated with tuberculosis, atypical mycobacterial 
susceptibility, and fungal susceptibility. STAT4 polymorphisms 
are associated with RA, Sjogren syndrome, and SLE.

STAT5A and STAT5B are highly homologous but none-
theless have different functions. Stat5a−/− mice have impaired 
mammary gland development and failure of lactation, whereas 
Stat5b−/− mice have defective sexually dimorphic growth and 
growth hormone-dependent regulation of liver gene expression. 
Stat5a/5b doubly-deficient mice manifest increased perinatal le-
thality, decreased size, female infertility, and impaired lympho-
cyte development. Stat5−/− mice develop lymphoproliferative 
disease reminiscent of IL-2- and IL-2R-deficient mice related to 
loss of Treg cells and expansion of Tfh and Th17 cells. Patients 
with STAT5B mutations have short stature and immune dys-
regulation. Somatic STAT5 GOF mutations are associated with 
eosinophilia, urticaria, leukemia, and lymphoma.

STAT6 is activated by IL-4 and IL-13. Stat6−/− mice have de-
fective Th2 development with defective IgE responses follow-
ing parasitic infection. Lack of STAT6 dramatically attenuates 
 allergic and asthmatic disease in animal models.

Attenuation of Type-I and Type-II Cytokine Signaling
Perhaps as important as the triggers that initiate signal  transduction 
are the mechanisms that extinguish responses (see Fig. 14.2). There 
are several families of proteins involved in downregulating cyto-
kine signaling. Among these are phosphatases, cytokine-inducible 
inhibitor molecules, and transcriptional repressors. The phospha-
tase SHP-1 interacts with cytokine receptors and downregulates 
signaling. Mice with the naturally occurring “motheaten” mutation 
in SHP-1 die at an early age from autoimmune disease.

Suppressors of cytokine signaling (SOCS) are SH2- containing 
proteins that bind to either cytokine receptors or JAKs to inhibit 
signaling. There are at least eight members of this family. Largely 
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FIG. 14.2 Signal transduction cascade downstream of type I and 
II cytokine receptors: the role of Janus kinases (JAKs), STATs, 
and the molecular machinery upstream of cytokine-driven gene 
regulation. Cytokine binding to this class of receptors activates 
receptor-associated JAKs. Activated JAKs tyrosine phosphorylate 
each other and the cytokine receptor (PY), allowing docking of 
signal transducers and activators of transcription (STATs), which 
are also tyrosine phosphorylated. STATs dimerize, translocate to 
the nucleus, bind DNA and regulate transcription. Types I and III 
interferon activate a complex of STAT1/STAT2/IRF9. Signaling is 
inhibited by suppressor of cytokine signaling (SOCS) proteins, 
protein tyrosine phosphatases (PTP), and USP18. Janus kinase 
inhibitors (Jakinibs) are small molecule inhibitors approved for 
the treatment of multiple autoimmune disorders.
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due to systemic hyper-responsiveness to IFN-γ, Socs-1−/− mice 
die within a few weeks of birth. SOCS-2 has been shown to 
 regulate Th2 differentiation and allergic responses and SOCS-3 
regulates IL-6’s actions including Th17 differentiation.

USP18 and ISG15 negatively regulate IFN signaling. LOF 
mutations of USP18 and ISG15, along with mutations of STAT2 
that abrogate interaction with ISG15, cause interferonopathy.30,31
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FIG 14.3 Schematic Representation of Tumor Necrosis Fac-
tor (TNF) Ligand and Receptor Superfamily Members.

composed of LTα subunit noncovalently linked to two mole-
cules of LTβ. mLT is not cleaved by TACE and is thought to exist 
exclusively as a membrane-bound complex. mLT specifically in-
teracts with another member of the TNF receptor superfamily, 
the lymphotoxin β receptor (LTβR). TNF and the two LT sub-
units are encoded by closely linked, single-copy genes  situated 
in the class III major histocompatibility locus at chromosome 
6p21.3 in humans (Chapter 5).

All TNF receptor family members are type-I transmembrane 
glycoproteins. The two receptors for TNF (and LTα) are desig-
nated TNFR1 (TNFRSF1A, also known as p60 in humans and 
p55 in mice) and TNFR2 (TNFRSF1B, also known as p80 in 
humans and p75 in mice). These receptors are characterized 
by cysteine repeat domains (CRD) of about 40 amino acids in 
their amino-terminal extracellular domains, each consisting of 

• Activation of a TNF receptor can lead to a wide range of effects, from 
proliferation to apoptosis.

• Transduction of signals through TRAFs leads to the enhancement of 
survival.

• Signaling through death domains leads to the induction of apoptosis. 

KEY CONCEPT
Properties of the Tumor Necrosis Factor Receptor 
Superfamily

THE TNF CYTOKINE AND RECEPTOR SUPERFAMILY

This large family of structurally related ligands, receptors, and 
inhibitory decoy receptors has various roles in both the im-
mune system and beyond. The first two members of this fam-
ily discovered were TNF and lymphotoxin-α (LTα; formerly 
named TNF-β). They are principally secreted by activated 
myeloid and T cells. They share pro-inflammatory functions 
and belong to a large family of related molecules that includes 
CD30 ligand (CD30L), CD40L, FASL, and TRAIL. The TNF 
cytokine family contains 19 ligands and 29 receptors, each of 
which exhibits marked differences in tissue expression, ligand 
specificity, receptor binding, and biological function (Fig. 
14.3). This section describes general aspects of TNF and TNFR 
(TNF receptor) biology, with examples from the best-studied 
TNF-family members and others that show promising poten-
tial in disease intervention and therapy. More complete list-
ings of TNF-family cytokines and their receptors can be found 
in Tables 14.2 and 14.3. A listing of recombinant cytokines and 
biological agents currently in clinical use or being tested for 
clinical application at the time this chapter was written can be 
found in Table 14.4.

Ligand and Receptor Structure
Much of our understanding of the structural and functional 
characteristics of the TNF ligand and receptor superfamilies 
has come from the analysis of TNF (TNFSF2), LTα (TNFSF1), 
FASL (TNFSF6), and their receptors. All TNF ligands are syn-
thetized as type II transmembrane glycoproteins. TNF and 
LTα are closely related homotrimeric proteins (32% identity). 
Human TNF contains an amino-terminal sequence that an-
chors as a type II cell membrane protein. A secreted form of 
TNF is generated through enzymatic cleavage of membrane-
bound TNF by a metalloproteinase termed TNF-α–converting 
enzyme (TACE). Both soluble and membrane-bound forms of 
TNF are homotrimers held together by noncovalent interac-
tions between each subunit’s trimerization domain. Both TNF 
forms are biologically active, but have different affinities for 
the two TNF receptors and thus can exhibit different biologi-
cal properties.

Unlike TNF, LTα is synthesized as a secreted glycoprotein 
homotrimer. It can bind both TNF receptors with affinities 
comparable to those of TNF and has similar biological effects. 
LTα1β2 is a heteromeric membrane-bound form of LT (mLT) 
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TABLE 14.2 Tumor Necrosis Factor Superfamily Cytokines

Symbol
Common 
Name Aliases

Binds to 
Receptor(s) OMIM ID

Key  
Functions

Phenotype 
Associated 
With Over-
expression

Phenotype 
Associated 
With  
Deficiency

Human  
Genetic 
Disease 
 Associations

TNFSF1 Lymphotox-
in alpha 
(Ltα)

LT, TNFB, 
TNFSF1

TNFR2 (1B), 
TNFR1 (1 A), 
HVEM (14)

153440 Lymphoid 
organ forma-
tion

Absence of 
LN and PP, 
defective 
GC forma-
tion

TNFSF2 Tumor 
necrosis 
factor 
(TNF)

DIF, TNFA, 
TNFSF2, 
CACHEC-
TIN

TNFR2 (1B), 
TNFR1 (1 A)

191160 Inflammation Wasting 
syndrome, 
arthritis

Defective GC 
formation, 
resistance 
to endotoxic 
shock and 
experimen-
tal arthritis

TNF2 (G-308A) 
promotor 
polymor-
phism as-
sociated with 
increased 
suscep-
tibility to 
septic shock, 
asthma, and 
RA severity

TNFSF3 Lympho-
toxin beta 
(LTβ)

p33, TNFC, 
TNFSF3

As a β2α1 hetero-
trimer with LTα 
binds to LTβ 
receptor (3)

600978 Lymphoid 
organ forma-
tion

Ectopic lym-
phoid organ 
formation

TNFSF4 OX40 
Ligand

GP34, 
OX4OL, 
TXGP1, 
CD134L, 
OX-40 L

OX40 (4) 603594 CD4 T-cell 
expansion, 
survival, and 
Th2 develop-
ment

Increased Th2 
responses

Th2 deficien-
cy, blockade 
improves 
EAE

Associated 
with SLE in 
GWAS

TNFSF5 CD40 
Ligand

IGM, IMD3, 
TRAP, gp39, 
CD154, 
CD40L, 
HIGM1, 
T-BAM

CD40 (5) 300386 Co-stimulation 
and differ-
entiation of 
B cells and 
APCs

Constitutive 
expression 
in B cells or 
keratino-
cytes leads 
to SLE-like 
syndrome

Immunodefi-
ciency due 
to defective 
Ig class 
switching 
and germi-
nal center 
formation

X-linked 
hyper-IGM 
syndrome 
associated 
with CD40L 
LOF muta-
tions

TNFSF6 Fas Ligand FASL, CD178, 
CD95L, 
APT1LG1

Fas (6), DcR3 
(6B)

134638 Mediator of 
CD4 T-cell 
apoptosis 
due to 
restimula-
tion and 
apoptosis 
in other cell 
types

Lymphade-
nopathy and 
systemic 
autoimmu-
nity

Autoimmune 
lymphop-
roliferative 
syndrome 
(ALPS)  
type Ib

TNFSF7 CD27 
Ligand

CD70, 
CD27L, 
CD27LG

CD27 (7) 602840 T cell co-
stimulation

T cell hyper-
activation 
eventually 
leading to 
HIV-like 
immunodefi-
ciency

TNFSF8 CD30 
Ligand

CD153, 
CD30L, 
CD30LG

CD30 (8) 603875

TNFSF9 4-1-BB 
Ligand

4-1BB-L 4-1BB (9) 606182 T cell co-
stimulation

TNFSF10 TRAIL 
(TNF-like 
apoptosis 
inducing 
ligand)

TL2, APO2L, 
TRAIL, 
Apo-2 L

DR4 (10 A),  
DR5 (10B),  
DcR1 (10 C),  
DcR2 (10D)

603598 DC apoptosis, 
NK cell-
mediated 
tumor cell 
killing

Defective  
NK-medi-
ated tumor 
eradication
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TABLE 14.2 Tumor Necrosis Factor Superfamily Cytokines

Symbol
Common 
Name Aliases

Binds to 
Receptor(s) OMIM ID

Key  
Functions

Phenotype 
Associated 
With Over-
expression

Phenotype 
Associated 
With  
Deficiency

Human  
Genetic 
Disease 
 Associations

TNFSF11 RANK-L ODF, OPGL, 
sOdf, 
RANKL, 
TRANCE, 
hRANKL2

RANK (11 A) 602642 Mediates 
osteoclast 
formation 
and bone 
remodeling, 
stimulates 
APCs

TNFSF12 TWEAK APO3L, 
DR3LG, 
TWEAK, 
MGC20669

TWEAK-R (12 A) 602695 Potential role 
in inflam-
mation and 
lymphocyte 
function

TNFSF13 APRIL APRIL, 
TALL2, 
TWE-PRIL

TACI (13B), 
BCMA (17)

604472 Promotes T-
cell indepen-
dent type-2 
responses 
via TACI 
interactions

Overexpres-
sion in 
T cells 
produces 
prolonged 
T-cell sur-
vival and en-
hanced TI-2 
responses

TNFS-
F13B

BlyS, BAFF BAFF, BLYS, 
TALL1, 
THANK, 
ZTNF4

TACI (3B), BAFF-
R (13 C), BCMA 
(17),

603969 Promotes B-cell 
maturation, 
plasmablast 
survival

SLE-like 
systemic au-
toimmunity 
and arthritis

TNFSF14 LIGHT LTg, TR2, 
HVEML, 
LIGHT

HVEM (14), LT-βR 
(3), DcR3 (6B)

604520 CD8 T-cell and 
APC co-
stimulation

Inflammation, 
T-cell hyper-
activation, 
Th1 bias

Defective CD8 
T-cell co-
stimulation

TNFSF15 TL1A TL1, TL1A, 
VEGI

DR3 (25) 604052 Ligand for 
DR3 (TN-
FRSF25) on 
lymphocytes

T-cell activation, 
IL-13 depen-
dent small 
intestinal 
hyperplasia 
and inflam-
mation

Reduced im-
munopathol-
ogy in T-cell-
dependent 
autoimmune 
diseases

Common 
variant as-
sociated with 
inflammatory 
bowel dis-
ease through 
GWAS

TNFSF18 GITR 
Ligand

TL6, AITRL, 
GITRL, 
hGITRL

GITR (18) 603898 T-cell co-
stimulation, 
CD25+ 
regulatory T 
cells

ED1 ectodermal 
dyspla-
sia 1, 
anhidrotic 
(EDA1)

EDA, HED, 
EDA1, 
XHED, 
XLHED

EDAR 305100 Tooth, hair, 
and sweat 
gland 
 formation

X-linked 
ectodermal 
dysplasia

three or four cysteine-rich regions involved in intrachain disul-
fide bonds. The cytoplasmic domains of these receptors lack in-
trinsic enzymatic activity. However, the CRDs harbor a specific 
 sequence to which adaptor molecules will bind and activate var-
ious signaling pathways that can lead to a remarkably diverse set 
of cellular responses. These include differentiation,  activation, 
release of inflammatory mediators, and apoptosis.

Family Members and Their Actions
Tumor Necrosis Factor, Lymphotoxin-α, and Receptors
TNF is a major physiological mediator of inflammation and 
of  the physiopathology of septic shock. It is one of the first 
 cytokines made in response to TLR4 stimulation by bacterial 

(LPS) and other TLR ligands.32 IFN-γ also induces TNF and 
augments its effects. TNF upregulates MHC class I and class 
II expression, activates phagocytes, and induces mononuclear 
phagocytes to produce IL-1, IL-6, chemokines, and TNF. TNF 
increases adhesion of cells to endothelium and can be cytotoxic, 
particularly to tumor cells.

TNF-deficient mice are resistant to septic shock induced 
by high doses of LPS but have increased susceptibility to bac-
terial infection. The dual role of TNF in controlling bacterial 
replication and in septic shock emphasizes the point that, 
although the goal of an immune response is to eliminate in-
vading micro organisms, the response itself can be injurious 
to normal host tissues. Septic shock is an extreme example 
of this. Although the primary source of TNF is mononuclear 

—Cont’d
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TABLE 14.4 Recombinant Cytokines and Biological Agents Currently in Clinical Use or Being 
Tested for Clinical Application

Name Target Type Phase Indications

Anakinra IL-1 α and β Human recombinant IL-1Ra In clinic Autoinflammatory syndromes, RA
Rilonacept IL-1 α and β Human IL-1R–Fc (IgG1)  

fusion protein
In clinic Autoinflammatory syndromes, gout, JIA

Canakinumab IL-1β mAb In clinic Autoinflammatory syndromes, JIA
Bermekimab IL-1α mAb 2 AD, HS
Basiliximab IL-2Rα mAb In clinic Transplantation, uveitis, ulcerative colitis
Mepolizumab, Reslizumab IL-5 mAb In clinic Eosinophilic asthma, EGPA
Benralizumab IL-5Rα +ADCC mAb In clinic Eosinophilic asthma
Tocilizumab, Sarilumab IL-6R mAb In clinic RA, JIA, GCA, cytokine release syndrome
Siltuximab IL-6 mAb In clinic Castleman disease
Clazakizumab, Sirukumab IL-6 mAb 2 RA, Antibody-mediated graft rejection
Ustekinumab IL-12/23 p40 mAb In clinic Psoriasis, PsA IBD,
Tralokinumab, Lebrikizum-

ab, Anrukinzumab
IL-13 mAb 2, 3 AD

Dupilumab IL-13R/IL4R mAb In clinic Asthma, AD, rhinosinusitis
Secukinumab, Ixekizumab IL-17A mAb In clinic Psoriasis, PsA, ankylosing spondylitis, HS
Bimekizumab IL-17A, IL-17F mAb 3 Psoriasis, PsA
Brodalumab IL-17RA mAb In clinic Psoriasis
GSK1070806 IL-18 mAb 2 IBD
Tadekinig Alfa IL-18 IL-18 BP 2 Systemic-onset JIA, Still disease
Guselkumab, Risankizumab 

Tildrakizumab
IL-23 mAb In clinic Psoriasis, PsA, HS (Ph3), IBD (Ph3)

Nemolizumab IL-31 mAb 2 Prurigo nodularis, atopic dermatitis
Etokimab IL-33 mAb 2 Chronic rhinosinusitis, atopic dermatitis
SAR440340/REGN3500 IL-33 mAb 2 Asthma
GSK3772847 IL-33R mAb 2 Asthma
Spesolimab (BI655130) IL-36R mAb 2 Pustular psoriasis, IBD
Imsidolimab IL-36R mAb 2 Pustular psoriasis
Anifrolumab IFNAR1 mAb 3 SLE
Emapalumab IFNγ mAb in clinic Hemaphagocytic lymphohistocytosis
Mavrilimumab, Gimsilumab GM-CSF mAb 2 RA, giant cell arteritis, Covid-19
Fresolimumab TGF-β 1, 2, and 3 mAb 2 Systemic sclerosis, pulmonary fibrosis
Tezepelumab TSLP mAb 2 Asthma
Etanercept TNF TNFR2-Fc (IgG1) fusion 

protein
In clinic RA, JIA, PsA, plaque psoriasis, ankylosing spondylitis

Infliximab, Adalimumab, 
Golimumab

TNF mAb In clinic RA, psoriasis, Crohn disease, ankylosing spondylitis, 
PsA, ulcerative colitis, HS

Certolizumab TNF PEGylated Fab 3 RA, JIA, PsA, plaque psoriasis, ankylosing spondylitis
Belimumab BAFF/BLyS mAb In clinic SLE
Ianalumab BAFFR +ADCC mAb 2 SLE, pSS, autoimmune hepatitis
Atacicept APRIL/BAFF TACI-Fc 2 SLE
Denosumab RANKL mAb In clinic Osteoporosis, hypercalcemia of malignancy, cancer
Iscalimab CD40 mAb 2 Sjogren sundrome
VIB4920 CD40L CD40-Fc 2 RA, pSS
Brentuximab-vedotin CD30 mAb-drug conjugate In clinic Hodgkin lymphoma
Belantamab-mafodotin BCMA mAb-drug conjugate In clinic Multiple myeloma

Source: Pipeline (Drug pipeline information database by Citeline, Inc.).

phagocytes, TNF is also produced by T cells, NK cells, and 
mast cells.

Anti-TNF inhibitor mAbs and recombinant receptors are ap-
proved for multiple indications from arthritis to IBD. LTα shares 
many of the same biological effects as TNF, mainly because of 
its ability to bind the same receptors. However, LTβR plays a 
unique role in the development of secondary lymph nodes. As 
such, unlike with TNF, targeting of lymphotoxin signaling did 
not result in successful outcomes in clinical trials.

Fas Ligand (FasL) and Its Receptor, Fas/APO-1/CD95
Fas (also known as Apo-1, CD95, or TNFRSF6) is a type I inte-
gral membrane protein structurally related to TNFR1. Fas can 
trimerize and transduce proapoptotic signals upon binding of 

its ligand, FasL. Similar to TNF, FasL (CD95L) is synthesized 
as a type II membrane protein, expressed on activated B cells, 
T cells, and NK cells. Fas-induced apoptosis plays an essen-
tial role in the termination of T-cell responses, particularly in 
the peripheral immune system. Fas can also play a key role in 
the induction of cell death by cytotoxic T cells (CTLs) and NK 
cells (Chapter 12), where it functions in conjunction with per-
forin. Nonapoptotic functions of FasL include lymphocyte co-
stimulation and T-cell differentiation into short-lived effector 
memory cells.33,34

CD40 Ligand and CD40
CD40 is expressed by a variety of cell types, including B cells, DCs, 
monocytes, macrophages, and endothelial cells. It plays a major 
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co-stimulatory role in B-cell differentiation,  immunoglobulin re-
combination, and promotes cell survival through the induction of 
BCL-2 family members. Studies of both CD40-deficient mice and 
patients with hyper-IgM syndrome (Chapter 33) reveal that its 
function extends beyond the humoral immune response; CD40 
signaling also plays a role in cell-mediated immunity. CD40L 
(CD154) is expressed by activated CD4 T cells that can bind to 
and activate CD40 by cell–cell contact.

CD40L on T cells triggers antigen-presenting cell (APC) 
activation, including the upregulation of the CD28 ligands: 
B7-1 and B7-2. This indirectly boosts co-stimulation of the  
T-cell response. Because of its critical role in mediating T-cell 
help in B-cell class switching and autoantibody formation, 
blocking CD40L/CD40 interactions has been a therapeutic goal 
in autoimmune diseases. Clinical trials of a blocking anti-CD40L 
antibody in SLE showed promising results, but were halted be-
cause of thrombotic events likely resulting from the off-target 
effects of these antibodies on CD40L expressed on platelets. 
Recent drugs targeting CD40L have been engineered to limit 
platelet activation. Anti-CD40 mAbs, including iscalimab, are 
being tested in Sjogren syndrome, SLE, and other indications.35

OX40 Ligand and OX40
OX40 is primarily upregulated by T cells upon antigen stimulation, 
but it is also present on other cell types including NK cells, NKT 
cells, and neutrophils. OX40L (OX40 ligand) is mainly expressed 
on APCs, including activated B cells, macrophages, and DCs. Addi-
tionally, OX40L has also been found on mast cells, endothelial cells, 
Langerhans cells, NK cells, and activated T cells. Co-stimulation 
through OX40 promotes survival, clonal expansion, and cytokine 
production. Human and mouse studies suggest that OX40 signal-
ing is important in rheumatic diseases, and OX40L polymorphisms 
are associated with Sjögren syndrome. Several blocking antibodies 
have been generated with encouraging effects in early trials. Given 
their function, co-stimulatory receptors such as CD40 and OX40 
are thought to be strong therapeutic candidates for enhancing the 
immune response against tumors.

TL1A and DR3
TL1A (TNFSF15) is mainly expressed by APCs upon stimu-
lation by LPS or immune complexes. Its receptor—DR3—is 
found primarily on activated T cells and innate lymphocytes. 
This signaling pathway plays critical roles in diverse autoim-
mune disease models by facilitating T-cell accumulation at the 
site of inflammation. Both TL1A and DR3 have been reported 
to be upregulated in human biopsy samples and in animal mod-
els of IBD. A blocking TL1A antibody has been developed with 
a potential application in IBD. The TL1A-DR3 axis appears to 
play a role in the development of RA. A role for TL1A in host 
defense against infection has thus far been limited in controlling 
T-cell responses to Salmonella and select viral infections in vari-
ous mouse models.

Other TNF-Family Cytokines
Other members of the TNF family play various roles in the 
development and function of the immune system. The vast 
majority of them participate in co-stimulation of lymphocyte 
activation. Many of those pathways are now being targeted as 
therapeutic candidates. The TNF family ligand BAFF (BlyS/
TALL1/TNFSF13B) promotes B-cell maturation and anti-
body secretion and can bind three distinct receptors, TACI  

(TNFRSF13B), BADD-R (TNFRSF13C), and BCMA (TN-
FRSF17). BCMA is present on multiple myeloma cells but ab-
sent in normal tissue. Belantamab mafodotin—a BCMA mAb 
conjugated to monomethyl auristatin F—is approved for treat-
ment of multiple myeloma. Brentuximab vedotin is a mAb-drug 
conjugate targeting CD30, which is approved for the treatment 
of Hodgkin lymphoma (Chapter 78).

Some TNF members are also involved in development and 
function outside the immune system. Ectodysplasin A (EDA) 
affects the formation of tooth germs and sweat glands, and 
 receptor activator of NF-kB ligand (RANKL) regulates bone re-
generation and remodeling. The anti-RANKL mAb,  denosumab, 
is approved for treatment of osteoporosis.

Signaling
The TNF receptor superfamily can be divided into three sub-
families on the basis of the types of intracellular signaling mole-
cules recruited (e.g., FADD, TRADD or TRAF) (Fig. 14.4).36 The 
cytoplasmic domains of TNFR1, FAS, Death Receptor 3 (DR3), 
DR4, and DR5 contain a conserved motif termed the death 
domain (DD). This element is required for recruitment of DD-
containing adaptor molecules involved in initiating apoptosis 
and thus are termed “death receptors” (Chapter 17). The func-
tion of some death receptors can be regulated by decoy recep-
tors that bind ligands but lack functional intracellular domains. 
Other TNF receptors that lack DD (e.g., CD27, CD30, CD40, 
HVEM, TNFR2, LT-βR, OX-40, 4-1BB) associate with differ-
ent types of adapter molecules, mostly members of the TRAF 
(TNFR-associated factor) family.

Death Domains: TRADD and FADD
FAS recruits a Fas-associated protein with death domain 
(FADD) to its cytoplasmic DD, leading to the rapid formation of 
the death-inducing signaling complex (DISC), which contains 
FADD and caspase-8, thereby permitting activation of down-
stream caspases. Caspase-8 is recruited through a structurally 
related domain termed the death-effector domain (DED). The 
FADD DED contains two hydrophobic patches, not present 
in the DD, that are necessary for binding to the DEDs in the 
pro-domain of caspase-8 and for apoptotic activity.37 Under low 
FASL oligomerization, caspase-8 can participate in preventing 
necroptosis and can also lead to non-apoptotic signaling.

TNF-induced apoptosis upon TNFR1 ligation is mediated 
through recruitment of TRADD to the receptor via the DD mo-
tifs found in both molecules (Fig. 14.4). In turn, TRADD recruits 
FADD, also through their DD, leading to the  formation of an in-
tracellular DISC.37 This initiates the apoptotic pathway. TRADD 
contains a TRAF-binding motif, which contributes to TRAF-
dependent activation of inflammatory responses by inducing the 
NF-kB and mitogen-activated protein kinase (MAPK) pathways. 
Although cell death in tumor cells can be induced by TNF, the 
most common result of TNFR1 ligation in primary immune cells 
is inflammation and, sometimes,  protection from TNF-induced 
apoptosis. Activation of proapoptotic and pro-inflammatory sig-
naling by TNFR1 proceeds in sequential steps.

TNF receptor members lacking DDs contain short peptide 
consensus sequences that enable recruitment of the TRAF 
 proteins. Structural studies of TRAFs have revealed a mush-
room-like structure, with a trimer of the three TRAF subunits 
stabilized by a stalk-like coiled-coil domain. TRAF proteins 
recruit and activate protein complexes that ultimately induce 
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FIG. 14.4 Signal Transduction Cascade Downstream of the Tumor Necrosis Factor (TNF) Family of Cytokines and Their Recep-
tors and the Resultant Effects on Immune Cells.

NF-κB and MAPK pathways. Most TRAFs can function as E3 
ubiquitin ligases through their RING domain, but detailed 
mechanisms remain elusive. TRAF6 mediates NF-κB activa-
tion by a number of TNF-family receptors. TRAF6 also asso-
ciates with a protein complex that mediates K63-linked ubiq-
uitination and activation of the inhibitor of κB kinase (IKK) 
complex, which consists of two catalytic subunits, IKKα and 
IKKβ, and a regulatory protein IKKγ or nuclear factor κB (NF-
κB) essential modulator (NEMO). K63-linked ubiquitination 
activates IKK, leading to the phosphorylation and degradation 
of IκB (an inhibitor of NF-κB) and the release of active NF-
κB subunits, which translocate to the nucleus and regulate the 
expression of a wide variety of genes involved in the inflam-
matory response.

LTβ receptor activates the IKK complex via the serine–
threonine kinase NF-κB -inducing kinase (NIK). A naturally 
occurring LOF NIK mutation in mice termed alymphoplasia 
(aly) leads to a lack of lymph nodes and Peyer patches and dis-
organized splenic and thymic structures. This mutation, and the 
phenotype of LTβR knock-out mice, revealed the critical role 
of this receptor in normal lymph node development and the 
 formation of “tertiary” lymphoid tissue in inflammation.

When a single TNF-family ligand, such as TNF, binds both 
a death receptor (TNFR1) and a non–death receptor (TNFR2), 
a number of mechanisms regulate receptor signaling and the 
cellular outcome. Rather than functioning in cell death, the 
physiological function of TNFR2 may be as a co-stimulator 
of lymphocyte proliferation.38 Accumulated evidence sug-
gests that TNF-induced death is not only determined by the 
complex activity of TNFR1-TNFR2 signaling but also from its 
crosstalk with other, equally intricate signaling networks driv-
en by pattern recognition receptors (PRRs), inflammasomes, 
and IFNs.39

Clinical Relevance
Mutations affecting TNFR1 are associated with periodic fe-
ver syndromes (Chapter 37). Patients with the TNFR1-asso-
ciated periodic syndrome (TRAPS) have missense mutations 
in exons encoding the extracellular regions of the receptor 
that cause intracellular accumulation and TNF-independent 
signaling that amplify inflammatory responses through the 
wild-type TNFR1.40 Both blocking TNF with etanercept and 
blocking IL-1 have shown efficacy in reducing symptoms in 
TRAPS.41

The role of Fas signaling in the regulation of the immune 
system in vivo was confirmed when the naturally arising lpr and 
gld mouse strains were found to harbor homozygous mutations 
of Fas and Fas ligand, respectively. Both of these mouse strains 
are characterized by lymphadenopathy and splenomegaly due 
to the accumulation of unusual CD4−CD8− T cells as well as the 
production of autoantibodies. Heterozygous dominant nega-
tive mutations of FAS cause autoimmune lymphoproliferative 
 syndrome (ALPS) (Chapter 34).

• Dominant mutations of the gene encoding TNFR1 are associated with 
autosomal dominant periodic fever syndromes known as TNFR1-asso-
ciated periodic syndromes (TRAPS).

• LOF mutations in the gene encoding CD40L are associated with  
X-linked hyper-IgM syndrome (X-HIM).

• Dominant interfering mutations in TNFRSF6, encoding the Fas receptor 
are associated with autoimmune lymphoproliferative syndrome (ALPS).

• RA often responds to therapeutic use of TNF antagonists. 

CLINICAL RELEVANCE
TNFR Superfamily Cytokines and Receptors  
and Disease

Downloaded for ahmet senocak (37429ahmet@gmail.com) at Suleyman Demirel University from ClinicalKey.com by Elsevier on 
August 26, 2022. For personal use only. No other uses without permission. Copyright ©2022. Elsevier Inc. All rights reserved.



206 PART I Principles of Immune Response

The gene encoding CD40 ligand is defective in X-linked 
 hyper-IgM syndrome (X-HIM) in which affected male chil-
dren generate only IgM antibodies, many of which are autoan-
tibodies (Chapter 33). Patients with X-HIM frequently suffer 
 opportunistic infections, usually bacterial, and have increased 
susceptibility to cancer.

The physiological role of the BAFF receptor in mouse B-
cell development is illustrated by BAFF-R mutations in the A/
WySnJ mouse, which lacks peripheral B cells. TACI knockout 
mice have hyperactive B cells; but in humans, dominant nega-
tive TACI mutations have been found in patients with common 
variable immunodeficiency that affect B-cell numbers and func-
tion (Chapter 33), which indicates that in humans TACI serves 
as a positive modulator of B cells. Belimumab is an anti-BAFF 
mAb approved for the treatment of SLE.

Polymorphisms of TNFSF15 are associated with susceptibil-
ity to IBD. IBD patients have increased levels of TL1A and DR3 
at the site of inflammation. In RA, TL1A is specifically elevated 
early in the disease course and in at-risk first-degree relatives. 
Interestingly, TL1A levels decline after TNF blockade, placing 
TL1A downstream of TNF.

The gene encoding EDA is defective in X-linked hypohi-
drotic ectodermal dysplasia (XLHED), a disorder leading to im-
paired development of sweat glands and teeth. The most severe 
clinical outcome for patient with XLHED is lethal hyperther-
mia occurring after birth. In a small clinical sample, prenatal 
treatment with protein-replacement therapy in utero was able to 
 restore tooth and sweat gland development.42

FIG. 14.5 Mechanism of Signal Transduction Downstream 
of Interleukin (IL)-1R and Related Receptors. IL-1 uses the 
adapter protein MyD88 to link to TRAF6 to activate inhibitor of 
kappa B kinases (IKK). Phosphorylated inhibitor of kappa B (IκB) 
is degraded upon activation, allowing nuclear factor kappa B 
(NF-κB) to translocate to the nucleus, bind DNA, and regulate 
 transcription.

critical for the initiation of signaling. The IL-1R2 cytoplasmic 
domain is extremely short and has been suggested to be a “de-
coy” receptor, competing with IL-1-RI for ligand binding, thus 
attenuating signaling. Both IL-1Rs are susceptible to proteolytic 
cleavage near the membrane surface. Thus, they can be found as 
soluble proteins that can “buffer” IL-1 signaling. These soluble 
receptors are readily detectable in circulation. IL-1R also associ-
ates with a second subunit, IL-1R associated protein (IL-1Rap).

Both IL-1α and IL-1β are synthesized as precursor proteins. 
IL-1α and IL-1β are structurally similar and have similar ac-
tions, but they are regulated differently. IL-1α is processed by 
a calpain-like converting enzyme but can also be cleaved by 
granzyme B, neutrophil proteases, and mast cells proteases. The 
pro-form of IL-1α has biological activity, but cleavage results in 
increased biological activity.

IL-1β is regulated at the level of mRNA stabilization and 
translation and it requires proteolytic activation. Pro-IL-1β re-
mains in the cytoplasm until it is cleaved by proteases, such as 
caspase-1, and then transported out of the cell.

The cleavage of IL-1β occurs in a multi-protein complex 
called the inflammasome (Chapter 3). The key components 
of the inflammasome are caspase-1 and a recognition/assem-
bly component NOD-like receptor (NLR). The adapter protein 
ASC, which contains pyrin and CARD domains, is required to 
facilitate inflammasome assembly. NLR proteins are intracellu-
lar pattern-recognition receptors that contain three domains: a 
segment with multiple leucine-rich repeats that recognizes the 
trigger for activation (it remains unclear whether this occurs 
directly or indirectly), a NACHT domain that leads to ATP- 
dependent dimerization of the NLR after trigger recognition, 

• IL-1 plays a key role in fever and acute-phase responses.
• IL-18 augments Th1 differentiation.
• TLRs modulate pro-inflammatory signals in response to bacterial proteins. 

KEY CONCEPT
Properties of the Interleukin-1R/Toll-Like  
Receptor Family

INTERLEUKIN-1/TOLL-LIKE RECEPTOR FAMILY

Ligand and Receptor Structure
The IL-1/Toll-like family of receptors comprises 11 members. 
IL-1 family members are subdivided into three subfamilies 
based on shared receptor or co-receptor binding. The IL-1 sub-
family utilizes co-receptor binding to IL-1R3 and includes IL-
1α, IL-1β, IL-33, and IL-1 receptor antagonist (IL-1Ra). The IL-
18 subfamily consists of IL-18 and IL-37, both of which bind 
IL-1R5 (also known as IL-18Rα). The IL-36 subfamily includes 
IL-36α, IL-36β, IL-36γ, IL-36 receptor antagonist (IL-36Ra), 
and IL-38, which bind to IL-1R6 (IL-36R). All of these cyto-
kines are produced as pro-peptides and are cleaved to generate 
the molecule, which binds to the appropriate receptor complex. 
This excludes IL-1Ra, which possesses a signal peptide and is 
 secreted in a more classical fashion.

Family Members and Their Actions
Interleukin-1
There are two cell surface receptors for IL-1—type I (IL-1R1) 
and type II (IL-1R2). Both of these bind ligands (Fig. 14.5), but 
only IL-1R1 transduces signals. Upon ligand binding, IL-1R1 
associates with IL-1R accessory protein (IL-1RAcP), which is 
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and a protein-protein interaction domain—most commonly a 
pyrin or a CARD domain—that recruits caspase-1.

The best-studied inflammasome is the NLRP3 inflamma-
some. Trigger recognition by NLRP3 leads to its dimerization, 
the recruitment of ASC via interaction of the pyrin domains of 
NLRP3 and ASC, and the subsequent recruitment of caspase-1 
via the CARD domains present in both ASC and caspase-1. Di-
merization of caspase-1 upon inflammasome assembly allows for 
auto-activation by cleavage of its pro-form to generate the active 
enzyme. The NLRP3 inflammasome can be triggered by ATP, 
gram-positive bacterial cell wall components, intracytoplasmic 
DNA, molecules resulting from tissue damage, uric acid crystals, 
alum, silica, asbestos, and amyloid-β, among others. Cigarette 
smoke and cholesterol crystals also activate caspase-1.43 IL-1β se-
cretion can also occur via gasdermin N channels and caspase-8 
and caspase-1 cleavage of the precursor gasdermin D. Secre-
tion of IL-1β via gasdermin channels results in cell death via a 
 mechanism known as pyroptosis (Chapter 17).44

Similar to IL-1α, IL-β can be cleaved and activated by other 
proteases, including neutrophil elastase, cathepsin, and protein-
ase-3 (PR-3). Mast cell proteases, as well as caspase-8, have also 
been shown to cleave the IL-1β precursor. The mechanism of re-
lease of IL-1 and related family members from cells is  somewhat 
mysterious because they lack a classic signal peptide and don’t 
enter the secretory pathway. Although there is some evidence 
that IL-1β can be cleaved and released from cells without cell 
death, a large body of evidence suggests that IL-1 family pro-
teins are released from cells upon lysis. Because of the large 
numbers of cellular insults that result in release of IL-1 and the 
related proteins that trigger inflammation, it has been proposed 
that IL-1 family proteins function as “alarmins,” acting as senti-
nels of cellular damage.

Principal functions of IL-1 include the induction of acute-
phase protein synthesis, cachexia, and fever. In fact, it was the 
first endogenous pyrogen to be identified. IL-1 induces the 
production of IL-6 and chemokines, promotes hematopoiesis, 
stimulates adhesion of vascular leukocytes to endothelium, and 
has pro-coagulant effects. Importantly, IL-1 is a critical differen-
tiation factor for Th17 cells, which underscores the significant 
role of this cytokine in inflammation and inflammatory diseas-
es. IL-1 can activate ILC2s, inducing proliferation and cytokine 
expression.45 Unlike Fas and some of the other TNF-family cy-
tokines, IL-1 does not directly induce cell death. Mononucle-
ar phagocytes are the main, but not exclusive, source of IL-1. 
IL-1RI−/− and IL-1β−/− mice have blunted fever responses to 
some—but not all—stimuli. Thus, despite the impressive ac-
tions of IL-1, it is somewhat redundant in febrile responses.

Interleukin-18
IL-18R is expressed predominantly on T cells, B cells, and NK 
cells associated with IL-18RacP. IL-18 is primarily produced by 
DC and macrophages and induces IFN-γ and activates NK cells, 
acting synergistically with IL-12. These functions are important 
for its anti-tumor activity, but IL-18 can also promote angiogen-
esis and tumor progression.46 IL-18 can induce IL-4 and IL-13 
production, indicating a somewhat broader range of action. The 
IL-18 precursor can be cleaved by the NLR family pyrin domain 
containing 3 (NRLP3) inflammasome as well as the NLR family 
CARD domain-containing protein 4 (NRLC4). IL-18-binding 
protein (IL-18bp) interacts with IL-18 to act as a decoy receptor 
that attenuates the actions of IL-18.

Interleukin-33
IL-33 (IL-1 F11) binds to the IL-1 receptor-related protein ST2, 
also designated IL-33R. IL-33 additionally acts as a transcriptional 
repressor by associating with chromatin. Because of this dual ef-
fect, and because of the expression of ST2 on different cell types, 
IL-33 acts on both immune and non-immune cells. It acts on T and 
B cells to promote Th2-associated cytokines, including IL-4, IL-5, 
and IL-13.47 IL-33 enhances cell survival and promotes degranula-
tion of mast cells, basophils, and granulocytes. Upon cleavage by 
mast cell proteases, IL-33 can also activate ILC2-inducing cyto-
kine production and eosinophil recruitment.48,49 IL-33-treated ba-
sophils have been shown to suppress arthritic inflammation. IL-33 
correlates with RA disease severity, although it is unclear whether 
IL-33 substantially contributes to RA pathogenesis. IL-33 can act 
also on endothelial and epithelial cells to induce angiogenesis and 
production of other cytokines and chemokines.

Interleukin-36
The three members of the IL-36 subfamily—IL-36α, β, and γ—are 
encoded by separate genes, but all bind to a receptor  composed 
of IL-36R and IL-1RacP. These cytokines are produced by both 
innate and adaptive immune cells. In turn, IL36s then induce 
the secretion of other pro-inflammatory cytokines. IL-36-pro-
ducing cells are highly expressed in the skin and airways and are 
involved in diseases such as psoriasis and aspergillosis. Anti-IL-
36R mAbs are being tested in pustular psoriasis (Chapter 64).

IL-36 receptor antagonist (IL-36Ra, also known as IL-1 F5) 
antagonizes the three IL-36 family cytokines. LOF IL-36RA mu-
tations (deficiency of IL-36 receptor antagonist or DITRA) are 
associated with generalized pustular psoriasis. Keratinocytes 
from patients with deficiency of IL-36 receptor antagonist (DI-
TRA) have elevated levels of multiple inflammatory cytokines 
in lesioned skin.

Interleukin-37
IL-37 (also known as IL-1 F7) broadly and negatively regulates 
excessive inflammatory responses by suppressing the innate and 
acquired immune response. IL-37 exists in several splice variants, 
of which IL-1F 7b has been the most studied. IL-37 binds to IL-
18Rα chain, although with a lower affinity than IL-18. IL-37 uses 
TIR8 (also known as SIGIRR) as a second chain of the receptor. 
Although IL-18 and IL-37 bind to the same receptor and have a 
similar capacity to complex with IL-18Acp, IL-37 does not seem 
to act as a receptor antagonist for IL-18. IL-37 translocates to the 
nucleus and binds Smad3 (small mothers against dodecaplegia 
3), enabling regulation of gene transcription. Cleavage of IL-37 
appears to be dependent on caspase-1 and -4. Its anti-inflamma-
tory activity is dependent on mTOR suppression and increased 
phosphorylation of AMP kinase, thus limiting glycolysis and ATP 
production. IL-37 tolerizes the DC and macrophages that express 
IL-37 such that they no longer secrete pro-inflammatory cyto-
kines. IL-37 transgenic mice are resistant to LPS-induced shock.50

Interleukin-38
IL-38 (IL-1 F10) has homology with IL-36RA and, similarly, 
has anti-inflammatory activity. It is released by apoptotic cells 
to limit macrophage activation and it inhibits IL-17 and IL-22 
production. IL-1F10 polymorphisms are associated with RA, 
spondyloarthritis and psoriatic arthritis.
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Other Members of the Interleukin-1 Family
The remaining members of the IL-1 and IL-1R families are the 
receptor homologues IL1RAPL2 and TIGIRR. These receptors 
have limited tissue distribution. TIGIRR is found almost exclu-
sively in the brain, and IL1RAPL2 is found in the brain and a 
small number of other tissues.51 Relatively little is known about 
the function of either TIGIRR or IL1RAPL2; although IL1RA-
PL2 mutations cause mental retardation.

Signaling
Ligand binding to IL-1R, IL-18R, and TLRs results in NF-κB 
activation (see Fig. 14.5). These receptors all associate with the 
adapter protein MyD88 (Chapter 3). MyD88 has a C-terminal 
TIR domain and an N-terminal death domain. MyD88 allows the 
recruitment of IL-1 receptor-associated kinase (IRAK), which 
also has an N-terminal death domain. In turn, IRAK permits the 
recruitment and activation of a member of the TNF receptor-
associated factor (TRAF) family, TRAF6. This leads to the acti-
vation of the serine kinases TAB2, TAK1, and inhibitors of κB 
kinases, IKKα, and IKKβ. With IKKγ or NEMO, these kinases 
phosphorylate IκB. The phosphorylated IκB is degraded within 
proteasomes, thus freeing bound NF-κB for nuclear transloca-
tion. Mice deficient in MyD88, IRAK, or TRAF6 have diminished 
responses to IL-1R/TLR family ligands. Other adapter molecules, 
including Mal and TRIF, are involved in TLR signaling.

Anti-IL-33 mAbs (etokimab, SAR440340) are being tested in 
chronic rhinosinusitis, atopic dermatitis, asthma, and chronic 
obstructive pulmonary disease.

Mutations in the alternative inflammasome component, 
NRLC4, result in autoinflammation due to excessive IL-18 pro-
duction and, ultimately, macrophage activation syndrome.55 
 IL-18bp circulates at serum levels typically 20 to 30 times greater 
than those of IL-18; thus, IL-18bp is in sufficient excess to block 
any IL-18 activity. The amount of free IL-18 in the serum corre-
lates with disease severity in several pathologies, including sepsis, 
SLE, Crohn disease, adult-onset Still disease, and macrophage 
activation syndrome. Accordingly, neutralization of IL-18 with 
rIL-18BP can result in the resolution of the  hyper-inflammation.

High concentrations of circulating IL-37 have been reported 
in patients with RA, systemic juvenile idiopathic arthritis, and 
Still disease. Increased IL-37 and T-cell activation appear to 
 correlate in patients with RA.

IL-38 has been detected in RA synovium and correlates with the 
expression of the other members of the IL-36 family. Serum con-
centrations of IL-38 correlate with reduced disease activity in SLE.

INTERLEUKIN-17 RECEPTORS
IL-17 and related cytokines are major inducers of inflamma-
tion, serve to recruit inflammatory cells, and provide protection 
against extracellular fungal and bacterial pathogenic species.

Ligand and Receptor Structure
The IL-17 receptor family comprises five, ubiquitously ex-
pressed receptors: IL-17AR, IL-17BR (IL-17RH1), IL-17RL 
(receptor like), IL-17RD, and IL-17RE.56 These receptors have 
a single transmembrane domain and exceptionally large cyto-
plasmic tails. The ligands in the IL-17 family include IL-17A-F. 
Structurally, the IL-17 family members contain cystine knots 
and are structurally related to the nerve growth factor and platelet-
derived growth factor.

IL-17A, commonly known as IL-17, is the founding mem-
ber of the IL-17 family. It is located on human chromosome 6 
(mouse chromosome 1)57 adjacent to the IL17F gene. IL-17A 
and IL-17F are produced by activated CD4, γ/δ, NKT, CD8 T 
cells, ILC3, and lymphoid tissue-inducer (LTI)-like cells and in-
duced by IL-23 (Chapter 14). Beyond IL-23, Th17 cells are gen-
erated by IL-1β, IL-6, IL-21, and TGF-β.

Both IL-17A and IL-17F evoke inflammation largely by induc-
ing the production of chemokines, G-CSF, and GM-CSF, leading 
to the subsequent recruitment of polymorphonuclear leukocytes. 
IL-17 also induces production of matrix metalloproteinase by ep-
ithelial cells, which may be an important aspect of its pro-inflam-
matory effects. IL-17 family cytokines are important in host de-
fense against fungi and extracellular bacteria. Abundant data also 
point to the potential pathogenic roles of IL-17A in models of 
immune-mediated disease and in human autoimmune disorders.

Less well studied are IL-17B, IL-17C, and IL-17D, which are 
expressed in a variety of non-hematopoietic tissues, although 
IL-17D is reportedly produced by CD4 T cells. All of these 
cytokines are involved in anti-microbial immunity and bar-
rier maintenance, as well as in inflammation promotion and 
 neutrophil recruitment.

IL-17E, also known as IL-25, is constitutively produced by a 
population of intestinal epithelial cells, termed tuft cells.58 IL-25 
induces the expression of the type 2 cytokines (e.g., IL-4, IL-5, 
IL-13) in Th2 and ILC2, thereby enhancing mucus production, 

• Mutations in genes involved in the formation of the inflammasome 
complexes result in increased secretion of IL-1 and other IL-1-family 
members.

• Mutations in the gene coding for IL-1 receptor antagonist cause a 
 systemic autoinflammatory disease. 

CLINICAL RELEVANCE
Diseases Associated With the Interleukin-1  
Family of Cytokines

Clinical Relevance
The actions of IL-1 are tempered by the actions of a critical natural 
cytokine antagonist, IL-1 receptor antagonist (IL-1Ra), which is en-
coded by the IL1RN gene. Mutations in IL1RN can cause a systemic 
autoinflammatory disease, which is denoted Deficiency of IL-1Ra 
or DIRA.52 Mutations in NLRP3 contribute to several hereditary 
periodic fever syndromes (Chapter 37), including familial cold au-
toinflammatory syndrome (FCAS), Muckle-Wells syndrome, and 
neonatal onset multi-organ inflammatory disease (NOMID; in 
Europe called chronic infantile, neurological, cutaneous, articular 
syndrome or CINCA). NLRP3 is also called cryopyrin, thus, these 
disorders have been collectively referred to as cryopyrinopathies.53 
DITRA and other autoinflammatory diseases including NOMID 
are treated with recombinant IL1Ra, anakinra, and rilonacept, a fu-
sion protein comprising the extracellular domains of IL-1Ra and 
IL-1RacP linked to the Fc portion of IgG1.

IL-1α, IL-1β, and other members of the IL-1 family are present 
in the synovial fluid of patients with osteoarthritis. Patients with 
RA treated with recombinant, human IL-1Ra have reduced joint 
space narrowing. The anti-IL-1β mAb, canakinumab, is used in the 
treatment of systemic juvenile idiopathic arthritis. Canakinumab 
has also been shown to reduce rates of recurrent major cardiovas-
cular events, mortality, hospitalization, and new onset diabetes. 
The incidence of gout, osteoarthritis, and cancer also appear to be 
reduced, confirming a role for IL-1β in these pathologies.54
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epithelial cell hyperplasia, and eosinophilia. IL-25 is essential 
for the elimination of helminthic parasites.59

Signaling
Engagement of the IL-17 receptor activates MAP kinases, the 
PI3 kinase pathway, and NF-κB via Act-1 and TRAF6 (Fig. 14.6). 
IL-17 acts synergistically with TNF.60 The IL-17R associates with 
an adapter molecule called Act through the SEFIR domains, 
which are part of both the receptor and the adaptor.61

(colony-stimulating factor-1 also known as monocyte–macro-
phage-CSF or macrophage-CSF (M-CSF), stem cell factor (SCF, 
c-KIT ligand, or steel factor), platelet-derived growth factor 
(PDGF), and FLT3 ligand (FMS-like tyrosine kinase 3 ligand, 
FLT3-L). All of these have important hematological effects and 
tend to be included in discussions of cytokines. The structures of 
SCF and CSF-1 are similar to that of the cytokines that bind type 
I receptors as they too form four α-helical bundles, even though 
their receptors are entirely distinct. The similarities in their three-
dimensional structures point to a common evolutionary ancestor. 
The receptors in this subfamily typically have five immunoglobu-
lin-like loops in their ligand-binding extracellular domains. The 
cytoplasmic domain contains a tyrosine kinase catalytic domain 
interrupted by an “insert region” that does not share homology 
with other tyrosine kinases. This region is used to recruit various 
signaling molecules.

Family Members and Their Actions
KIT and Stem Cell Factor
Bone marrow stromal cells synthesize SCF as a soluble form (sSCF) 
and membrane-bound form (mSCF) resulting from alternative 
splicing and proteolytic cleavage. SCF is widely expressed during 
embryogenesis. Detectable in the circulation of normal adults, it 
is required to make stem cells responsive to other CSFs. sSCF sig-
naling via c-KIT results in proliferation, differentiation, survival, 
and migration of stem cells; whereas mSCF prevents endocytosis 
of the Kit receptor. SCF has effects on germ cells, melanocytes, and 
hematopoietic precursors, as well as important effects on the mast 
cell differentiation. Naturally occurring mouse mutations of SCF 
(Steel) or its receptor (W) result in defects in hematopoiesis and 
fertility, loss of mast cells, and absent coat pigmentation.

Colony Stimulating Factor Receptor 1 (CSF-1R) and CSF1
CSF-1 is a hematopoietic growth factor that supports the survival 
and differentiation of monocytic cells. It is produced by a wide variety 
of cells, including monocytes, smooth muscle cells, endothelial cells, 
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FIG. 14.6 Signal Transduction Cascade Downstream of Interleukin (IL)-17 Family of Cytokines and Their Receptors. IL-17 recep-
tor family members recruit the adapter molecule ACT1 to couple to downstream signaling by nuclear factor kappa B (NF-κB), MAP 
kinases, and the transcription factor C/EBP.

• mAbs neutralizing IL-17 or antagonizing the IL-17 receptor are effective 
in treating psoriasis and psoriatic arthritis. 

CLINICAL RELEVANCE
Therapeutic Application of Interleukin-17  
Blockade

Clinical Relevance
Many human diseases and animal models of autoimmune dis-
ease have been associated with increased levels of IL-17. An-
ti-IL-17 and anti-IL-17 receptor mAbs are approved for the 
treatment of psoriasis, psoriatic arthritis, and ankylosing spon-
dylitis and could represent a useful strategy to limit malignant 
transformation.62 IL-17A and IL-17F are essential for mucocu-
taneous immunity against Candida albicans, and mutations of 
IL17F, IL17RA, or IL17RC result in chronic mucocutaneous 
candidiasis.63

CYTOKINES ACTIVATING RECEPTOR  
TYROSINE KINASES

Ligand and Receptor Structure
Many growth factors, such as insulin and epidermal growth fac-
tor, utilize receptor tyrosine kinases (RTKs). Some—but not all—
of these factors can be classified as cytokines, including CSF-1  
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and fibroblasts. In  humans, overexpression of CSF-1 leads to the re-
cruitment of colony-stimulating factor-1 receptor (CSF-1R) expressing 
macrophages to the primary cell type within tenosynovial giant cell tu-
mors (TGCTs). TGCT is a rare benign tumor that involves the synovi-
um, bursa, and tendon sheath and results in the reduced mobility of 
the affected joint or limb. Kinase inhibitors that target CSF-1/CSF-1R 
have emerged as potential systemic agents for the treatment of TGCT.64

FLT and FLT3-L
FLT3-L synergizes with other cytokines, including SCF, to 
 induce proliferation of hematopoietic precursors and is an 
 important regulator of DC.

Signaling
The first step in signaling by the RTKs is ligand-induced recep-
tor dimerization (Fig. 14.7). Dimerization brings the two kinase 
domains into proximity and results in the activation of phos-
photransferase activity. This leads to autophosphorylation of the 
receptor subunits on the tyrosine residues, which are then bound 
by a variety of signaling molecules to initiate signal transduction. 
During this step, the signaling and adapter molecules recognize 
phosphotyrosine residues on the RTKs through either their SH2 
(src homology 2) or phosphotyrosine binding (PTB) domains.

RTKs activate the RAS/RAF/ERK pathway. In some cases, GRB2 
binds directly to phosphotyrosine residues on the cytoplasmic tail of 
the receptor via its SH2 domain. Alternatively, SHC can bind first 
and then recruit GRB2. In addition to an SH2 domain, GRB2 has 
two SH3 domains that bind proline-rich segments of the guanine nu-
cleotide exchange factor, son of sevenless protein (SOS), recruiting it 
to the membrane and allowing it to activate RAS, a small G-protein. 
Activated RAS binds and activates the serine/threonine kinase RAF, 

which in turn phosphorylates the dual-specificity kinase MEK. Acti-
vated MEK phosphorylates and activates ERK (extracellular signal-
regulated kinase), which then translocates to the nucleus where it 
phosphorylates and modulates the activity of various transcription 
factors, including ELK-1. GOF RAS mutations of RAS are common 
in a wide variety of human cancers.

RTKs also act through the phosphatidylinositol 3′-OH kinase 
(PI3-kinase) pathway.65 PI3-kinase catalyzes the formation of phos-
phatidylinositol-3,4,5-trisphosphate (PtdIns(3,4,5)P3), and Pt-
dIns(3,4)P2. These phospholipids are recognized by proteins with 
pleckstrin homology (PH) domains. One such protein is protein 
kinase B (PKB or AKT), which has been implicated in the regula-
tion of apoptosis. The PI3-kinase pathway is inhibited by the lipid 
phosphatase PTEN, which dephosphorylates PI3-kinase-generated 
phosphatidylinositides. Deletion of PTEN has been found in nu-
merous tumor types, demonstrating its role as a tumor suppressor.

Clinical Relevance
GOF c-KIT mutations result in systemic mastocytosis (Chapter 
44). Mutations resulting in a fusion between the PDGFRA and 
FIP1L1 genes underlie hypereosinophilic syndrome.66,67
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FIG. 14.7 Mechanism of Signal Transduction by Receptor Tyrosine Kinases. Ligand binding to receptor tyrosine kinases activates 
their enzymatic function leading to autophosphorylation, forming docking sites for adapter proteins that couple to activation of the 
RAS-Raf mitogen activated protein (MAP) kinase pathway. RTKs also activate phosphoinositide 3′ kinase (PI3K) leading to activation 
mTOR (mammalian target of rapamycin).

• TGF-β receptors play a key role in lymphoid homeostasis, with   
pro- and anti-inflammatory actions.

• TGF-β promotes the differentiation of regulatory T cells and Th17 cells.
• TGF-β receptors transduce signals through SMAD proteins.
• TGF-β receptor function is dysregulated in many forms of human  cancer. 

KEY CONCEPT
Properties of the Transforming Growth Factor-β 
Receptor Family
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TRANSFORMING GROWTH FACTOR-β  
LIGAND AND RECEPTOR FAMILIES
The transforming growth factor-βs (TGF-β) are a family of over 
40 cytokines involved in processes, including tissue remodel-
ing, wound repair, development, and hematopoiesis. Mutations 
of the elements in this pathway also contribute to malignant 
transformation and connective tissue and bone disorders. The 
mammalian ligands that belong to this family include TGF-β1, 
-β2, and -β3, bone morphogenic proteins (BMPs), growth and 
differentiation factors (GDFs), activins, inhibins, nodal, leftys, 
and Müllerian-inhibiting substance. TGF-βs induce collagen 
and fibronectin production by fibroblasts, which are thought 
to be responsible—at least in part—for diseases characterized 
by fibrosis (e.g., systemic sclerosis, pulmonary fibrosis). Func-
tionally, TGF-β inhibits many aspects of lymphocyte function, 
including T-cell proliferation and CTL maturation. In mice, 
disruption of TGF-β receptor signaling results in massive ex-
pansion of lymphoid organs and development of T-cell lympho-
proliferative disorders, indicative of a critical role for TGF-β in 
T-cell homeostasis.68

Ligand and Receptor Structure
The TGF-βs are expressed as biologically inactive disulphide-
linked dimers that are cleaved to form active dimers. On trans-
location into the endoplasmic reticulum, the N-terminal leader 
peptide is cleaved, and the mature protein is subsequently gen-
erated by a second cleavage event that releases an N-terminal 
pro-region. The pro-region can remain associated with the 
 biologically active C-terminal region, inhibiting its activity.

The biological effects of the TGF-βs and their related ligands 
are mediated by two classes of receptor, designated type I (RI) 
and type II (RII).69 A third group of receptors, denoted type III, 
also exists (i.e., TGF-βRIII for TGF-β); however, the latter group 
function as co-receptors.

Similar to the RTKs, the cytoplasmic domains of TGF-β re-
ceptors possess intrinsic kinase activity; however, TGF-βRI and 
TGF-βRII encode serine/threonine kinases. The signaling cas-
cade is initiated by the binding of TGF-β to the type II receptor, 
inducing the assembly of a ternary complex containing TGF-β, 
TGF-βRII, and TGF-βRI. The principal type I receptor in the 
TGF-β pathway is the ~55-kDa activin-like kinase-5 (ALK-5). 
ALK-1 can also be recruited into the complex and can transduce 
TGF-β-mediated signals.

TGF-β Family Members and Their Actions
The three known human TGF-βs (TGF-β1, TGF-β2, and TGF-β3) 
are closely related and have very similar biological functions. 
TGF-β1, the most abundant form, is the only isoform found in 
platelets. T cells and monocytes mainly synthesize TGF-β1, a 
critical function of which is to antagonize  lymphocyte responses.

Approximately half of TGF-β1−/− mice survive until birth, 
but then succumb 3 to 4 weeks later to an overwhelming au-
toimmune state characterized by lymphoid and mononuclear 
infiltration of the heart, lung, and other tissues and by autoanti-
body production. These studies, together with selective inhibi-
tion of TGF-β function in T cells, indicate that TGF-β plays a 
crucial role in T-cell homeostasis and the prevention of sponta-
neous T-cell differentiation. TGF-β1 induces FoxP3, promotes 
adaptive Treg cell differentiation, and inhibits IFN-γ produc-
tion. TGF-β can also regulate T-cell tolerance independently 
of FoxP3.  Conversely, TGF-β1 with IL-6 induces IL-17. TGF-β 

FIG. 14.8 Signaling by Transforming Growth factor-β (TGF-β)  
Family Receptor Serine Kinases. Ligand binding activates 
 enzymatic activity leading to phosphorylation of SMADs, 
which translocate to the nucleus, bind DNA, and regulate gene 
expression.
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also promotes IL-22 secretion by Th17 cell through Ahr activa-
tion and promoting tumors. TGF-β with IL-4 induces IL-9, a cy-
tokine with pro- and anti-inflammatory actions. Thus, TGF-β1 
has both pro-inflammatory and anti-inflammatory activities.

Of the three isoforms, TGF-β2 is the most abundant and 
TGF-β3 is the least abundant isoform in body fluids. TGF-β2 
and TGF-β3-null mice exhibit defects distinct from those ob-
served in TGF-β1 knockouts, particularly in bone and internal 
organ formation. Their deficiency is embryonically lethal. Thus, 
although the three isoforms function similarly in vitro, they 
play distinct roles in vivo.

Signaling
The human type II receptor is an 80-kDa glycoprotein and is the 
principal receptor for TGF-β. Once TGF-β binds to type II recep-
tor, the type I receptor is recruited into the complex and activated 
through phosphorylation of its GS domain, a juxtamembrane do-
main preceding the kinase domain (Fig. 14.8).69 In turn, the type 
I receptor is responsible for phosphorylating key signaling inter-
mediates, SMADs, the primary substrates of the receptor.

Small mothers against dodecaplegias (SMADs) are a group 
of highly conserved proteins that play a critical role in TGF-β 
signal transduction.70 Eight SMADs have been identified in 
mammals. All exhibit a high degree of specificity for conserved 
motifs in the cytoplasmic tail of type I receptors with no known 
structural or enzymatic motifs. They are subdivided into three 
classes based on functional distinctions.

The receptor-regulated SMADs (R-Smads) directly interact 
with the type I receptor. These include SMAD1, -2, -3, -5, and 
-8. Smad2 and Smad3 are phosphorylated in response to TGF-β, 
whereas Smad1, -5, and -8 are primarily activated in response 
to BMP activation. The interaction of R-SMADs with TGF-β 
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receptors can also be regulated by another molecule termed 
SARA (SMAD anchor for receptor activation). SARA binds 
unphosphorylated SMAD2 and SMAD3. Through its lipid-
binding domain (FYVE), SARA relocates SMADs to the plasma 
membrane, facilitating receptor binding.

Once phosphorylated, R-SMADs dissociate from SARA and 
from the activated type I receptor and associate with SMAD4 
in the cytoplasm. This is followed by nuclear translocation of 
the heteromeric SMAD complex with binding to cognate DNA 
motifs in the promoters of TGF-β-responsive genes and to con-
comitant induction of transcription. SMAD2 null mice lack 
anterior/posterior specification and fail to develop mesoderm, 
causing embryonic lethality. SMAD3-deficient mice have limb 
malformations and defective immune function.

Upon recruitment to their cognate activated type I receptor, 
R-SMADs are phosphorylated on C-terminal serine residues, 
triggering homodimerization of R-SMADs or heterodimeriza-
tion of the common SMAD—or C-SMAD. SMAD4 is the only 
known C-SMAD in vertebrates, functioning as the central and 
essential downstream mediator of other SMADs in all TGF-β/
BMP pathways. SMAD4-deficient mice exhibit severe defects in 
gastrulation and die early in embryogenesis. SMAD4 specific 
deletion provided insight into its role in bone development and 
pathogenesis of chondrodysplasia71

SMAD6 and SMAD7 comprise the third subfamily of SMADs 
in mammals, the inhibitory SMADs (I-SMADs). SMAD6 com-
petes with SMAD4 for binding to an R-SMAD. Studies with 
SMAD6-deficient mice indicate a role in the development and 
homeostasis of the cardiovascular system. SMAD7 is induced by 
TGF-β and binds to TGF-β receptors, inhibiting the phosphory-
lation of R-SMADs, thus serving as a classic feedback inhibitor.

Although SMADs bind DNA, they also interact with a vari-
ety of other transcription factors, transcriptional co-activators, 
and transcriptional co-repressors to coordinately regulate tran-
scription of a select subset of complex promoters. For example, 
SMADs can bind ATF2—the vitamin D receptor—and other 
transcription factors and can recruit the co-activators CBP/p300. 
SMAD4 can also regulate FZD4, a component of the Wnt net-
work, therefore establishing a bridge between TGF-β and Wnt.72

A number of members of the mitogen-activated protein ki-
nase (MAPK) family are activated in response to TGF-β, includ-
ing ERK, JNK, and p38 MAPK. Another MAPK member, TAK1 
(TGF-β-associated kinase-1) can be recruited upon TGF-β stim-
ulation, forming a complex with TAB1 (TAK1-asociated binding 
protein), leading to downstream activation of p38/MPK2 and 
c-JUN N-terminal kinase (JNK) through MKK6 and MKK4, re-
spectively. TGF-β can also interact with the PI3K-AKT-mTOR 
signaling pathway. Thus, TGF-β signaling influences many 
 cellular functions by its ability to crosstalk with other paths.

Clinical Relevance
Loeys-Dietz syndrome is a connective tissue disorder that results 
from mutations in TGFBR1, TGFBR2, TGFB2, TGFB3, or SMAD3. 
GOF mutations of activin receptor-like kinase 2 (ALK-2, encoded 
by ACVR1) underlie the disorder fibrodysplasia ossificans pro-
gressive, which is characterized by widespread heterotopic bone 
formation. SMAD4 is deleted in half of all human pancreatic car-
cinomas. Mutations in SMAD2 have been identified in patients 
with colon cancer, and somatic mutations in TGF-β receptors 
have been identified in colon and gastric cancers. Loss of SMAD3 
is associated with leukemia. Oncogenic RAS can repress SMAD 
signaling by negatively regulating SMAD2 and SMAD3. Variants 

in SMAD6 are associated with complex cardiovascular pathology. 
Somatic mutations of SMAD3 are associated with melorheostosis, 
a rare genetic bone disease.73 Activation of the TGF-β network 
can contribute to pathological fibrosis in most organs and has 
been associated with multiple skeletal  muscle myopathies, in-
cluding Duchenne muscular dystrophy.

OTHER CYTOKINES

Interleukin-14
IL-14 was identified as a high molecular weight B-cell growth 
factor produced by T cells and some B-cell tumors. The precise 
nature of this putative cytokine is still uncertain, although it has 
been implicated in the pathogenesis of autoimmune diseases, 
SLE, Sjögren syndrome (Chapter 55), and Graves disease or 
Hashimoto thyroiditis (Chapter 70).74

Interleukin-16
IL-16 was formerly termed lymphocyte chemoattractant factor 
because of its ability to recruit CD4 T cells.75 Unrelated to other 
cytokines, its only known receptor is CD4. Originally identified 
as a product of CD8 T cells, its message is widely expressed. 
CD4 T cells, eosinophils, and mast cells as well as epithelial 
cells, fibroblasts, and monocytes can all secrete IL-16. It is pres-
ent in bronchoalveolar lavage fluids from asthmatics and sar-
coid patients. IL-16 has also been detected in blister fluid from 
bullous pemphigoid lesions (Chapter 63) and overexpressed in 
RA, IBD, SLE, and autoimmune thyroid disease.

Interleukin-32
IL-32 is structurally distinct from other families.76 It is induc-
ible by the combination of IL-12 and IL-18, and nine different 
isoforms are generated by mRNA splicing. IL-32 induces the 
expression of various cytokines, including TNF, IL-1, IL-6, and 
chemokines. It can synergize with muramyl dipeptides and sig-
nals via NF-κB and p38. IL-32 is present in rheumatoid synovi-
um and is found at increased serum concentrations in patients 
with Behçet disease, SLE, and atopic dermatitis (Chapter 48). 
IL-32 may be a promising approach to the evaluation of the pres-
ence of pulmonary arterial hypertension in systemic sclerosis.77

Interleukin-34
IL-34 is the second ligand for CSF-1R. Its functions include the 
differentiation, proliferation, and survival of monocytes, mac-
rophages, and osteoclasts. IL-34 has been associated with the 
inflammatory process seen in RA, IBD, and Sjogren syndrome. 
IL-34 levels appear to be elevated in serum and synovial fluid in 
patients with RA.78

CONCLUSIONS AND SUMMARY
Cytokines encompass a wide range of molecules that are essen-
tial for communication between cells of the immune system and 
other non-immune cells. Although the number of cytokines al-
ready seems vast, it is likely that more will be discovered in the 
future. Considerable progress has been made in defining the in 
vivo functions of various cytokines. Equally impressive have 
been the advances in our understanding of how the dysregula-
tion of cytokines and cytokine signaling contributes to human 
disease. While there is no doubt that innumerable advances, 
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including direct therapeutic triumphs (Table 14.4), have come 
from understanding the basic science of cytokine biology, there 
is still much to do. An exciting possibility for the future is en-
gineering synthetic cytokines. Equally, there are many possible 
bispecific antibodies that target more than one cytokine or cyto-
kine receptor that can be generated. Improved understanding of 
regulators like SOCS proteins should also offer new therapeutic 
opportunities. As imaging of cells and macromolecular com-
plexes improve, it will be particularly exciting to really see how 
cytokines signal. The best advice is to “stay tuned to this station.”
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The large number of leukocyte subsets that populate the im-
mune system, each with distinct and complex trafficking itin-
eraries, places great demands on an operating system. Orderly 
trafficking (Chapter 16) depends on the specificity of chemo-
kine receptors for chemokines and leukocytes, dynamic tempo-
rospatial regulation of chemokine expression in source cells and 
chemokine receptor expression in responding cells, integration 
of multiple signal transduction pathways, and signal-modifying 
factors in individual cells (Fig. 15.1).1 Accordingly, the che-
mokines are the largest family of cytokines (Chapter 14), and 
chemokine receptors are one of the largest families of 7-trans-
membrane-domain receptors. In order to fine-tune immune 
responses, combinatorial complexity permits multitasking and 
back-up by individual system components in a single cell type 
or among different cell types.

CHEMOKINES
Chemokines are defined by their structure, not their function.2

Conserved and uniformly spaced disulfide-bonded cysteines 
help create a highly conserved tertiary structure (Figs. 15.1 and 
15.2A). Most chemokines have at least four conserved cyste-
ines. The first two are either adjacent (CC motif, n = 24 in 
human) or separated by one (CXC motif, n = 16 in human) 
or three (CX3C motif, n = 1) amino acids. Two chemokines 
have only two cysteines (XC motif), which correspond to C-2 
and C-4 in the other groups. Disulfide bonds link C-1 to C-3 
and C-2 to C-4. The chemokine core domain contains 3 β-sheets 
connected by short loops and arranged in the shape of a Greek 
key. The core is overlaid by a C-terminal α-helical domain, and 
flanked by an N-terminal domain that lacks order. The four che-
mokine cysteine motifs are followed by the letter “L” for ligand
and a number (e.g., CXCL1) in a systematic nomenclature.3

Chemokines may form multiple quaternary structures,   
including monomers, homodimers, homotetramers, and   
heterodimers. Complex multimers noncovalently bound to 
glycosaminoglycans (GAGs) on the endothelial cell surfac-
es may be important for presentation to leukocytes in vivo.   
However, structural studies indicate that chemokines prob-
ably bind to receptors as monomers, potentially released as 
a cloud from multimerized deposits at GAG binding sites.4

CXCL16 and CX3CL1 are exceptional in having a multimod-
ular structure that includes a classic chemokine domain, a 
mucin-like stalk, a transmembrane domain, and a C-terminal 
cytoplasmic module. Each can exist as either a membrane-
bound form or shed form, enabling either direct cell–cell   
adhesion or chemotaxis, respectively. CXCL16 also multitasks 
as a scavenger receptor, binding to phosphatidylserine and 
oxidized low-density lipoprotein.

CHEMOKINE RECEPTORS
Chemokine receptors are defined as signal transducers that 
trigger cellular responses upon binding chemokines. In hu-
mans, 23 subtypes of chemokine receptors have been divided 
into two main groups, the conventional G protein-coupled 
chemotactic chemokine receptors (GPCRs; n = 19) and the 

Definition
• Chemokines are defined by a common structure, the chemokine fold.
• Chemokine receptors are defined by a common biochemical function: 

chemokine binding-dependent cell signaling.
• Most chemokine receptors catalyze guanine nucleotide-exchange 

on Gi-type G proteins.
• A small group of so-called atypical receptors do not signal through 

G proteins; some signal through an arrestin-dependent pathway.

Classification
• Chemokines form four main structural subclasses (C, CC, CXC, and 

CX3C) and two main immunological subclasses (inflammatory and   
homeostatic).

Evolution
• Chemokines and chemokine receptors arose in vertebrates and have 

been copied or mimicked by many viruses.
• Chemokines and chemokine receptor repertoires can differ among 

species and among individuals of the same species.

Ligand–Receptor Promiscuity
• The majority of chemokine receptors pair promiscuously with chemo-

kine ligands, usually restricted to a single chemokine subclass; these 
typically mediate inflammatory responses.

Cell Biology
• Chemokines coordinate leukocyte trafficking.
• They can have prominent nontrafficking functions:

• Immunologic effects: lymphocyte proliferation/apoptosis/differenti-
ation/activation, granulocyte degranulation/superoxide production/
direct antimicrobial activity.

• Nonimmunologic effects: development, cancer, angiogenesis.

Biology
• Chemokines act redundantly or nonredundantly, depending on con-

text.
• Host chemokine receptors mediate antimicrobial defense.
• Some pathogens (e.g., HIV and Plasmodium vivax) can exploit chemo-

kine receptors to infect the host.
• Excessive or inappropriate chemokine expression may pathologically 

amplify immunologically mediated disease. 

KEY CONCEPTS
Chemokine and Chemokine Receptors
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atypical G protein-uncoupled chemokine receptors (ACKRs; 
n = 4) (see Figs. 15.1 and 15.2B). Chemokine binding, mem-
brane anchoring, and signaling domains for receptors from 
both groups come from a single polypeptide chain, although 
evidence exists for both homo- and heterodimers.2,5,6

Each chemokine has a unique receptor specificity profile, and 
vice versa. Five chemokine GPCRs (CXCR4, CXCR5, CCR6, 
CCR7 and CCR9) pair monogamously with a chemokine ligand, 
all of which support homeostatic trafficking into, within and out 
of primary and secondary immune organs. The other 14 chemo-
kine GPCRs bind multiple chemokines restricted mainly to one 
structural group that support inflammatory signaling.

The chemokine GPCRs are systematically named based on 
ligand group specificity. The distinction between inflammatory 
and homeostatic chemokines and chemokine receptors can be 
vague since the same molecule may multitask. For example, 
CXCR2 is important for both acute tissue neutrophilic inflam-
mation and homeostatic release of newly produced bone mar-
row neutrophils to the blood.

Almost all chemokines are chemotactic agonists. A few may 
be agonists at one GPCR, antagonists at another (e.g., CCL11 
agonism at CCR3 and antagonism at CXCR3), and also bind to 
ACKRs. For chemokines acting at the same GPCR, differential 
receptor usage, differential regulation of expression, and biased 
agonism all contribute to nonredundant function in vivo.7 The 
sheer size and high degree of promiscuity of the chemokine 
ligand-receptor repertoire help explain why, in complex chron-
ic inflammatory diseases, the response to monospecific drugs 
that target the system one component at a time has been un-
derwhelming, given the many types of leukocytes, chemokines, 
and chemokine receptors that can be involved in pathogenesis.8

ATYPICAL CHEMOKINE SYSTEM COMPONENTS
There are three main classes of atypical chemokine system 
components. The first includes the four atypical chemokine 
receptors (ACKRs). These bind promiscuously to multiple 
chemokines either without inducing a signal or with signal-
ing occurring through a β-arrestin-dependent G protein-
independent pathway. ACKRs are subclassified by the degree of 
chemokine promiscuity.9 ACKR1 and 2 bind overlapping sets 
of many proinflammatory CC chemokines, and ACKR1 also 
binds multiple proinflammatory CXC chemokines. Prominent 
expression of both receptors on tissue barrier cells, including 
vascular and lymphatic endothelial cells and placental tropho-
blasts, and of ACKR1 on mature erythrocytes, which hugely 
outnumber leukocytes in blood, has suggested they may func-
tion as chemokine sinks to shape more effective chemokine 
gradients or to dampen excessive inflammatory responses. For 
example, inflammatory chemokine scavenging by placental 
trophoblast-expressed ACKRs may contribute to immunologic 
tolerance during pregnancy. ACKR1 on endothelial cells may 
also present chemokines to leukocytes by mediating transcyto-
sis of bound chemokine to the abluminal side of the cell. In-
ternalization of bound chemokine is a general property of all 
chemokine receptors; however, ACKR2 is specialized for che-
mokine scavenging by extremely rapid internalization of deg-
radation bound ligands and rapid receptor recycling.

In contrast to ACKR1 and 2, ACKR3 and 4 bind only 2 and 
3 chemokines, respectively. They coordinate local chemokine 
gradient shaping with specific GPCRs for which they share li-
gand specificity (CXCR4 and CCR7, respectively). For exam-
ple, gradients of CXCL12 shaped by ACKR3 that then signal 
chemotactically through CXCR4 mediate zebrafish germ cell 
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migration during development. ACKR4 shaping of gradients 
for shared ligands signaling through CCR7 may similarly fa-
cilitate B, T, and dendritic cell trafficking in mammalian lymph 
node (Chapter 2). ACKR3 may also function independently   
of CXCR4: for example, to position marginal zone B cells 
(Chapter 7) in mouse spleen.

The second class of atypical chemokine system compo-
nents includes endogenous nonchemokine agonists that act at 
chemokine receptors (e.g., MIF at CXCR2 and β-defensin-2 
at CCR6). The third class includes virally encoded chemokine   

system mimics, including pirated bona fide chemokines and 
7TM chemokine receptors, structurally unique secreted chemo-
kine scavengers, and nonchemokine chemokine receptor ago-
nists or antagonists (see Fig. 15.1).10 Viral chemokine elements 
can function to evade the immune system, recruit new target 
cells, reprogram gene expression for cell proliferation and an-
giogenesis, and mediate target cell entry. Secreted and structur-
ally unique broadly specific chemokine-binding proteins known 
as evasins have been identified in tick saliva, which could help 
explain the lack of inflammation associated with tick bites.
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GAGs or by transmembrane domains in the case of CX3CL1 
and CXCL16. The tethering cell may have produced the che-
mokine or else imported it by transcytosis from neighbors. The 
ligand binding site includes the receptor N-terminus and one 
or more extracellular loops, which allow docking of the chemo-
kine core domains, and multiple seven-transmembrane (7TM) 
domains, which accept the chemokine’s N-terminus and are 
critical for triggering. Additional sites of interaction have been 
identified by direct structural studies.2,5,6

CHEMOKINE ACTIVATION OF CHEMOTACTIC 
SIGNALING PATHWAYS
Chemokines trigger G protein–coupled chemokine receptors to 
act as guanine nucleotide exchange factors (GEFs) for heterotri-
meric Gi-type G proteins, releasing GDP from and binding GTP 
to the Giα subunit (Fig. 15.3).11,12 The G protein dissociates into 
α and βγ subunits, which in turn activates diverse G protein–
dependent effectors, including phospholipases A2, C (subtypes 
β2 and β3) and D, phosphatidylinositol-3-kinase γ (PI3Kγ), 
protein tyrosine kinases (PTK) and phosphatases, low-molecu-
lar-weight GTPases, and mitogen-activated protein kinases.

Phospholipase C (PLC) hydrolyzes phosphatidylinositol 
bisphosphate (PIP2) to form 1,2-diacylglycerol (DAG) and 
inositol-1,4,5-trisphosphate (IP3). IP3 induces Ca2+ release 
from intracellular stores, which acts with DAG to activate 
protein kinase C (PKC). PI3Kγ phosphorylates PIP2 to form 
PIP3, which recruits proteins containing pleckstrin homology 
(PH) or PHOX (PX) domains to lamellipodium, thereby con-
verting shallow analog extracellular chemokine gradients into 
steep digital intracellular effector gradients. Four PH domain-
containing targets—Akt, and GEFs for Rac, Rho, and Cdc42—
modulate distinct phases of cell movement in various model 
systems. Rho regulates cell adhesion and chemotaxis, and myo-
sin contraction. Rac and Cdc42 control lamellipodia and filipo-
dia formation, respectively. Downstream targets of Rac include 
Pak1, which also regulates myosin contraction.

Chemokine activation of Gi may also inhibit adenylyl   
cyclase activity via the dissociated Gαi subunit. Chemokine   
agonists induce phosphorylation of the C-tail domain of their 
receptors to which β arrestin is recruited for alternative signaling 
and downregulation of the receptor by internalization through a 
clathrin-dependent mechanism. Chemokines also activate MAP 
kinases, and PTK with downstream effects on cell migration and 
gene regulation.

REGULATION OF CHEMOKINE ACTION
Chemokine and chemokine receptor expression can be posi-
tively or negatively regulated at the transcriptional level by fac-
tors that include proinflammatory cytokines, oxidant stress, 
hypoxia, viruses, bacterial products such as lipopolysaccha-
ride and N-formylpeptides, cell adhesion, antigen uptake, and   
T-cell costimulation. Multiple transcription factors regulate   
chemokine and chemokine receptor expression, including nuclear 
factor-κB (NF-κB) and cEBP-δ. In innate immunity, proinflam-
matory cytokines such as interleukin (IL)-1, tumor necrosis 
factor (TNF), IL-15, and IL-17 (Chapter 14) induce expression 
of inflammatory chemokines important for recruitment of my-
eloid and natural killer (NK) cells. In adaptive immunity, signa-
ture cytokines of polarized helper T cells (Chapter 11) establish 

Immunologic Classification
Mature hematopoietic cell types express a variably sized signa-
ture subset of multiple chemokine receptors. The sole excep-
tion is the erythrocyte, which expresses only ACKR1. Several 
chemokine receptors are consistently and highly expressed on 
almost all cells of a given subset, acquiring the status of a reli-
able subset marker (e.g., CXCR1 and CXCR2 for neutrophils, 
CCR3 for eosinophils, CCR2 and CX3CR1 for different subsets 
of monocytes, CXCR3 for Th1 cells, CCR4 for Th2 cells, CCR6 
for Th17 cells, CXCR5 for B cells, and CCR7 for naïve and cen-
tral memory T cells and mature dendritic cells).

Homeostatic chemokines are differentially and constitutively 
expressed in specific microenvironments of primary and sec-
ondary immune organs. They direct trafficking of both mature 
and immature leukocytes (Chapter 16) via constitutively ex-
pressed receptors. Noxious stimuli induce inflammatory che-
mokines in diverse tissue cells and leukocytes. Inflammatory 
chemokine receptors are constitutively expressed on myeloid 
(Chapter 39) and NK cells (Chapter 12), and are induced upon 
activation of effector lymphocytes (Chapter 10). Dynamic shifts 
in receptor expression occur during dendritic cell (Chapter 6) 
and NK cell maturation, and during lymphocyte maturation, 
activation, and differentiation.

The chemokine and chemokine receptor repertoires vary be-
tween and within species. For example, the major human CXC 
chemokine CXCL8 (interleukin-8) is not found in mice and 
chemokine gene copy number variation and sequence polymor-
phism in humans affects the risk of acquiring certain diseases 
(e.g., CCL3 copy number variation and the CCR5Δ32 mutation 
in HIV/AIDS (Chapter 41), and the ACKR1 Duffy mutation in 
Plasmodium vivax malaria (Chapter 29)).

CHEMOKINE PRESENTATION MECHANISMS
Chemokines typically act at the local site of production. They 
may be presynthesized and stored in granules (e.g., CXCL4 and 
CXCL7 in platelets) awaiting a proinflammatory release signal, 
or else be constitutively released, sometimes achieving high 
concentrations in the blood (e.g., CCL14–16). Others are newly 
synthesized in response to activation signals (e.g., inflammatory 
chemokines). Chemokines may be presented to leukocytes as 
ligands tethered to either extracellular matrix proteins and, as 
mentioned previously, to endothelial cells either by binding to 

Homeostatic System
• Constitutively expressed ligands and receptors.
• Important in hematopoiesis and immune surveillance.
• Key receptors: CXCR4 on all leukocytes, especially hematopoietic 

stem and progenitor cells; CXCR5 on B cells; CCR7 on mature den-
dritic cells and both naïve and central memory T cells; and gut and 
skin-specific T-cell homing receptors (CCR9 and CCR10, respectively).

Inflammatory System
• In innate immunity, inducible ligands, and constitutively expressed 

receptors (e.g., neutrophil CXCR1 and CXCR2, monocyte CCR2 and 
CX3CR1, eosinophil CCR3, and NK cell CX3CR1).

• In adaptive immunity, inducible ligands and inducible receptors (e.g., 
CXCR3, CCR4, and CCR6 on Th1, Th2, and Th17 subsets of CD4 T 
cells, respectively). 

KEY CONCEPTS
Immunologic Classification of the Chemokine System



219CHAPTER 15 Chemokines and Chemokine Receptors

positive feedback loops for tissue cell production of signature 
chemokines able to specifically recruit additional helper T cells, 
thereby reinforcing polarization of the response. Interferons, 
glucocorticoids, and antiinflammatory cytokines (e.g., IL-10, 
transforming growth factor-β [TGF-β]) can inhibit inflamma-
tory chemokine gene expression. Chemokine system compo-
nents can also be regulated at the level of mRNA stability by cis
motifs, microRNAs and long-noncoding RNAs (Chapter 19).

Chemokine genes may generate functional variants by alterna-
tive splicing and posttranslational modification, especially N- and 
C-terminal proteolytic trimming.13 Proteases can target many 
chemokines (e.g., CD26 [dipeptidyl peptidase IV] and matrix 
metalloproteinases [MMP]), or few or only one (e.g., TACE [the 
TNF-α converting enzyme], plasmin, urokinase plasminogen 
activator and cathepsin G). Chemokines can be scavenged not 
only by ACKRs, but also by receptor decoys and autoantibodies, 
or they can be blocked by endogenous receptor antagonists. In 
addition, cytokines may convert a signaling receptor into a decoy 
(e.g., IL-10 uncouples CCR2 signaling in monocytes). Chemo-
kine receptors may exist in different functionally distinct confor-
mational states and may be modulated in signalosomes, which 
may include physical and/or functional interactions with other 
chemokine receptors and accessory molecules. Likewise, chemo-
kine action may be modulated by binding to other chemokines 
and accessory molecules: for example, the ability of the chroma-
tin-binding protein HMGB1 released from dying cells to bind 
CXCL12, thereby enhancing its signaling potential at CXCR4.

LEUKOCYTE RESPONSES TO CHEMOKINES
Whereas all leukocyte subtypes migrate in response to one 
or more chemokines, each subtype can also respond in addi-
tional stereotypical ways. For example, lymphocytes may pro-
liferate or undergo apoptosis (Chapter 17), and strengthen 
immune synapses (Chapter 10) or release immunoregulatory 
(Chapter 13) and cytotoxic factors (Chapter 12); and granulo-
cytes (Chapter 39) can release antimicrobial and inflammatory   
mediators (e.g., superoxide, defensins, proteases, histamine, 
eicosanoids).

The mechanism of leukocyte migration can vary depend-
ing on the leukocyte subtype and the environment. In the clas-
sic multistep model of leukocyte transendothelial migration 
(Chapter 16),14 an initial chemokine-independent step involves 
leukocytes rolling on inflamed endothelium by reversible inter-
actions between endothelial selectins (e.g., L-selectin) and leu-
kocyte selectin ligands (e.g., sialyl-Lewisx). Next, chemokines 
presented by endothelium via GAGs stimulate cognate chemo-
kine receptors on rolling leukocytes to induce expression of ac-
tivated β2 integrins, which mediate firm adhesion of leukocytes 
to endothelium by binding to endothelial intercellular adhesion 
molecule (ICAMs).

Leukocytes sense chemokine gradients, polarize, and 
become poised to crawl. Motion involves shear-dependent 
coordinated cytoskeletal remodeling, involving expansion 
of the leading edge (lamellipodium), myosin-based con-
traction at the trailing edge (uropod), release of the uropod 
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from substrate, and membrane lipid movement. Navigation 
across endothelium and through tissue may involve addi-
tional steps in which specific chemoattractants and adhe-
sion molecules play differential roles and the steps may vary 
for different barriers in tissue.15 For example, some chemo-
kines are specialized in arrest of leukocytes on endothelium 
and others are critical for terminal transendothelial migra-
tion (Fig. 15.4A).16

CHEMOKINE REGULATION OF HEMATOPOIESIS
Chemokines play major roles in hematopoiesis (see Fig. 15.4B).17

Both CXCR2 and CXCR4 are expressed on hematopoietic 
stem cells (HSCs) and neutrophils, and the balance of CXCR2 
and CXCR4 signaling influences homing to and egress from 
bone marrow niches. CXCL12 is produced by CXCL12-asso-
ciated reticular (CAR) cells in hematopoietic stem cell (HSC) 
niches whereas bone marrow microvascular endothelial cells 
produce oppositely oriented gradients of the CXCR2 agonists 
CXCL1 and CXCL2.18 HSCs and neutrophils can both be 
rapidly mobilized pharmacologically by granulocyte colony-
stimulating factor (G-CSF), which induces CXCR4 degra-
dation by neutrophil elastase, or by CXCR4 antagonists and 
CXCR2 agonists. Mice lacking either CXCL12 or its receptor 
CXCR4 display defective bone marrow myelopoiesis, whereas 
CXCR2 knockout mice demonstrate resting peripheral blood 
and bone marrow neutrophilia and impaired acute neutrophil 
migration into tissue under inflammatory conditions. The 
atypical CXCL12 receptor ACKR3 does not regulate hemato-
poiesis, but instead regulates marginal zone B-cell positioning 
in spleen (Chapters 2 and 7), among other functions. CCR2 is 
important for monocyte release from bone marrow.

Chemokines and chemokine receptors are differentially 
expressed in thymus and coordinate thymocyte migration 
from cortex to medulla.19 CCR9 and its sole ligand CCL25 
are particularly important in this process. CCL25 is expressed 
by medullary dendritic cells and both cortical and medul-
lary epithelial cells. CCR9 is expressed on the majority of 
immature CD4+CD8+ thymocytes but is downregulated dur-
ing transition to the CD4+ or CD8+ single-positive stage. Just 
before thymic egress, thymocytes become CCR9 negative 
and upregulate L-selectin. CD4+CD8+ thymocyte transition 
in the cortex to CD4+ or CD8+ single-positive thymocytes 
in the medulla involves upregulation of CCR4 and CCR7, 
receptors for CCL22, and CCL19 and CCL21, respectively, 
which are expressed in the medullary stroma. Accordingly, 
these chemokines attract thymocytes between the late corti-
cal and medullary stages of development in vitro. Neutraliza-
tion studies suggest that egress of newly formed T cells from 
fetal thymus to the circulation is mediated by CCL19, which 
localizes to endothelial cells of medullary venules and acts at 
CCR7 on mature thymocytes.

CHEMOKINE REGULATION OF THE 
IMMUNE RESPONSE

Innate Immunity
Platelet-Derived Chemokines
Made primarily during platelet development, stored in plate-
let α granules, and rapidly released during platelet degranula-
tion, CXCL4 and CXCL7 are among the first chemokines to 

appear at sites of tissue injury and infection, particularly when   
there is hemorrhage and vascular damage, and can reach high   
concentrations.20 CXCL7 can function as an immediate-early 
mediator of neutrophil recruitment released from platelets at 
sites of inflammation. Although it is not a prominent leukocyte 
chemoattractant, CXCL4 complements CXCL7 by inducing 
neutrophil secondary granule exocytosis and release of matrix-
degrading enzymes, which may facilitate neutrophil penetra-
tion of infected or injured tissues.

Myeloid Cell Trafficking
Once myeloid cells are released from the bone marrow, they 
undergo specific trafficking itineraries and, in some cases, be-
come resident in tissue. CXCL14 is important for macrophage 
(Chapter 3) positioning in lung by a still undefined receptor, 
and CCL11 and its receptor CCR3 are important for positioning 
of eosinophils (Chapter 45) in spleen and the gastrointestinal 
tract (Chapter 24). CX3CR1 regulates localization of myeloid 
DCs in Peyer patches and may be important for antigen sam-
pling from the intestine.

All seven CXC chemokines containing an N-terminal ELR 
motif preferentially recruit neutrophils in vitro by binding to 
CXCR2. CXCL6 and CXCL8 are also potent agonists at the 
closely related neutrophil receptor CXCR1.21 CXCR2 chemo-
kines are rapidly inducible in most tissue cells. Temporospatial 
differences in expression provide a mechanism for graded navi-
gation of neutrophils from blood into tissue. Blocking studies 
have demonstrated the importance of CXCL8 and CXCR2 in 
neutrophil accumulation in response to infectious and nonin-
fectious stimuli. CXCR1 does not appear to mediate neutrophil 
recruitment into infected sites but is instead involved in activa-
tion of antimicrobial effector mechanisms.

Intradermal injection of CXCL8 in man causes rapid   
(<30 minutes) and selective accumulation of large numbers 
of neutrophils in perivascular regions of the skin (Chapter 23) 
without causing edema. Tissue-specific transgenic overexpres-
sion of mouse CXCL8 paralogues KC and MIP-2 suggests that 
these factors may recruit cells, but may not independently acti-
vate cytotoxic mechanisms. In a human blister model, endog-
enous CXCL8 peaks at approximately 24 hours, whereas C5a 
(Chapters 3 and 39) and leukotriene B4, which also recruit neu-
trophils, appear earlier. Thus, the primary role of CXCL8 may be 
to amplify early inflammatory responses initiated by other types 
of chemoattractants. CXCL1, 2, 3, 7, and 8 also induce basophil 
chemotaxis and histamine release in vitro, which together with 
other factors, including complement-derived anaphylatoxins 
C3a and C5a, promote vasodilatation early during innate im-
mune responses.

Monocyte recruitment typically follows neutrophil accumu-
lation with delayed kinetics and can be mediated by multiple 
inflammatory CC receptors and CX3CR1. CCR2 and CX3CR1 
are particularly important and define two monocyte subsets, 
CX3CR1hiCCR2− and CX3CR1loCCR2+, which are referred to 
as “resident” and “inflammatory” monocytes because of their 
distinct trafficking characteristics.22

NK Cells
Human NK cell subsets (Chapter 12) express unique   
repertoires of chemokine receptors. The CD56dimCD16+

subset, which is associated with high cytotoxic capacity 
and low cytokine production, expresses primarily CXCR1 
and CX3CR1. The minor subset of CD56brightCD16dim cells, 
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which produce large amounts of cytokines but have low   
killing capacity, preferentially express CCR7. The exact   
profile of chemokine receptor expression can be modulated   
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by adherence and stimulation ex vivo with IL-2. Cognate   
chemokines chemoattract NK cells and promote degranula-
tion and killing.
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Dendritic Cells and Transition to the  
Adaptive Immune Response
Transition from innate to adaptive phases of the immune re-
sponse involves antigen uptake by antigen-presenting cells 
(Chapter 6), especially dendritic cells, mediated by Fc and 
complement phagocytic receptors; as well as pattern recogni-
tion receptors (PRRs) (Chapter 3), including DC-SIGN and 
Toll-like receptors (TLRs), which differentially induce inflam-
matory chemokine expression. Pathogens can skew the nature 
and magnitude of the immune response in a specific direction 
by means of specific PRR ligands.

The chemokine receptors expressed on DCs vary depending 
on the nature of the inflammatory stimulus and type. For ex-
ample, blood-derived plasmacytoid and myeloid DCs express a 
similar repertoire of inflammatory chemoattractant receptors, 
but they are functional only on myeloid DCs. CCL3, CCL4, and 
CCL5 may be particularly important for recruiting additional 
mononuclear phagocytes and DCs to sites of infection. This can 
amplify the late stage of the innate immune response, and, in the 
extreme, can progress to endotoxic shock. Genetic disruption of 
the CCL3/CCL4/CCL5 receptor CCR5 renders mice relatively 
resistant to LPS-induced endotoxemia.

Adaptive Immunity
Afferent Trafficking to Secondary Lymphoid Tissue
The homeostatic receptors CXCR5 and CCR7 and their ligands 
are major regulators of the immune response, acting at the level 
of B and T lymphocyte and DC trafficking to and within sec-
ondary lymphoid tissue (Chapter 16).19,23,24 DC maturation in 
peripheral tissues is associated with downregulation of inflam-
matory receptors such as CCR6, which is important for recruit-
ment, migration and retention in the periphery, and reciprocal 
upregulation of CCR7, which mediates mature DC migration to 
draining lymph nodes. Inflammatory receptors, such as CCR2, 
may also contribute to afferent lymphatic trafficking. In ad-
dition to these general DC receptors, XCR1 is expressed on a 
niche subset of cross-presenting CD8 dendritic cells. CCR7 is 
also a major lymph node trafficking receptor for naïve T cells 
and can mediate activated T-cell exit from inflamed tissue.

The CCR7 ligand CCL21 is constitutively expressed on affer-
ent lymphatic endothelium, high endothelial venules (HEVs), 
stromal cells and interdigitating dendritic cells in T-cell zones of 
lymph node, Peyer patch, mucosa-associated lymphoid tissue, 
and spleen. It is not expressed in B-cell zones or sinuses. CCL19, 
another CCR7 ligand, is also restricted to the T-cell zone and is 
expressed on interdigitating DCs.

CCR7−/− mice and the plt mouse, which is naturally deficient 
in CCL19 and a CCL21 isoform expressed in secondary lym-
phoid organs, have similar phenotypes: atrophic T-cell zones 
populated by a paucity of naïve T cells. This and the failure of 
activated DCs to migrate to lymph node from the skin of these 
mice explain why contact sensitivity (Chapter 48), delayed-type 
hypersensitivity, and antibody production are severely impaired. 
However, lymph node trafficking is not completely abolished in 
these mice, which may develop autoimmune phenomena.

CXCR5 is expressed on all peripheral blood and lymph 
node B cells as well as on some T cells. Its ligand CXCL13 is 
expressed constitutively on follicular HEV and controls traffick-
ing of CXCR5 positive B and T cells from the blood into follicles 
(Chapter 16). In Cxcr5−/− mice, B cells do not migrate to lymph 
node, Peyer patches are abnormal, and inguinal lymph nodes 

are absent. CXCL13 is also required for B-1 cell homing, natural 
antibody production, and body cavity immunity (Chapter 7). 
Cxcr5−/− mice still can produce antibody, perhaps in part be-
cause B cells and follicular DC, by an unknown mechanism, are 
able to form ectopic germinal centers within T-cell zones of the 
periarteriolar lymphocyte sheath of spleen.

Migration Within Lymph Node Microenvironments
CXCR5 is expressed on a majority of memory CD4 T cells 
(Chapter 11) in the follicles of inflamed tonsils. Follicular helper 
T cells (TFH), a CD57+ subset of CXCR5+ T cells, lack CCR7, 
which licenses them to move from the T-cell zone following ac-
tivation to the follicles where they provide help for B-cell matu-
ration and antibody production. Reciprocally, B cells activated 
by antigen in the follicles upregulate CCR7 and move towards 
the T-cell zone. Thus, B-T interaction can be facilitated by re-
ciprocal movement of these cells, which may be influenced by 
the balance of chemokines made in adjacent lymphoid zones. 
CXCR4 signaling is also important in naïve and memory B-cell 
trafficking to germinal centers, and CCR5 ligands can guide an-
tigen-specific CD8 T cells to sites of helper T cell–dendritic cell 
conjugation for activation in lymph nodes.

Efferent Trafficking
Naïve T cells that do not encounter antigen continue to recir-
culate between the blood and secondary lymphoid tissue in a 
CCR7-dependent manner. Most antigen-activated T cells die 
by apoptosis (Chapter 17). The survivors can be divided into 
functionally distinct memory and effector cell subsets with 
characteristic patterns of chemokine receptor expression. The 
CD4 memory subsets (Chapter 11) include effector memory 
cells (TEM) and central memory cells (TCM). TEM do not express   
l-selectin or CCR7 and surveil peripheral tissues, rapidly re-
leasing cytokines in response to activation by recall antigens. 
TCM express CCR7 and L-selectin and recirculate between 
blood and secondary lymphoid organs, where they efficiently 
interact with cognate antigen-presenting DCs and differentiate 
into effector cells upon costimulation.

Upon antigen activation, effector CD4 T-cell subsets down-
regulate CCR7 and upregulate inflammatory chemokine recep-
tors that mediate trafficking to tissue sites. Exit from lymph 
node via efferent lymphatics is mediated by additional mecha-
nisms including S1PR (sphingosine-1-phosphate receptor) sig-
naling, which can be blocked by the immunosuppressive drug 
FTY720 (fingolimod). CXCR3 is the signature trafficking re-
ceptor for Th1 cells, reinforced by CXCR6, CCR2, and CCR5; 
CCR4 is the signature chemokine receptor expressed on Th2 
cells, reinforced by CCR3 and CCR8; and CCR6 is the signature 
chemokine receptor for Th17 cells.

Polarization is established in each case by positive feedback 
loops involving subset-specific signature cytokine induction in 
tissue cells of the chemokine ligands for the corresponding sig-
nature chemokine receptor. For example, the Th1 cytokine IFN-γ
induces production in tissue cells of the CXCR3 agonists CXCL9–
11, which maintain Th1 polarization by recruiting Th1 cells and 
by blocking the Th2 chemokine receptor CCR3. CCR3 is also ex-
pressed on eosinophils and basophils, which participate in Th2-
type allergic inflammation. Each co-expressed receptor may have 
nonredundant function. For example, CCL8 signaling via CCR8 
is a nonredundant pathway for recruiting a population of highly 
differentiated IL-5+ Th2 cells to skin that is important in a mouse 
model of atopic dermatitis (Chapter 48). Tregs (Chapter 13) also 
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express a distinct subset of chemokine receptors. CCR4 and CCR5 
are expressed on most freshly isolated natural Tregs, with less con-
sistent expression of CXCR3 and CXCR4.

Mucosa-associated invariant T (MAIT) cells (Chapter 3) are   
a prominent subset of human CD8 TCR αβ effector/
memory cells in the blood and mucosa that express the MHC   
(Chapter 5) class 1-like molecule MR1 and a semi-invariant 
TCRα chain specific for riboflavin metabolites. They are thought 
to be important in innate-like T-cell responses to bacteria, and 
have been shown to migrate using CCL20/CCR6 as an endo-
thelial arrest system and CCR2 for transendothelial migration 
(see Fig. 15.4A).16 Conventional TCR αβ+ CD8 cytotoxic T cells 
express CXCR3, CCR2, CCR5 and other inflammatory chemo-
kine receptors. Optimal development of resident memory CD8 
T cells in the skin involves signaling by CXCR6 and CCR10.

Tissue-Specific Lymphocyte Homing
Cutaneous lymphocyte-associated antigen (CLA+) T lympho-
cytes, which home to skin, preferentially express CCR4 and 
CCR10. The CCR4 ligand CCL22 is made by resident dermal 
macrophages and DCs, whereas the CCR10 ligand CCL27 is 
made by keratinocytes. Blocking both pathways, but not either 
one alone, has been reported to inhibit lymphocyte recruitment 
to the skin in a delayed-type hypersensitivity model.

Homing to small intestine is determined in part by T-lympho-
cyte expression of the integrin α4β7 and CCR9. The α4β7 ligand 
MADCAM-1 and the CCR9 ligand CCL25 co-localize on normal 
and inflamed small intestine endothelium. Most T cells in the   
intraepithelial and lamina propria zones of the small intestine   
express CCR9. These cells, which are mainly TCRγδ+ or TCRαβ+ 
CD8αβ+, are reduced in small intestine from CCR9−/− mice.

As B cells differentiate into plasma cells, they downregulate 
CXCR5 and CCR7 and exit the lymph node. B immunoblasts 
expressing IgG coordinately upregulate CXCR4, which pro-
motes homing to the bone marrow, whereas B immunoblasts 
expressing IgA specifically migrate to mucosal sites. Like gut-
homing T cells, B immunoblasts that home to small intestine 
express α4β7 integrin and CCR9 and respond to CCL25.

CLINICAL CORRELATES

Chemokines and Disease
There is a vast literature addressing the presence and potential 
clinical relevance of chemokines in human disease. This section 
provides only a sampling of this work, highlighting those diseases 

with the strongest evidence for a role in pathogenesis in humans, 
in some cases leading to clinical trials and new treatments.

HIV/AIDS
Human im munodeficiency virus (HIV) (Chapter 41) envelope 
glycoprotein gp120 mediates fusion of the viral envelope with the 
target cell membrane by binding to both CD4 and a specific che-
mokine receptor, which is referred to in this context as an HIV co-
receptor (Fig. 15.5).25 CCR5 and CXCR4, the most important HIV 
coreceptors, have been shown to physically associate with both 
CD4 and gp120, and HIV viruses are classified into three main sub-
types (X4, R5, and R5/X4) by their specific usage of these receptors.

Individuals homozygous for CCR5Δ32, a nonfunctional al-
lele that occurs in approximately 20% of North American Cau-
casians, appear healthy and are highly resistant to R5 HIV, the 
main transmitting strain. HIV-infected heterozygotes experi-
ence slower disease progression. The CCR5 antagonist maravi-
roc (Selzentry; Pfizer, New York, USA) is approved for treatment 
of patients with HIV/acquired immunodeficiency syn drome 
(AIDS). Remarkably, two HIV+ patients (the “London pa-
tient” and the “Berlin patient”) both developed hematologic 
malignancies that were fortuitously treated after cytoreductive 
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FIG. 15.5 Human Im munodeficiency Virus 1 (HIV-1) Usage of Chemokine Receptors for Cell Entry. See text for details.

Examples of Chemokine and Chemokine 
Receptor Determinants of Human Disease

• WHIM syndrome: Mendelian combined immunodeficiency due to 
gain-of-function mutations in CXCR4

• Plasmodium vivax malaria: Protection due to a nonfunctional pro-
moter variant in ACKR1/Duffy. Sub-Saharan Africa variant abrogates 
expression on erythrocytes, preventing parasite cell entry

• HIV: Protection from cell entry by the virus conferred by homozygous 
loss-of-function mutation CCR5Δ32 and by FDA-approved CCR5 an-
tagonist maraviroc/Selzentry (Pfizer)

• AIDS disease progression rate: Slowed by heterozygous CCR5Δ32
• West Nile virus disease: Increased risk with homozygous CCR5Δ32
• Kaposi sarcoma: Human herpesvirus 8 vGPCR
• Age-related macular degeneration: Increased risk with CX3CR1 M280

allele
• Cardiovascular disease: Decreased risk with CX3CR1 M280 allele
• Autoimmune heparin-induced thrombocytopenia: Caused by autoanti-

bodies to CXCL4-heparin complexes
• Chronic renal allograft rejection: Reduced risk with homozygous 

CCR5Δ32
• Rheumatoid arthritis: Reduced risk with CCR5Δ32
• Eosinophilic esophagitis: Associated with CCL26 variant 

CLINICAL RELEVANCE
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therapy by rescue bone marrow transplant from CCR5Δ32 
homozygote donors, resulting in sustained undetectable viral 
load off antiretroviral therapy, suggesting a functional “cure.” This 
has motivated gene editing cure strategies to inactivate CCR5
in T cells in HIV/AIDS.26 The creation of germline CRISPR-
mutated CCR5 humans has also been reported and broadly crit-
icized on ethical grounds. CCR5 appears to be important in the 
pathogenesis of West Nile virus (WNV) infection, but instead of 
facilitating infection, it plays a protective role by mediating anti-
viral T-cell and monocyte trafficking to infected brain.

Malaria
The Plasmodium vivax Duffy binding protein (PvDBP) is a 
protein expressed in micronemes of the merozoite form of the 
parasite that facilitates infection of erythrocytes by binding via 
a cysteine-rich domain to the N-terminal domain of ACKR1 
(originally known as Duffy and later as DARC [Duffy Antigen 
Receptor for Chemokines]. This promotes junction formation 
during invasion. P. vivax-malaria is rare in sub-Saharan Africa 
due to genetic deficiency in ACKR1 caused by a single nucleo-
tide substitution in the gene promoter (−46 C) affecting an   
erythroid-specific GATA-1 site.27 ACKR1 deficiency is associated 
with benign ethnic neutropenia.

WHIM syndrome
Autosomal dominant truncating mutations in CXCR4 that in-
hibit CXCL12-dependent receptor desensitization cause WHIM 
syndrome, a rare Mendelian disease characterized by the ac-
ronymic tetrad of warts, hypogammaglobulinemia, infection, 
and myelokathexis (neutropenia without maturation arrest).28

Myelokathexis and infection reflect the bone marrow retention 
function of CXCR4 for myeloid cells, inhibiting their egress to 
blood. Most patients are also lymphopenic. Mechanism-based 
treatment with the selective CXCR4 antagonists plerixafor 
(Mozobil, AMD3100; Sanofi, Massachusetts, USA) and ma-
vorixafor (X4-Pharma, Massachusetts, USA) have been ad-
vanced to phase 3 clinical trials in WHIM syndrome. Plerixafor 
is a short-acting parenteral bicyclam FDA-approved drug for 
use with G-CSF to mobilize HSCs for autologous transplanta-
tion in patients with multiple myeloma or lymphoma undergo-
ing cytoreductive therapy. Mavorixafor is a new oral agent.

A patient has been identified who was spontaneously cured 
of WHIM syndrome as an adult by an acquired second complex 
mutational event known as chromothripsis (chromosome shat-
tering), which deleted the disease copy of CXCR4 in a single 
HSC. The affected CXCR4+/o HSC acquired a selective advan-
tage and repopulated the bone marrow, resulting in durable   

correction of neutropenia and monocytopenia, clearance of 
warts, and cessation of recurrent bacterial infections. CXCR4+/o

mouse HSCs have enhanced proliferative capacity in vivo and 
phenocopy the engraftment advantage in the patient, suggesting 
specific WHIM allele deletion as a gene therapy cure strategy.

Atherosclerosis
Macrophages are the dominant leukocyte present in atheroscle-
rotic lesions and are associated with the presence of macrophage-
targeted chemokines such as CCL2, CCL5, and CX3CL1.29 CCL2−/−, 
CCR2−/−, CX3CL1−/−, and CX3CR1−/− mice on the atherogenic 
ApoE−/− genetic background demonstrate smaller lesions and re-
duced accumulation of macrophages in the vessel wall, and mice 
lacking both Ccl2 and Cx3cr1 treated with Met-CCL5, a chemically 
modified variant of CCL5 that blocks CCR1, CCR3, and CCR5, 
were almost completely protected. Adoptive transfer studies with 
bone marrow from Cxcr2−/− mice have also revealed a role for 
CXCR2 in promoting atherosclerosis in mouse models, apparently 
by promoting monocyte adhesion to early atherosclerotic endothe-
lium through interaction with its mouse ligand KC and activation 
of the VLA-4/VCAM-1 adhesion system. The CX3CR1 genetic 
variant CX3CR1-M280, which lacks normal CX3CL1-dependent 
adhesive function, is associated with reduced risk of atherosclerotic 
vascular disease. Mechanistic studies suggest that CX3CL1 on coro-
nary artery smooth muscle cells anchors macrophages via CX3CR1.

Kaposi Sarcoma
HHV8 (also called Kaposi sarcoma [KS]–associated herpesvi-
rus) is an example of a virus laden with genes encoding pirated 

Basic Principles
• Elucidation of the stoichiometry, presentation requirements, and 

mechanisms of receptor activation by chemokines through structural 
studies of chemokine receptors complexed to chemokines, G pro-
teins, and other effectors.

• A more comprehensive understanding of chemokine immunoregula-
tion by means of systems immunology using proteomics and single 
cell technologies.

• More precise targeting of the chemokine system in disease through 
biased agonism.

• Detailed delineation of mechanisms of microbial pathogenesis, includ-
ing immunomodulation by pathogens, by using microbial chemokine 
mimics.

• A more comprehensive understanding of chemokine multitasking and 
for mining natural products as therapeutics through the study of the 
evolution of the chemokine system.

Clinical Correlates
• More rapid development of novel therapeutics by development of dis-

ease validation and targeting pipelines.
• Unbiased systematic surveys of chemokine and chemokine recep-

tor expression in the context of disease models and human disease 
samples from centralized Biobanks.
• Targeted interrogation by CRISPR-mediated gene knockout tech-

nology in mice.
• Drug discovery by target structure-based design.
• Clinical trials drawing patients from large disease registries.

• Cure strategies in HIV/AIDS, WHIM syndrome and potentially other 
diseases based on chemokine system gene editing.

• Development of a next generation of multi-chemokine receptor block-
ing agents, based on the recognition that chemokines may drive 
chronic inflammation in humans in a combinatorial manner.

• Define the contribution of chemokines and chemokine receptors to 
Covid-19 pathogenesis. 

ON THE HORIZON

Examples of Approved Drugs Targeting the 
Chemokine System

• Maraviroc (Selzentry; Pfizer): Small-molecule oral CCR5 antagonist FDA 
approved in 2007 that blocked target cell entry by R5 strains of HIV.

• Plerixafor (Mozobil, AMD3100; Sanofi): Small-molecule parenteral 
CXCR4 antagonist FDA approved in 2008 as combined treatment with 
G-CSF for HSC mobilization for collection and autologous transplanta-
tion in patients with multiple myeloma and non-Hodgkin lymphoma 
receiving cytoreductive therapy.

• Mogamulizumab-kpkc (Poteligeo; Kyowa-Kirin): Humanized afucosyl-
ated monoclonal antibody that blocks CCR4, FDA approved in 2018 
for treatment refractory patients with mycosis fungoides and Sezary 
syndrome. 

CLINICAL RELEVANCE
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chemokines and chemokine receptors. It encodes three CC 
chemokines, vMIP-I, II, and III, as well as a constitutively ac-
tive CC/CXC chemokine receptor named vGPCR, encoded by 
ORF74. All these factors are angiogenic and may contribute to 
the pathogenesis of KS, a highly vascular multicentric nonclonal 
tumor caused by HHV8, typically in the setting of immunosup-
pression such as in HIV/AIDS. Consistent with this, vGPCR 
induces KS-like tumors when expressed in transgenic mice. The 
mechanism may involve activation of NF-κB and induction of 
angiogenic factors and proinflammatory cytokines. This virus 
appears to have converted a hijacked receptor, probably CXCR2, 
into a regulator of gene expression.10

Autoimmunity
An established risk factor for thromboembolic complications of 
heparin therapy, heparin-induced thrombocytopenia occurs in 
1% to 5% of patients treated with heparin and is the result of 
autoantibodies that bind specifically to CXCL4-heparin com-
plexes in plasma. In general, T cell–dependent autoimmune dis-
eases in humans, such as psoriasis (Chapter 64), multiple sclero-
sis (MS) (Chapter 66), rheumatoid arthritis (RA) (Chapter 53),   
and type I diabetes mellitus (Chapter 71), are associated with 
inflammatory chemokines and tissue infiltration by T lym-
phocytes and monocytes expressing inflammatory chemokine 
receptors.30,31 In a mouse model of immune complex–induced 
arthritis, the specific contributions of Ccr1, Cxcr2, Blt1 (a leu-
kotriene B4 receptor) and the C5a receptor have been dissected 
in detail in joint venules at the level of adhesion and transen-
dothelial migration. A dominant negative antagonist of CCL2 
inhibits arthritis in the MRL-lpr mouse model of RA, suggesting 
a potential role for CCL2 and CCR2. Met-CCL5 treatment was 
beneficial in a collagen-induced arthritis model in DBA/I mice. 
The importance of the CCL20/CCR6 axis has been validated in 
multiple mouse models of psoriasis, working in part through 
IL-17 produced by recruited γδ T cells in the dermis.

CCR9 is an attractive drug target in Crohn disease (Chapter 75) 
due its important role in T-cell homing to the gut and proof-of-
principle preclinical evidence in mouse models. However, the 
specific allosteric CCR9 antagonist CCX282-B (ChemoCen-
tryx), also known as vercirnon, has demonstrated mixed results 
in phase 2/3 clinical trials.

Acute Neutrophil-Mediated Inflammatory Disorders
Many neutrophil-mediated human diseases have been asso-
ciated with the presence of CXCL8, including psoriasis, gout, 
acute glomerulonephritis, acute respiratory distress syndrome 
(ARDS), RA, and ischemia-reperfusion injury.21 Over 25 years, 
8 small-molecule CXCR2- and CXCR1/2-specific antagonists 
have been tested in 54 registered clinical trials for diverse disease 
indications, including chronic obstructive pulmonary disease 
(COPD), inflammation damage after islet cell transplantation, 
bullous pemphigoid, asthma, respiratory syncytial virus (RSV) 
infection, psoriasis, cancer, myelodysplastic syndrome, cystic 
fibrosis, and ulcerative colitis. Most of the inflammation trials 
were terminated. The CXCR1/2 antagonist reparixin (Dompe) 
was advanced into phase 3 for islet cell transplantation. The can-
cer trials opened recently and are enrolling.

Transplant Rejection
The most extensive analysis of the role of chemokines in trans-
plant rejection (Chapter 89) has been carried out in an MHC 
class I/II-mismatched cardiac allograft rejection model in the 

mouse, which is mediated by a Th1 immune response. Sets of 
inflammatory chemokines are found in the mouse model that 
resemble those in the human disease; these appear in a strict 
temporal sequence. Analysis of knockout mice has demon-
strated that while multiple chemokine receptors contribute to 
rejection in this model, there is a marked rank order: Cxcr3 
> > Ccr5 > Ccr1=Cx3cr1=Ccr2. Most impressively, rejection 
and graft arteriosclerosis do not occur if the recipient mouse, 
treated with a brief, subtherapeutic course of cyclosporine, is 
Cxcr3−/− or if the donor heart is Cxcl10−/−. In humans, CCR5 
may be important in chronic kidney allograft rejection, since 
individuals homozygous for CCR5Δ32 are underrepresented 
among patients with this outcome in a large German kidney 
transplantation cohort.

Allergic Airway Disease
Chemokine receptors associated with asthma (Chapter 43) in-
clude CXCR2, CCR3, CCR4, and CCR8. CCR3 is present on 
eosinophils, basophils, mast cells, and some Th2 T cells. CCR4 
and CCR8 identify airway T cells of allergen-challenged atopic 
asthmatics. Despite extensive preclinical proof-of-principle, 
clinical trials of 3 CCR3 antagonists, 2 CCR4 antagonists, and 1 
CXCR1/2 antagonist in asthma have been disappointing.

Eosinophilic esophagitis has been associated with a CCL26 
variant. Although there is no CCL26 homologue in mouse, oth-
er mouse CCR3 ligands have been implicated in a mouse model 
of this disease.

Cancer
Many chemokines and leukocyte subtypes have been detected in 
situ in tumors, and cancer cells have been shown to produce che-
mokines and express chemokine receptors.32 Despite extensive 
evidence for functional roles in mouse cancer models, the role 
played by endogenous tumor-associated chemokines in recruit-
ing tumor-infiltrating lymphocytes and tumor-associated mac-
rophages, and in promoting an antitumor immune response, has 
not been clearly delineated in humans. On the contrary, there are 
data from mouse models suggesting that the overall effect may 
be to promote tumorigenesis through additional effects on cell 
growth, angiogenesis, apoptosis, immune evasion, and metasta-
sis. Controlling the balance of angiogenic and angiostatic che-
mokines may be particularly important. Chemokine receptors 
on tumor cells have been shown to directly mediate chemokine-
dependent proliferation.

The most extensively studied chemokine receptor in cancer is 
CXCR4,33 which is expressed ectopically or normally by multiple 
cancer types and has been implicated in multiple functions, in-
cluding proliferation, anchorage, quiescence, and radiation and 
chemotherapy resistance of leukemic stem cells in bone marrow 
and breast cancer metastasis. It has been used successfully as a 
Cu64-AMD3100 positron emission tomography (PET) imag-
ing target for adrenocortical carcinoma metastasis in a patient. 
Acquired CXCR4 mutations, including several gain-of-function 
mutations that cause WHIM syndrome, have been found in most 
patients with the plasma cell cancer Waldenstrom macroglobu-
linemia (Chapter 79), and have been associated with poor prog-
nosis and poor treatment responses. A large number of clinical 
trials are testing CXCR4 inhibitors in various cancers, and seven 
have been advanced to phase 3.

CCR4 and CCR10 have been associated with several cancers, 
including melanoma. A humanized afucosylated cell-depleting 
anti-CCR4 monoclonal antibody named mogamulizumab-kpkc 
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(Poteligeo; Kyowa-Kirin) was FDA-approved in 2018 for the 
treatment of treatment-experienced refractory adult T-cell 
leukemia/lymphoma (Sezary syndrome and mycosis fungoides), 
which express CCR4 at high levels.

THERAPEUTIC APPLICATIONS

Chemokines and Chemokine Receptors as Targets for 
Drug Development
Chemokine receptors are the first cytokine receptors for which 
potent, selective nonpeptide small-molecule antagonists have 
been identified that work in vivo, including antagonists at 
CXCR2, CXCR3, CXCR4, CCR1, CCR2, CCR3, CCR5, and 
CCR9. Many of the compounds share a nitrogen-rich core and 
may block ligand binding by acting at either orthosteric or al-
losteric sites. As of 2020, approximately 700 clinical trials of 
drugs targeting the chemokine system have been registered 
and/or published, approximately `32 targeting chemokines, the 
rest targeting chemokine GPCRs. Approximately 70% of the 
trials targeted just three receptors, CCR4, CCR5, and CXCR4, 
the only three for which targeted drugs have received FDA ap-
proval: maraviroc targeting CCR5 in HIV/AIDS; plerixafor tar-
geting CXCR4 in HSC mobilization; and mogamulizumab-kpkc 
targeting CCR4 in adult T-cell leukemia/lymphoma. Sixty-five 
of the approximately 700 trials have been advanced to phase 3, 
of which 59 were for the three approved drugs. Thus, in contrast 
to these three niche areas, the enormous effort expended toward 
targeting the chemokine system one component at a time in 
acute and chronic disease states has not yet resulted in approved 
drugs, and many failures have been reported. The fact that vi-
ral and tic antichemokines typically block multiple chemokines 
acting at multiple receptors hints that the most clinically effec-
tive chemokine-targeted antiinflammatory strategy may need to 
provide broad-spectrum coverage or define the key timepoint 
when intervention is most likely to be successful.34

Although small molecules taken as pills are the main goal, 
other blocking strategies are also under consideration, such as 
(1) ribozymes, (2) modified chemokines (e.g., amino-terminal-
ly-modified versions of CCL5), (3) intrakines, which are modi-
fied forms of chemokines delivered by gene therapy that remain 
in the endoplasmic reticulum and block surface expression of 
newly synthesized receptors, (4) monoclonal antibodies and lla-
ma nanobodies,35 and (5) specific gene editing using zing finger 
nucleases, TALENs, and CRISPR/CAS9.

Chemokines as Biological Response Modifiers
Both inflammatory and homeostatic chemokines are being 
evaluated for therapeutic potential as biological response modi-
fiers, acting mainly as immunomodulators or as regulators of 
angiogenesis. Studies to date have not revealed major problems 
with toxicity, and efficacy has been noted in models of cancer, 
inflammation, and infection. Clinical trials in cancer and stem 
cell protection have been disappointing. Chemokines are also 
being developed as vaccine adjuvants. Chemokine gene admin-
istration has also been shown to induce neutralizing antibody 
against the encoded chemokine, which is able to block immune 
responses and to ameliorate EAE and arthritis in rodent models.

Many chemokines, when delivered pharmacologically as 
recombinant proteins or by plasmid DNA or in transfected 
tumor cells, are able to induce immunologically mediated an-
titumor effects in mouse models and could be clinically useful. 

Chemokines could also be useful as adjuvants in tumor anti-
gen vaccines and to potentiate leukocyte trafficking to tumor 
and immune responses that potentiate immune checkpoint 
inhibitor therapy. Chemokine-tumor antigen fusion pro-
teins represent a novel twist on this approach that facilitates 
uptake of tumor antigens by antigen-presenting cells via the 
normal process of ligand–receptor internalization. Non-ELR 
CXC chemokines such as CXCL4 also exert antitumor effects 
through angiostatic mechanisms. Lastly, one can conceive of 
using chemokine-based immunotoxins to target disease cell–
associated chemokine receptors, including cells infected with 
viruses such as human cytomegalovirus (HCMV) that encode 
chemokine receptors.

CONCLUSION
The chemokine system occupies a central place in immuno-
regulation and is an attractive source of potential drug targets 
for any disease with an innate or adaptive immune component. 
A basic outline for how the system works has been established 
using mouse models, and there has now been tangible progress 
translating this knowledge to the clinic. Three major successes, 
CCR5 inhibition in HIV/AIDS, CXCR4 inhibition for HSC 
mobilization, and CCR4 targeting in adult T-cell leukemia/lym-
phoma, are pioneers demonstrating the feasibility of targeting 
the chemokine system therapeutically in humans. However, all 
are eccentric indications that address niche roles of chemokine 
receptors. Chronic immune-mediated diseases remain a major 
unmet medical need, where the chemokine system offers many 
targets and difficult challenges for the future that may require 
targeting of multiple chemokine receptors simultaneously.
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EARLY LYMPHOCYTE PRECURSOR TRAFFICKING 
TO THE PRIMARY LYMPHOID ORGANS
Lymphocyte trafficking begins at an early stage of human ontog-
eny when lymphocyte precursor cells first appear and migrate 
into the primary lymphoid organs. The multipotent hematopoi-
etic progenitor and stem cells from the yolk sac and from the 
aorta–gonad–mesonephros migrate via the circulation to the 
liver and the spleen, which are important organs that support 
lymphocyte production in the embryo (Chapter 2), and then 
into bone marrow.1 Thereafter, the developmental maturation of 
B cells takes place solely in bone marrow (Chapter 7). T cells, in 
contrast, require an additional migratory event, which involves 
the entry of marrow-derived T-cell progenitors into the thymus 
(Chapter 9).2 These early T-cell progenitors enter the thymus via 
the vessels in the cortical region. Concomitant with their dif-
ferentiation and maturation via positive and negative selection, 
they pass from the cortex into the medulla.

MIGRATION OF NAIVE MATURE LYMPHOCYTES 
FROM BLOOD TO THE SECONDARY LYMPHOID 
ORGANS
After completing their initial course of development, newly 
arisen naïve B and T cells exit the primary lymphoid organs, 
travel through blood, and extravasate selectively to the second-
ary lymphoid organs.3–5 These organs include peripheral lymph 
nodes, organized lymphoid tissues of the gut (e.g., Peyer patches 
and the appendix), and the spleen (Chapter 2). Interestingly, in 
mice lymphocyte homing to lymph nodes displays strong circa-
dian regulation, with a peak at the onset of darkness.6

In lymph nodes, most lymphocyte trafficking from blood 
to tissues takes place in specialized postcapillary venules. The 
endothelial cells of the venule exhibit a characteristic high 
cuboidal morphology that has given them their name: high 
endothelial venules (HEVs).4,7 The protrusion of the surface of 
these endothelial cells into the vascular lumen promotes the 
interaction of leukocytes with the endothelial surface mem-
brane in the relatively low-shear venular part of the circulatory 
system (Fig. 16.1). HEVs carry many unique adhesion mol-
ecules that enable the capture of passing lymphocytes. They also 
have special intercellular connections that facilitate penetration 
of the vessel walls by these emigrating lymphocytes. It has been 
estimated that more than 50% of incoming lymphocytes make 
transient contacts with the vascular lining in the lymph nodes 
and that as many as one passing cell in four adheres to the endo-
thelium and then extravasates into the tissue.

Antigens gather into these secondary lymphoid organs by a 
different route. Most antigens in the periphery can be taken up by 
dendritic cells (DCs) (Chapter 6), which subsequently migrate 
into the secondary lymphoid organs via the afferent lymphatics.4

These afferent lymph channels open into the subcapsular sinus 
of the lymph node. Individual DCs subsequently penetrate the 
lymphatic endothelium and migrate into the stroma. Unbound, 
or free, antigens that are being carried via the afferent lymphat-
ics through the body can diffuse into these secondary lymphoid 
organs, and then they can be captured by the professional anti-
gen-presenting cells (APCs) of the lymph nodes.8 Lymph nodes 
thus serve as traps for the immune system, collecting lympho-
cytes from blood and antigens from lymph (Fig. 16.2). In these 
organs, lymphocytes percolate through the tissue in search of 
their cognate antigens.4,9 If a given lymphocyte does not find its 
antigen, it will leave the organ by entering the efferent lymphat-
ics that drain the medullary sinuses and is then transported via 
a major lymphatic trunk, such as the thoracic duct, back into 
the large systemic veins. After reentering the circulation, the cell 
can randomly gain access to another lymph node, where it has 
another chance to extravasate into the tissue and find its cognate 
antigen. One round of recirculation from blood to the lymph 
node stroma, to a lymphatic vessel, and then back to blood takes 
about 1 day. Naïve lymphocytes continue recirculating until 
they either find their cognate antigen or die.

ACTIVATED LYMPHOCYTES DISPLAY SELECTIVE 
TISSUE HOMING PATTERNS
In a secondary lymphoid organ, a successful encounter between 
a lymphocyte and its cognate antigen leads to the proliferation 
of the cell within the organ and the maturation of its progeny.4,5,9

Simultaneously, a process called imprinting leads to a profound 
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• Lymphocytes recirculate continuously between blood and lymphoid 
organs.

• Approximately 80% of lymphocytes enter the lymph nodes via   
specialized vessels called high endothelial venules (HEVs).

• The remaining lymphocytes enter the lymph nodes together with 
dendritic cells (DCs) and antigens via afferent lymphatics.

• Lymphocytes leave the lymph nodes via efferent lymphatics.
• Lymphocyte recirculation allows the lymphocytes to meet their   

cognate antigens and other leukocyte subsets to evoke an efficient 
immune response. 

KEY CONCEPTS
Lymphocyte Recirculation
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change in the subsequent pattern of migration of the antigen-
responsive cell. During the imprinting, local DCs give educational 
clues, such as vitamin A and D metabolites, to the lymphocytes. 
These lead to changes in the chemoattractant and adhesion recep-
tor repertoire of the lymphocytes (Chapter 15).10 Although these 
responding cells leave the node via the lymphatics and are carried 
back to the systemic circulation, unlike naïve cells, they no lon-
ger migrate randomly to any lymphoid tissue. Instead, imprinting 
primes cells to preferentially seek the peripheral tissues in which 
the inciting antigen was originally ingested by the DC. In this 
way, selective homing of lymphocytes according to their previous 
history allows the organism to focus the immune response to the 
tissues where the effector cells can do the most good.

Among activated T cells, distinct pools of short-lived T 
effector cells, long-lived central memory T cells, effector mem-
ory T cells, and tissue-resident memory T cells can be distin-
guished.5,11 The different profile of adhesion molecule and 
chemokine receptor expression allows central memory T cells 
to continue migration through lymph nodes, whereas effector 
memory T cells are dispersed to patrol the peripheral tissues. In 
contrast, tissue-resident lymphocytes, including tissue-resident 
memory T cells, intraepithelial lymphocytes, γδ T cells, and 
innate lymphoid cells, mostly remain sessile in barrier tissues 
without the pattern of constant recirculation that is typical for 
the other lymphocyte subpopulations.

Under normal conditions, two distinct routes of lymphocyte 
recirculation can be discerned.4,5 One targets lymphoid cells to 
the peripheral lymph nodes, and the second targets them to 

gut-associated lymphoreticular tissues (GALTs; Chapter 24). 
Although the common gut-associated lymphoreticular system 
has long been considered to include the intestinal, respiratory, 
and genitourinary tracts, differences in the fine specificity of 
lymphocyte homing among these targets do exist.

DISTINCT RECIRCULATION ROUTES 
IN THE SPLEEN
The spleen holds a unique place in the panoply of secondary 
lymphoid tissues.12 It contains more lymphocytes than all of the 
peripheral lymph nodes combined, and the number of lympho-
cytes recirculating through it daily is the equivalent of the total 
pool of circulating lymphocytes. Based on the different anatomi-
cal structures of mouse and human spleen, the observations made 
in mouse are not directly applicable in man. For example, the 
human spleen does not have the marginal zone surrounding the 
white pulp, separating red pulp from the white pulp (Chapter 2).   
This is an important notion from the recirculation point of view, as 
the marginal zone has been considered to be a main entrance site 
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FIG. 16.1 Lymphocyte Recirculation Routes Under Physiolog-
ical Conditions. A low level of continuous antigenic transport into 
lymphoid organs takes place via the afferent lymphatics drain-
ing the skin and epithelium of the gut. Blood-borne lymphocytes 
are carried to the organized lymphatic tissues (lymph nodes and 
Peyer patches [PP]) via the arterial tree, flow through the capillary 
bed, and then extravasate in the postcapillary high endothelial 
venules (HEVs). The extravasated lymphocytes percolate through 
the tissue parenchyma, enter the lymphatic vessels, and are   
then carried via the efferent lymphatics back to the systemic   
circulation. (Most of the venous circulation has been omitted 
from the figure.) Inset: a cross section of HEV (blue). (From Salmi 
M, Jalkanen S. How do lymphocytes know where to go: current 
concepts and enigmas of lymphocyte homing. Adv Immunol. 
1997;64:139, with permission from Elsevier.)

A

B

FIG. 16.2 Characteristic Features of High Endothelial Venules 
(HEVs). (A) In this immunoperoxidase staining with anti-CD31 
antibody, six HEVs are seen with typical plump endothelial cells. 
One HEV is identified with an arrow; a vessel with flat endo-
thelium is also seen in this figure (arrowhead). (B) The scanning 
electron microscopy image shows lymphocytes adhering to the 
HEV.
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for lymphocytes in mouse. Recent studies, however, have demon-
strated that lymphocytes can also enter the spleen via the red pulp 
vessels and thereafter, migrate within the perivascular channels to 
the white pulp in a chemokine receptor, CCR7-dependent man-
ner, promoted by integrins leukocyte function–associated anti-
gen-1 (LFA-1) and very late antigen 4 (VLA-4).

In the white pulp, T cells accumulate in the regions sur-
rounding the central arteriole, a location known as the periarte-
riolar sheath. B cells are scattered in the corona that surrounds 
these T-cell areas. The spleen does not have afferent lymphatics, 
but efferent lymphatics may exist. The mechanisms that con-
trol the entry and exit of lymphocytes from the spleen remain 
incompletely understood but include chemokines, oxysterols, 
sphingosine-1-phosphate, and common lymphatic and vascular 
endothelial receptor-1 (Clever-1)/stabilin-1.

the characteristics of HEVs. Immigrating lymphocytes can form 
lymphoid follicles that resemble those seen in lymph nodes. 
These alterations have consequences for lymphocyte recircula-
tion pathways. For example, inflamed skin displays characteris-
tics of lymphocyte homing that are clearly distinct from those of 
either mucosal or peripheral lymph node systems.10,17

MOLECULAR MECHANISMS INVOLVED IN 
LEUKOCYTE EXTRAVASATION FROM BLOOD 
INTO TISSUES

The Adhesion Cascade
Dynamic interactions between leukocytes and endothelial cells 
can be observed both in vitro and in vivo. For example, leukocyte 
adhesion can be followed in vivo in experimental animals and even 
in human tissues by intravital microscopy (Fig. 16.3). Leukocyte–
endothelial cell interaction during the extravasation cascade can be 
divided into a series of phases, or steps, that all leukocyte subtypes, 
including lymphocytes, are thought to follow (Fig. 16.4).4,5,13,18

First, the leukocytes marginate out of the main bloodstream 
and begin to tether and roll on the endothelial cell surface. This 
step is mediated primarily by selectins and their mucin-like 
counterreceptors. This slow-velocity movement culminates in 
an activation phase, during which leukocyte chemokine recep-
tors transmit activation signals by recognizing their chemokine 
ligands presented on the endothelial cell surface. This leads to 
avidity and/or affinity changes in leukocyte integrins, which 
bind leukocytes firmly to their immunoglobulin superfamily 
ligands on endothelial cells. Leukocytes then begin to crawl on 
the endothelium. After finding a proper place, they transmigrate 
through the endothelial cell layer. This transmigration process 
begins with interactions between leukocyte integrins, their 
counterreceptors, and other molecules. This step is followed by 
complex signaling events that lead to protein phosphorylation 
and dynamic clustering of the cytoskeleton.

Leukocytes typically transmigrate between endothelial cells 
at the endothelial cell junction (paracellular route), which opens 
transiently and subsequently closes by localized stimuli.18 This 
process requires proteinases, such as matrix metalloprotein-
ase-2 (MMP-2), which is induced in T cells upon adhesion to 
endothelial cells, as well as other repair mechanisms that are 
currently not well known. This subsequently closes the path 
of transmigration. Interestingly, leukocytes can also migrate 
through endothelial cells (transcellular route) in a subtype-
specific fashion. For example, polymorphonuclear leukocytes 
prefer entering via the interendothelial junctions, whereas non-
activated lymphocytes may choose the transcellular route.13,18

• Adhesion molecules are important in directing leukocyte traffic to 
sites of inflammation.

• Numerous inflammatory mediators upregulate and/or induce expres-
sion of several endothelial cell adhesion molecules.

• Harmful inflammation can be prevented and cured by blocking the 
function of adhesion molecules. 

KEY CONCEPTS
Adhesion Molecules in Inflammation

INFLAMMATION-INDUCED CHANGES 
IN LEUKOCYTE TRAFFICKING
During an acute inflammatory response to an antigenic insult, 
leukocytes can migrate into all nonlymphoid sites. The inflam-
mation-induced leukocyte migration takes place in characteristic 
waves.13,14 First, the polymorphonuclear leukocytes rapidly (typi-
cally within 1 to 4 hours) infiltrate into the inflammatory focus. 
They are then followed by mononuclear cells (monocytes and 
lymphocytes). In a primary challenge, it may take 3 days or more 
before antigen-specific immunoblasts are seen at the peripheral 
site of inflammation. However, a secondary response by memory 
lymphocytes typically has a much shorter lag period. Different 
CD4 T-helper subpopulations, including Th1, Th2, Th17, and 
regulatory T cells (Tregs; Chapters 11 and 13), CD8 T-cytotoxic 
cells (Chapter 12), and B cells (Chapter 7) can all enter the 
inflamed tissue by using basically the same mechanisms. How-
ever, the ratio of these populations and the individual molecules 
employed can vary.5,14 Successful resolution of an inflammatory 
reaction is also dependent on a coordinated program involving 
specialized proresolving lipid mediators (lipoxins, resolvins, pro-
tectins, and maresins), proteins (annexin A1), purines (adenos-
ine), and gaseous mediators (e.g., hydrogen sulfide), all of which 
serve to halt the inflammatory cell recruitment and to initiate 
multiple antiinflammatory, tissue-repairing mechanisms.15

The normal vascular endothelium in nonlymphoid tissues 
has a flat, inactive morphology. With inflammation, a series 
of events renders postcapillary venules in these tissues capable 
of binding lymphocytes. The most important changes result 
from the proadhesive effects of a multitude of proinflammatory 
cytokines that are released by a variety of cell types after being 
subjected to inflammatory stimuli.13 If inflammation becomes 
chronic, marked histological manifestations become appar-
ent in the affected nonlymphoid tissues.16 Most notably, the 
venules in these chronically inflamed tissues acquire many of 

• Leukocytes interact with the vessel wall in a multistep fashion, using 
several leukocyte surface molecules that recognize their counterre-
ceptors on endothelial cells.

• Selectins mediate the rolling and tethering of leukocytes on the ves-
sel wall.

• Chemokines and their receptors activate leukocyte integrins.
• Only activated integrins are able to mediate firm adhesion between 

leukocytes and endothelium.
• The transmigration of leukocytes into the tissues requires proteinases 

and repair mechanisms. 

KEY CONCEPTS
Leukocyte–Endothelial Cell Interactions
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RECEPTORS AND THEIR LIGANDS 
IN LEUKOCYTE–ENDOTHELIAL CELL 
INTERACTION
Various molecules belonging to several molecular families are 
expressed on both leukocyte and endothelial cell surfaces and par-
ticipate in the complex extravasation process.18 Most of these mol-
ecules exert their function in successive, but overlapping, phases 
of the adhesion cascade. In addition, proper functioning of mul-
tiple intracellular signaling molecules is needed for execution of 
successful extravasation.4,18 In the following section, only the best-
known surface molecules in this process are discussed (Fig. 16.5).

Certain endothelial molecules involved in the adhesion cas-
cade show organ-specific expression patterns. Analogously, leu-
kocyte-associated homing molecules display subtype-specific 
expression profiles. Only those leukocytes that have the proper 
set of molecules on their surface can enter a particular tissue 
because the entering leukocyte must find a correct endothelial 
partner molecule at each step of the adhesion cascade. Thus 
leukocyte–endothelial cell interactions take place in a well-
coordinated multistep fashion, in which every step must be 
properly executed before the leukocyte can be guided into the 
tissue. The multistep nature of the leukocyte adhesion cascade 
is reminiscent of the cascades involved in blood clotting and 
complement-mediated killing.

Selectins, Sialomucins, Others
Chemoattractants
Integrins, Ig-superfamily members

Tethering

E
Bm

Rolling Activation Arrest Transmigration

FIG. 16.4 The Multistep Cascade of Lymphocyte Extravasation. The blood-borne cell makes transient initial contacts with endo-
thelial cells (tethering), which leads to the cell rolling along the vascular lining. If the cell becomes activated, it can subsequently 
adhere firmly to the endothelial cells (arrest). The adherent cell can then penetrate through the endothelial cell cytoplasm (transcellular 
migration) or seek for interendothelial junctions (crawling). It can then migrate between two endothelial cells (paracellular migration) 
and finally penetrate the basement membrane to enter the tissue. The contribution of major superfamilies of adhesion-associated 
molecules at each step is depicted below. E, Endothelial layer; Bm, basement membrane.

A B C

Stopping of the flow

FIG. 16.3 Intravital Microscopy of Mesenteric Vessels. In these video frames taken at indicated intervals from the same field, a vein, 
an artery, leukocytes, and the transparent mesenteric membrane are seen. Within the vein, rolling and adherent leukocytes are visible, 
whereas no such cells are seen in the artery. Leukocyte 1 is attached to the vessel wall and leukocyte 2 is slowly rolling. Compare the 
locations of these cells in A and B to stationary leukocytes outside the vessels. Leukocyte 1 is at the same location in both panels, 
whereas leukocyte 2 has moved a distance corresponding to roughly the length of its diameter. Under normal conditions, freely flow-
ing cells move so fast that they cannot be visualized. However, in panel C, the flow has been transiently stopped. Under this static 
condition, the large number of hematopoietic cells (mainly erythrocytes) traveling within the bloodstream can be seen. (Courtesy   
S. Tohka, University of Turku, Finland.)
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Selectins and Their Ligands
Three members of the selectin family mediate leukocyte traf-
ficking. L-selectin is expressed on several leukocyte subpopula-
tions. E-selectin is expressed on the endothelium, and P-selectin 
is expressed on both platelets and the endothelium. An impor-
tant structural feature of selectins is the presence of a terminal 
lectin domain that is used to bind to their counterreceptors. 
The counterreceptor is typically decorated by a sialyl Lewis X 
(sLeX) carbohydrate, which is a prototype recognition domain 
for selectins in general.19 The interaction between selectins and 
their counterreceptors is transient and weak, which allows leu-
kocytes to form and break contacts with the endothelium effec-
tively during tethering and rolling under shear stress.

L-selectin preferentially mediates lymphocyte migration to 
the peripheral lymph nodes.13,19 However, it also participates 
in the homing of lymphocytes to organized mucosa-associated 
lymphoid tissue (MALT; e.g., Peyer patches) (Chapter 24). 
L-selectin is also an important contributor to the process of 
leukocyte trafficking to sites of inflammation. Peripheral lymph 
node addressins (PNAds) are the best-characterized counterre-
ceptors for L-selectin. This group consists of at least six differ-
ent molecules that are decorated with a sulfated and fucosylated 
sLeX, which serves as a recognition motif for L-selectin. PNAds 
include glycosylation-dependent cell adhesion molecule-1 

(GlyCAM-1), CD34, podocalyxin, endomucin, nepmucin, and 
mucosal addressin cell adhesion molecule-1 (MAdCAM-1). 
MAdCAM-1 is decorated with recognition epitopes for L-selec-
tin on HEVs in the organized lymphoid areas of the gut, but not 
on the flat-walled vessels in the lamina propria.

The importance of posttranslational carbohydrate modifi-
cations for the function of selectin ligands has been well dem-
onstrated in knockout mice deficient in fucosyl, glucosaminyl, 
galactosyl, sialyl, or sulfotransferases.19 For example, mice with 
a targeted disruption of fucosyltransferase VII (Fuc-TVII) are 
unable to glycosylate L-selectin ligands appropriately. These 
mice exhibit severe defects in lymphocyte homing and in the 
extravasation of leukocytes to sites of inflammation. In contrast, 
core 2 β 1,6-N-acetylglucosaminyltransferase (C2 β GlcNAcT) 
knockout mice that have deficient glycosylation of their P- and 
E-selectin ligands demonstrate normal lymphocyte homing 
to lymph nodes, but impaired leukocyte trafficking to sites of 
inflammation. Interestingly, L-selectin also facilitates entry 
of leukocytes into tissues by mediating leukocyte tethering 
and rolling on endothelium-bound leukocytes by binding to 
P-selectin glycoprotein ligand-1 (PSGL-1).

E- and P-selectin are inflammation-inducible molecules.13,19

Within minutes, P-selectin can be translocated from intracel-
lular storage granules onto the endothelial cell surface, where it 
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FIG. 16.5 Adhesion Molecules Mediating Leukocyte Traffic. The most relevant proteins involved in leukocyte–endothelial cell inter-
actions are shown as receptor–ligand pairs. GAG, Glycosaminoglycan.
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binds to its leukocyte receptor, PSGL-1 (see Fig. 16.5). P-selectin 
and PSGL-1 mediate rolling at early time points during inflam-
mation. Platelet P-selectin can facilitate lymphocyte entry into 
tissues because it can simultaneously bind to PNAd on the 
endothelium and PSGL-1 on lymphocytes.

E-selectin upregulation requires new protein synthesis. It is 
maximally expressed about 4 hours after induction of inflam-
mation. E-selectin is needed for slow rolling of leukocytes. It 
also has an affinity toward PSGL-1, as well as a specific glyco-
form of PSGL-1, cutaneous lymphocyte antigen (CLA). CLA 
specifically directs lymphocyte trafficking to inflamed skin.17

In addition to PSGL-1, E-selectin has other leukocyte counter-
receptors such as CD44 and E-selectin ligand-1 (ESL-1) (see 
Fig. 16.5).

Mice deficient in both E- and P-selectins have more dras-
tic defects in their rolling and leukocyte migration to sites of 
inflammation than could have been anticipated from mice defi-
cient in only one of the two selectins. This suggests that E- and 
P-selectins can compensate each other’s functions.

Chemokines and Their Receptors
Chemotactic cytokines and their receptors (Chapter 15) are 
grouped into four different families based on their primary pro-
tein structure. The families are defined by a cysteine signature 
motif—CXC, CC, C, and CX3C—where C is a cysteine, and X 
any amino acid residue.20 Most chemokines are small, soluble 
heparin-binding chemoattractants.

The relevant chemokines for leukocyte extravasation are pre-
sented to blood-borne lymphocytes by proteoglycan molecules 
present on endothelial cell surfaces. During the adhesion cas-
cade, chemokines activate leukocyte integrins by signaling via 
serpentine receptors, which are pertussis-toxin sensitive and 
G-protein linked.

Different leukocyte subsets bear their own distinct sets of 
receptors, which enable them to respond to chemokines pre-
sented on the vascular endothelium as well as within tissues.13,20

For example, CCL21 and CCL19 are preferentially expressed by 
HEVs that are found in the interfollicular areas within a lymph 
node. They preferentially attract T cells bearing the CCR7 recep-
tor and thus draw T lymphocytes from blood and into these 
areas. Fractalkine, a CX3CL1 chemokine, can be produced in 
either a soluble or a membrane-anchored form. It can be found 
on the HEVs in peripheral lymph nodes and has potent che-
moattractant activity for T cells. The major attractants for B cells 
are CXCL12 and CXCL13.

Although many chemokines are present in different organs in 
the body, some selectivity in their expression can guide tissue-
selective leukocyte trafficking.20 For example, CCL25 attracts 
CCR9-positive lymphocytes to the small intestine, and CCL17 
and CCL22 attract CCR4-bearing lymphocytes to the skin. Che-
mokines can form heteromeric complexes to activate chemokine 
receptors. For example, CXCL13 can enhance triggering of CCR7 
by CCL19 and CCL21. Conversely, formation of chemokine com-
plexes may protect a chemokine from degradation.

Integrins and Their Immunoglobulin  
Superfamily Ligands
Integrins are a large family of heterodimeric molecules con-
sisting of an α and a β chain.4,21 Traditionally, they are thought 
to mediate firm adhesion between leukocytes and endothelial 
cells. However, in specific low-shear conditions, they can also 

participate in rolling. For leukocyte trafficking, the most impor-
tant integrins are α4β7, LFA-1, and α4β1.

α4β7 is a principal homing receptor for lymphocyte traffick-
ing to mucosa-associated lymphatic tissues.21 It binds to MAd-
CAM-1 on HEVs in organized MALTs, such as Peyer's patch 
and the appendix, and to flat-walled venules in the lamina 
propria. α4-integrin can also pair with a β1 chain to form α4β1
dimers, which are utilized by lymphocytes primarily in inflam-
matory conditions. It binds to vascular cell adhesion molecule-1 
(VCAM-1) on the endothelium and has been proven central in 
mediating lymphocyte trafficking into the brain in multiple 
sclerosis (MS).

LFA-1 (CD11a/CD18) is a member of the group of leukocyte 
integrins that contain a unique α chain (CD11 a, b, c, or d) but 
share a common β chain (β2/CD18).21 LFA-1 is present on prac-
tically all leukocyte subsets. It interacts with its counterrecep-
tors, intercellular adhesion molecules (ICAM-1 and ICAM-2), 
or junctional adhesion molecule A (JAM-A) on the endothe-
lial cell surface (see Fig. 16.5). ICAM-1 is upregulated at sites of 
inflammation, whereas ICAM-2 is constitutively present on the 
vascular endothelium.

To be functional, LFA-1 must be activated. Activation of 
LFA-1 is thought to be primarily a product of chemokine sig-
naling. Alternative activation pathways include triggering 
through glycosyl-phosphatidylinositol (GPI)–linked molecules 
and CD44, as well as through other costimulatory lymphocyte 
surface molecules.22 LFA-1–dependent pathways display no sig-
nificant organ specificity in their function.

Mac-1 (CD11b/CD18) is also involved in leukocyte migra-
tion, although its contribution is overshadowed by LFA-1. Like 
LFA-1, Mac-1 uses ICAM-1 and ICAM-2 as its ligands (see 
Fig. 16.5). Both VCAM-1 and ICAM-1 also play an important 
role in initiating transmigration, as they mediate the signals to 
endothelial cells that are needed to change their shape and other 
properties in order to allow leukocyte entrance.22

Other Homing-Associated Molecules
Several other molecules belonging to various molecular fami-
lies also participate in the adhesion cascade. CD44 is a multi-
functional proteoglycan found on a large variety of different cell 
types.23 Using endothelial hyaluronan as its ligand, it mediates 
lymphocyte rolling. It can form bimolecular complexes with 
α4β1 that strengthen leukocyte–endothelial cell interaction. In 
vivo inhibition studies using function-blocking antibodies indi-
cate that CD44 plays an important role in directing lymphocyte 
trafficking to sites of inflammation (e.g., skin and joints).

CD31, a member of the immunoglobulin superfamily, is 
found on many subsets of lymphocytes as well as in the continu-
ous endothelium of all vessel types.13 It is expressed primarily at 
the intercellular junctions and is involved in a stimulus-specific 
manner in transmigration, especially through the endothelial 
basement membrane. Other molecules involved in the trans-
migration process are CD99 and junctional adhesion molecules 
(JAMs) A and C, which are expressed on both leukocytes and 
endothelial cells.13,18 These molecules interact sequentially in a 
homotypic fashion during diapedesis. Endothelial JAM-A can 
also use LFA-1, JAM-C can utilize Mac-1, and JAM-B can use 
α4β1 as leukocyte ligands.

Also some ectoenzymes contribute to the adhesion cas-
cade.24 Vascular adhesion protein-1 (VAP-1), CD73, and CD38 
have well-established roles in leukocyte trafficking. Because of 
their enzymatic properties, they can rapidly modify adhesive 
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interactions and modulate the microenvironment. VAP-1 is 
a homodimeric sialoglycoprotein that, under conditions of 
inflammation, is rapidly translocated onto the endothelial cell 
surface. It mediates early phases of leukocyte interaction with 
the endothelium, as well as transmigration. Besides its adhesive 
function, it also possesses an amine oxidase activity that can 
produce potent immunomodulators, such as H2O2 and alde-
hyde, as end products.

CD73 is present both on a subpopulation of lymphocytes 
and on the endothelium.24 It is an ecto-nucleotidase. The main 
product of its enzymatic activity in dephosphorylation of ade-
nosine monophosphate (AMP) is adenosine, which is highly 
antiinflammatory in nature and important in maintaining vas-
cular integrity. Endothelial CD73 may also have a counterre-
ceptor on the lymphocyte surface because lymphocyte binding 
to the endothelium inhibits the enzymatic activity of CD73. 
This facilitates the extravasation process of the lymphocyte. 
The importance of CD73 in dampening inflammation is clearly 
seen in mice deficient in CD73, as they are highly susceptible to 
inflammatory injuries as a result of leaky vasculature.

CD38, an adenosine diphosphate (ADP)–ribosyl cyclase, is 
expressed on most lymphoid cells and can use CD31 as its endo-
thelial cell ligand.24 It regulates calcium fluxes and the sensitivity 
of leukocytes to chemokine signals via its enzymatic activity.

INTRAORGAN LYMPHOCYTE LOCALIZATION
Following its extravasation from the blood vessels, a lymphocyte 
needs to interact with several matrix molecules, such as fibro-
nectin, laminin, and collagens. Adhesive interactions between a 
lymphocyte and the extracellular matrix molecules are largely 
mediated by β1 integrins, although lymphocytes can also use 
CD44 to interact with fibronectin and collagens. The directional 
movement and the final localization of a lymphocyte within 
the tissues are controlled by chemokines. Modern two-photon 
imaging has provided detailed information about the kinetics 
and directionality of lymphocyte movement in living tissues.9

Besides directing the entry of T cells into tissues, CCL21 and 
CCL19 also determine the final destination of the T lymphocyte 
within lymph nodes, the spleen, and Peyer patches.20 CCL19 
and CCL21 produced by stromal cells in the T-cell areas within 
lymphoid tissues guide the T lymphocyte into the interfollicular 
space. In an analogous manner, CXCL13, the B cell–attracting 
chemokine-1, is produced by a subset of follicular DCs found 
in the secondary lymphoid organs. It attracts B cells possessing 
CXCR5 to the light zone of the follicles. CXCL12, in contrast, 
guides CXCR4-positive B cells to the dark zone (Fig. 16.6).

The correct localization of a lymphocyte and an APC within 
the lymph node is a prerequisite for an optimal immune 
response. For example, B-cell collaboration with T cells is 
ensured by the upregulation of CXCR5 expression on a sub-
population of T cells and the upregulation of CCR7 on certain 
B cells. This promotes the movement of these cells to the B- and 
T-cell zone boundary.

The importance of CCL21 and CCL19 in lymphocyte traf-
ficking is demonstrated by a spontaneous mutant mouse strain, 
plt, which has reduced expression of these chemokines.20 In 
these mice, both lymphocyte entry via HEVs and the organi-
zation of T-cell areas within lymph nodes are defective. This 
phenotype is recapitulated in CCR7-knockout mice. CCL21/
CCL19 and CXCL12/CXCL13 are currently the best-known 
determinants of lymphocyte localization within lymphoid 

tissues, although several other chemokines are needed for opti-
mal encounters among various cell populations to create a crisp 
immune response. In addition to chemokines, other attractants 
(e.g., oxysterols) guide lymphocytes within the nodes. For exam-
ple, Epstein-Barr virus–induced genes in B cells (EBI2) have a 
strong migratory response to 7α,25-dihydroxycholesterol, pro-
moting B-cell positioning to the lymphoid follicles.25

CELL TRAFFICKING WITHIN LYMPHATICS
Although leukocyte trafficking within the lymphatics is an 
essential part of the recirculation process and the immune 
response in general, the molecular mechanisms that regulate 
this tightly controlled and cell type–selective migration remain 
poorly understood.26 It is known that CCL21 secreted by the 
lymphatic endothelium generates haptotactic gradients in the 
skin and attracts CCR7-positive lymphocytes (and activated 
DCs) into the afferent lymphatics. Most leukocytes enter the 
afferent lymphatics at the blind-ended terminal lymphatic cap-
illaries through button-like interendothelial junctions. They 
are then carried together with the lymph fluid via the collect-
ing lymphatics into the draining lymph nodes. The afferent 
lymphatics open into the subcapsular sinus of the lymph nodes 
(see Fig. 16.6). At this location CCR7 on DCs and lymphocytes 
again play critical role in directing leukocyte migration through 
the floor lymphatic endothelial cells of the subcapsular sinus.8

Leukocyte entry into the lymph node may also take place at the 
medullary sinusoids. The transmigration of leukocytes from the 
sinus into the parenchyma through lymphatic endothelial cells 
in lymph nodes is notoriously independent of classical adhesion 
molecules.

Lymphocytes, but not DCs, exit from the lymph node via 
efferent lymphatics at the cortical sinuses and medulla.4,8 Lym-
phatic endothelial cells at the exit sites produce and secrete high 
levels of a multifunctional lipid messenger sphingosine-1-phos-
phate (S1P). S1P receptor 1 (S1PR1), which is expressed on the 
exiting T and B lymphocytes, guides their entry into the effer-
ent lymphatics.27 The role of adhesion molecules at the exit step 
remains largely unknown, although a few reports have implied 
a role for ICAM, macrophage mannose receptor, and Clever-1/
stabilin-1 in this process.8

CLINICAL IMPLICATIONS
Leukocyte trafficking plays a pivotal role in the pathogenesis of 
all infectious and inflammatory diseases. Trafficking is essential 
for mounting a proper immune response against an invading 
microbe. However, in many other cases, inappropriate leuko-
cyte migration also causes tissue destruction. Here, we have 
chosen a few representative examples to illustrate some of the 
general principles.

Immunodeficiencies
Various genetic defects in leukocyte trafficking have been iden-
tified during the past two decades among a multitude of other 
immunodeficiencies.28 Although they often primarily affect neu-
trophil functions, the defective proteins are usually also present 
in lymphocytes, and the diseases very faithfully reproduce the 
leukocyte trafficking defects observed in experimental models.

Leukocytes from patients with Wiskott-Aldrich syndrome 
(WAS) (Chapter 34) show reduced migration to the chemo-
kines CCL2, CCL3, and CXCL12 as a result of a mutation in the 
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gene encoding an intracellular WAS protein that is responsible 
for proper cytoskeletal organization of the hematopoietic cells. 
Mutations of CXCR4 in patients with WHIM (warts, hypo-
gammaglobulinemia, infections, and myelokathexis) lead to an 
enhanced chemotactic response to CXCL12 expressed on the 
bone marrow endothelium and leukocyte accumulation in bone 
marrow. A single case of inherited dysfunction of E-selectin has 
also been reported. The patient had recurrent infections but did 
not demonstrate neutrophilia. She could not synthesize E-selectin   
on the endothelium, although her serum level of soluble 
E-selectin had increased.29

Four different forms of leukocyte adhesion deficiency (LAD) 
syndromes have been described (Chapter 39).30,31

LADI: Patients with LADI have defects in the synthesis, pair-
ing, or expression of β2 integrins. The severe form leads to 
a drastic reduction or absence of CD11a/CD18 (LFA-1), 
CD11b/CD18 (Mac-1), CD11c/CD18, and CD11d/CD18. 
The patients manifest with defects in neutrophil arrest on   
endothelial cells. Patients suffering from a milder form of 
LADI (<10% of normal β2 integrins) demonstrate impair-
ment in leukocyte migration and suffer from frequent infec-
tions as well. In these patients, lymphocyte migration to   
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inflammatory sites is close to normal, probably because   
lymphocytes can utilize the VLA-4–VCAM-1 pathway to 
compensate for the lack of β2 integrins.

LADII: The cause of LADII is impaired transport of guanosine   
diphosphate (GDP)–fucose from the cytoplasm to the Golgi   
lumen as a result of mutations in a GDP–fucose transporter. The 
defect leads to impaired fucose modification of selectin ligands, 
most notably that of PSGL-1. Consequently, these patents dem-
onstrate a marked decrease in leukocyte rolling under flow con-
ditions, and, consequently, neutrophilia, recurrent infections, 
and impaired pus formation are typical in this disease.

LADIII: The third LAD syndrome involves defective inside-
out signaling of β1, β2, and β3 integrins due to mutations in 
FERMT3 (encoding Kindlin3), which is a major cytoplasmic 
activator of integrins. This results in impaired activation of 
multiple leukocyte integrins, including LFA-1 and VLA-4, by 
chemokine-triggered, G protein–coupled signals.

LADIV: The most recently identified LAD type is caused by   
defects in cystic fibrosis transmembrane conductance regu-
lator (CFTR) gene. These relatively common mutations lead 
to defective activation of β2 and α4β1 integrins, and it appears 
to manifest especially with abnormal adhesion of monocytes 
to ICAM-1 and VCAM-1.
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Autoimmune or Inflammatory Diseases
Multiple Sclerosis
Migration of T and B lymphocytes through the blood–brain bar-
rier into the central nervous system (CNS) is a key pathogenic 
event that occurs during the development of MS and its widely 
used animal model, experimental allergic encephalomyelitis 
(EAE) (Chapter 66). Under normal conditions, lymphocytes 
only patrol outside of the CNS parenchyma in the leptomen-
ingeal and perivascular compartments.32 Naïve lymphocytes 
inefficiently bind to endothelial cells in meningeal microvessels 
(without a rolling step) using α4 integrin and then extravasate 
through the fenestrated choroid vessels using mainly P-selectin 
and CCR6. Upon inflammation, meningeal and choroid ves-
sels become more adhesive, and the endothelial cells within the 
CNS parenchyma start to express ICAM-1 and VCAM-1. These 
alterations allow effector lymphocytes, which have primarily 
been activated in the cervical lymph nodes that ultimately drain 
the CNS-derived antigens, to penetrate the blood–brain barrier 
and enter the CNS parenchyma.

In vivo animal studies have shown that the disease course 
can be dramatically altered by blocking the function of leuko-
cyte α4 integrin.33 This treatment is able to prevent the disease, 
and even reverse the paralytic disease and lymphocytic infiltra-
tions in the brain. Antibodies against α4β1 integrin show this 
remarkable efficacy even if started a month after the onset of the 
clinical disease. Certain EAE models can also be blocked by tar-
geting the α4 integrin ligand VCAM-1 or by blocking the func-
tion of CD44. In contrast, inhibition of many other adhesion 
molecules, such as L-selectin, PSGL-1, and E- and P-selectins, 
fails to yield a consistent effect on EAE. It should also be noted 
that although α4β1 integrin is very important for lymphocyte 
homing to brain, it is not a brain-specific homing molecule. It 
is also involved in leukocyte trafficking to other organs, such as 
the pancreas and the gut.

In humans, the homing of regulatory T cells to the colon 
is GPR15 independent. This creates pathways by which the 
trafficking of proinflammatory versus antiinflammatory lym-
phocyte subtypes in the large bowel can be altered. In inflam-
matory bowel disease (IBD) (Chapter 75), the expression of   
MAdCAM-1 is upregulated in the vessels of the lamina propria, 
together with other vascular adhesins, such as VCAM-1 and 
ICAM-1. Increased expression of CCL20 in the IBD mucosa 
enhances the recruitment of both T and B cells to the inflamed 
gut through ligation of CCR6. Successful pharmacological and 
genetic targeting of these key gut-selective lymphocyte traffick-
ing pathways alleviates inflammation in multiple animal models 
of IBD.

Cancer
Immunoevasion is one of the main hallmarks of cancer, and 
insufficient lymphocyte trafficking to solid tumors contributes 
to tumor progression. In the neoangiogenic vessels of tumors, 
immature and disorganized endothelial cells often express 
insufficient amounts of adhesion and attraction molecules.36

Moreover, tumor-derived factors often render the local endo-
thelial cells unresponsive to inflammatory cytokines. Neverthe-
less, chronic inflammation in tumors can induce the formation 
of HEV-like vessels, which show augmented expression of traf-
ficking molecules. The homing patterns of leukocytes and those 
of cytotoxic T cells in particular, into the tumors (inflamed, 
excluded, or deserted), often associates with the outcome of the 
disease.37

Lymphocyte migration can be harnessed to improve the 
outcome of cellular immunotherapy for cancer.38 Infusion of 
activated or genetically modified effector T cells, and cytotoxic 
CD8 T cells in particular, would benefit from a more effective 
targeting of the cells into the tumor. Homing of CAR-T cells to 
the tumors could be enhanced by transduction with adhesion 
molecules and chemokine receptors, possibly with simultane-
ous induction of tumor vessel normalization. Similarly, antiad-
hesive therapies targeting inappropriate accumulation of Treg 
in the tumor would also enhance anticancer immune responses.

• Use of adhesion molecules as targets for the diagnosis of immune 
deficiencies, inflammatory disorders, and cancers.

• Use of adhesion molecules as targets for imaging inflammatory   
responses.

• Use of adhesion modulating therapies and other manipulations of 
lymphocyte trafficking, including small molecules, to treat infections, 
immune deficiencies, autoimmune disorders, transplant rejection, 
ischemia-reperfusion injuries, and cancers. 

ON THE HORIZON
Adhesion Molecules as Targets for Novel 
Diagnostic and Therapeutic Agents

Inflammatory Bowel Diseases
As described above, effector lymphocytes activated in the 
inductive sites (Peyer patches and mesenteric lymph node) of 
the intestine selectively migrate to the effector sites of the gut 
(mainly the lamina propria) (Chapter 24).34,35 The key tissue-
specific adhesion code for the intestinal entry is α4β7 integrin on 
lymphocytes and its endothelial counterreceptor MAdCAM-1. 
Although the canonical CCR9-CCL25 interaction is important 
for attracting T and B lymphocytes to the small intestine, the 
critical chemotactic receptors for the entry into the large intes-
tine are GPR15 (on T cells except for Treg cells) and CCR10   
(on plasmablasts).

THERAPEUTIC PRINCIPLES
• Proadhesive strategies have been mainly developed using gene therapy.
• Inappropriate inflammation associated with many diseases can be 

dampened by antiadhesive therapeutics.
• Function-blocking monoclonal antibodies (mAbs) are effective antiad-

hesive molecules.
• Cell migration can also be blocked by ligand and receptor analogues, 

small-molecule inhibitors, and genetic means (e.g., RNA interference). 

ADHESION MOLECULES AS DIAGNOSTIC TARGETS

Immunodeficiency Disorders
Analyses of CD18 integrin expression, presence of fucosylated 
adhesion molecules (e.g., sLeX epitope), and the activation state 
of integrins are useful in diagnosis of different forms of LAD 
(Chapter 39).

Soluble Adhesion Molecules
Most adhesion molecules are found in soluble forms in body 
fluids. They can be generated by alternative splicing of messen-
ger RNA (mRNA) with deletion of transmembrane anchors, by 
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proteolytic cleavage of cell-bound proteins by various sheddases 
(proteases), or by cleavage of the GPI linkage. Either of the sol-
uble forms can function as molecular sinks, competing for their 
specific ligand(s) with the membrane-bound forms. Alterna-
tively, they can trigger biological responses by interacting with 
their ligand-bearing cells.

The availability of commercial kits for measuring the lev-
els of soluble adhesion molecules has led to numerous reports 
describing an increase or a decrease of certain adhesion mol-
ecules in different diseases. They may provide additional diag-
nostic or predictive value derived from the use of these tests 
compared with more traditional parameters of inflammatory 
activity. However, at present, the indications for routine mea-
surements of soluble adhesion molecules, or chemokines, in 
inflammatory diseases and cancers remain to be defined.

Imaging
The use of neutrophil scans or radioactively labeled nonspecific 
molecules to localize inflammatory foci is not satisfactory in 
terms of timing, expense, biohazards, specificity, or sensitiv-
ity. Hence, there have been trials to radioactively or nonradio-
actively label monoclonal antibodies (mAbs) or peptides that 
recognize endothelial adhesion molecules, infuse them intrave-
nously, and monitor their accumulation by appropriate imaging 
devices. Inflammation-inducible molecules, such as E-selectin, 
MAdCAM-1, and VAP-1, have been used as target antigens. 
In the case of radioactively labeled E-selectin antibodies and 
a VAP-1 binding peptide, the utility of this approach has been 
verified in patients.

molecules and chemokines have often been the drug candidates 
used for proof-of-principle experiments. In parallel, recom-
binant ligand or receptor analogs have been developed. Ulti-
mately, knowledge of the structure of the adhesion molecules 
has allowed the design of rational, small-molecular drugs, such 
as those affecting the conformational state of leukocyte integ-
rins. Possibilities to modulate mRNA expression of adhesion 
molecules through antisense oligonucleotides and RNA inter-
ference have added another potential tool to the pharmaceutical 
armamentarium.

Adhesion-Modulating Drugs in Clinical Use
Although several forms of antiadhesive therapy have been 
enormously successful in a panoply of animal models, transfer 
to the clinic has been slow. However, a small number of very 
potent drugs targeting adhesion molecules have already been 
approved.

The first selective adhesion molecule (SAM) inhibitor was 
natalizumab. The way for natalizumab, a humanized anti-α4 
integrin antibody, was paved by the excellent results of α4
blocking in EAE (see above). In patients with relapsing MS, a 
monthly intravenous injection of natalizumab leads to a sig-
nificant reduction in the numbers of new lesions, numbers of 
relapses, and the risk of sustained disability.33 The beneficial 
effects of natalizumab treatment are evident also in patients 
who do not respond to interferon-β (IFN-β) therapy. Because 
natalizumab also inhibits α4β7, the gut homing receptor, natali-
zumab also alleviates inflammation in the gut, and it has been 
shown to be effective in patients with Crohn disease.34

Another clinically approved selective modulator of an adhe-
sion molecule is vedolizumab.34,35 It is a humanized mAb that 
binds to a combinatorial epitope in α4/β7 integrin but does not 
interact with α4/β1 and αE/β7 integrins. This makes vedolizumab 
a remarkably selective inhibitor of lymphocyte homing to the 
intestine. It has been approved for the treatment of both ulcer-
ative colitis and Crohn disease (Chapter 75). An mAb, etroli-
zumab, which targets the β7 integrin (thus blocking both α4/β7
and αE/β7, but not α4/β1), which can induce remission in ulcer-
ative colitis, and an anti-MAdCAM-1 antibody (ontamalimab) 
that appears to be effective in ulcerative colitis, but not in Crohn 
disease, are in phase III clinical trials.

These therapies also have adverse effects. The most feared 
adverse effect of natalizumab treatment is the possible reactiva-
tion of polyoma John Cunningham (JC) virus, which leads to 
the development of potentially fatal progressive multifocal leu-
koencephalopathy (PML).39 Up to 1% of natalizumab-treated 
patients develop PML in the high-risk groups. However, the ben-
efits of this therapy in MS still outweigh the risks (Chapter 66).   
With good risk stratification and vigilance, the drug has main-
tained its status as a very effective biological treatment option 
for MS. Theoretically, α4/β7 blocking should not interfere with 
lymphocyte surveillance functions in the CNS, and in line with 
this, no PML cases have been reported among vedolizumab-
treated patients. Mild adverse effects with SAM therapy include 
an expected increase in susceptibility to infections and injection 
site reactions. However, apart from the risk of PML with natali-
zumab, both natalizumab and vedolizumab seem to have good 
overall safety profiles.

Lymphocyte migration can also be targeted therapeuti-
cally by modulating lymphocyte exit from the lymph nodes.27

Fingolimod/FTY720 causes S1P receptor internalization and 
degradation. Consequently, it is a functional antagonist of SIP 

CLINICAL PEARLS
• Blocking of α4 integrin with natalizumab ameliorates disease activity   

in multiple sclerosis (MS) and in Crohn disease.
• Blocking of α4/β7 with vedolizumab is an effective treatment for inflam-

matory bowel disease (IBD). 

THERAPEUTIC APPLICATIONS OF 
ADHESION-MODULATING THERAPIES
Pro- and antiadhesive therapies have long been an obvious phar-
maceutical goal in the field of leukocyte trafficking. Inflamma-
tion-promoting strategies would be beneficial for treating many 
immune deficiencies, persistent infections, or cancers. Proad-
hesive control of lymphocyte traffic would benefit specific areas, 
such as vaccine development (Chapter 87) and bone marrow 
cell transplantation (Chapters 90 and 92). In practice, lympho-
cyte recirculation routes are already being empirically exploited, 
for example, by varying the anatomical site (skin vs. intestine) 
of vaccination to optimize the immunization response. Anti-
adhesive therapy, on the other hand, can be seen as a form of 
treatment applicable to all disease categories that involve an 
inflammatory component. In addition, it could provide novel 
precision drugs individually tailored for treating organ-specific 
inflammatory disorders, which would be predicted to diminish 
the problems of generalized immunosuppression.

Antibodies and Small-Molecular Drugs
A number of specific antagonists of adhesion molecules have 
been developed.21,34,35 Function-blocking mAbs against adhesion 
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receptors 1, 3, 4, and 5. It inhibits lymphocyte egress from the 
lymphoid organs. It may selectively retain CCR7-positive T cells, 
including central memory T cells, which may be particularly 
important for the pathogenesis of brain inflammation, while 
sparing CCR7-negative effector memory cells. It is used as the 
first-line treatment for relapsing MS, and it is the first orally 
active disease-modifying drug for this immunological disease. 
However, a more specific S1PR modulator, siponimod, target-
ing S1PR1 and S1PR5, was approved in 2019 by the FDA for 
the treatment of relapsing MS, including active secondary pro-
gressive MS.40 Another selective S1PR1 antagonist, ozanimod, 
has shown preliminary efficacy, also in IBD. Although used in 
certain clinical indications, targeting of chemokine/chemokine 
receptors for manipulating lymphocyte migration has not yet 
proceeded to clinical use.
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For more than a century and a half, we have known that the 
process of regulated cell death (RCD) is an integral part of 
life. In 1972, the first insights into the mechanisms underlying 
RCD came from the identification of apoptotic pathways.1 For 
almost 40 years, the apoptotic process of RCD was viewed as 
the opposite of necrosis, which was considered accidental (and 
therefore unregulated). In 2008, however, it was realized that 
necrosis could be antagonized under certain conditions. This 
led to the appreciation that necrosis could also be a genetically 
determined, regulated process.

The current challenge is to elucidate the various genes and 
pathways that take part in regulated physiological and patho-
physiological cell death and to better understand why there 
are multiple pathways. It has become clear from these studies 
that the various pathways create differences in the immunoge-
nicity of the byproducts of necrosis. This is especially the case 
when cellular necrosis is not limited to a single cell but affects 
a functional unit (e.g., ferroptosis). As tissue injury and inflam-
mation are tightly linked, these discoveries fuel the need to bet-
ter understand how necrosis influences pathologies, including 
autoimmune diseases, transplant rejection, ischemic injury, 
and cancer. This chapter focuses on the most clearly identified 
regulated necrosis (RN) pathways. Our “selection” of the RN 
pathways discussed is based on the current appreciation of the 
importance of these pathways, either physiologically or patho-
physiologically, to differences in the immunogenicity of these 
RN pathways and their role in diseases (Fig. 17.1).

CELL DEATH AND DAMAGE-ASSOCIATED 
MOLECULAR PATTERNS—THE CONCEPT 
OF NECROINFLAMMATION

Pattern recognition receptors (PRRs) bind a wide range of damage-
associated molecular patterns (DAMPs) (Chapter 3). These include 
exogenous stimuli such as lipopolysaccharides (LPS) as well as an 
array of intracellular content.2

It is now understood that necrosis triggers inflammation and 
that inflammation can, in turn, lead to further RN. This obser-
vation gave rise to the concept of necroinflammation.3 Necroin-
flammation can create an autoamplificatory feedback loop that 
results in DAMP release between organs. For example, ischemic 
or traumatic tissue in the lung can initiate a positive feedback 
loop that leads to acute respiratory distress syndrome (ARDS).4,5

Recent observations indicate that the DAMPs released by this 
type of feedback after renal transplantation can lead to RN in 
the lung as well.6

KEY CONCEPTS
Necroinflammation—An Autoamplificatory 
Feed-Forward Loop

• Induced by cells dying by necrosis (e.g., in hypoxia)
• Associated proinflammatory damage-associated molecular pattern 

(DAMP) release
• Immune cell infiltration
• Regulated necrosis (RN) in parenchymal and endothelial cells induced 

by immune cells
• RN in inflammatory cells (e.g., macrophages undergoing pyroptosis)
• Surrounding cells die of necrosis
• DAMP transfer to remote organs
• Remote organ injury 

For years, immunology focused on the issue of self versus 
non-self recognition. However, within the past two decades, the 
danger/injury model has become more and more prominent. 
Briefly, this model proposes that cellular stress activates the in-
nate immune system, thus leading to an inflammatory response 
that can, under certain circumstances, then induce a specific 
adaptive response.

Key to this is the concept are DAMPs (Chapter 3). DAMPs 
include a wide array of different stimuli, including exogenous 
stimuli (e.g., LPS) and intracellular contents (e.g., uremic acid and 
high-mobility group box-1 [HMGB1]).7,8 These are sensed by ei-
ther “classic” PRRs or “nonclassic” receptors found on the surface 
or within cells of innate immunity. When cells die by RN, these 
DAMPs become accessible to the immune system in the extracellu-
lar space. They are sensed especially by cells of the innate immune 
system. Dendritic cells (DCs) (Chapter 6) are activated by directly 
sensing DAMPs via surface receptors (e.g., calreticulin [CALR]–
CD91, adenosine triphosphate [ATP]–P2X7R, or HMGB1–Toll-
like receptor 4 [TLR4]). Sensing of DAMPs by monocytes leads to 
activation of inflammasomes, which then promote expression of 
mature inflammatory cytokines (e.g., interleukin-1β [IL-1β] and 
IL-18) (Chapter 14). Natural killer (NK) cells (Chapter 12) also 
directly interact with injured cells. However, both monocytes and 
NK cells give rise to inflammation and thus support the matura-
tion of immature DCs.

The infiltration of innate immune cells into the inflamed tis-
sues and their subsequent inflammatory response is thought 
to account for a significant part of the overall damage to the   
organ, above and beyond initial necrosis itself. Mechanisms 
that mediate this deterioration may include the edema that 
arises following capillary leakage, induction of cell death   
by innate immune cells with the effect of decreased organ   
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function, and dysregulated partial oxygen pressure within the 
area of inflammation/necrosis. Also, mature DCs interact with 
CD8 T cells (Chapter 12) via major histocompatibility complex 
(MHC) class I interaction and CD4 T cells via MHC class II 
interaction (Chapter 5). This shifts the immune response to an 
antigen-specific response as cytotoxic T cells and active B cells 
now specifically attack stressed cells (Fig. 17.2).

In addition to these DAMPs, other intracellular content also 
has the potential to be sensed as a target, which could lead to 
the development of autoimmunity. A prominent example is the 

breaking of intracellular organelle membranes into pieces with 
exposed neoepitopes. These larger particles are removed by a 
process referred to as LC3-associated phagocytosis (LAP). Fail-
ure to remove these neoepitopes may result in the generation 
of antinuclear antibodies (ANAs) or antibodies against double-
stranded DNA (dsDNA).

In mouse models, genetically induced breakdown of LAP 
drives a lupus-like phenotype.9 ATG16L is required for both au-
tophagy and LAP. In humans, ATG16L mutations are markedly 
associated with the development of autoimmunity.10

Usually, IL-10 is secreted by monocytes engulfing dying 
cells to dampen the immune response. However, LAP-defi-
cient monocytes actively produce proinflammatory IL-1β and 
IL-6 instead. Orchestrated with other elevated proinflam-
matory cytokines (IL-17, IL-18, IL-23), a low immunogenic 
stimulus can thus induce a strong immune response. In the 
presence of this stimulus, common self-epitopes are classi-
fied as DAMPs by the immune system, which explains why 
mice deficient in LAP develop a lupus-like autoinflammatory 
disease. As a result, functional LAP may also be required for 
prevention of memory B-cell priming during solid-organ 
transplantation.

When challenged with injurious conditions, such as ischemia–
reperfusion in solid-organ transplantations, options for cellu-
lar fate include directly succumbing via accidental cell death 
(ACD), restoring cellular homeostasis, or dying by RCD. ACD 
happens passively under certain conditions, such as extreme 
heat or mechanical trauma, and occurs nearly immediately in 
an uncontrolled fashion. Because of the direct loss of mem-
brane integrity, huge amounts of DAMPs are released. This 
leads to massive recruitment of innate immunity and local 

FIG. 17.2 Role of Dendritic Cells (DCs) in Necroinflammation. Innate immunity plays a crucial role in necroinflammation. When 
cells are stressed, they release damage-associated molecular patterns (DAMPs), such as calreticulin (CALR) and heat shock proteins 
(HSPs). These DAMPs are sensed by scavenger receptors, such as CD91. This leads to partial activation of inactive DCs. If those cells 
fail to restore metabolic balance, they succumb to immunogenic cell death (ICD) and release additional DAMPs, which activate inflam-
masomes, such as LRR and PYD domains–containing protein 3 (NLRP3) in monocytes. Activation of the inflammasomes leads to the 
release of interleukins, which help DCs to gain full activation. These fully activated DCs use major histocompatibility complex (MHC)
class I and class II antigen presentation to stimulate cytotoxic CD8 T cells (CTC) and CD4 T cells, which interact with B cells to trigger a 
humoral response. Activation of the immune response by necroinflammation can thus promote the control of cancer by immunogenic 
means. However, the same mechanisms can promote the development of autoimmune diseases.

Cell death

Regulated cell death (RCD)

Apoptosis Necrosis Necrosis

Accidental

Nonimmunogenic Immunogenic

FIG. 17.1 Regulated Cell Death. When apoptosis was first 
identified, two models of regulated cell death were recognized: 
apoptosis and necrosis. More recently, however, cell death has 
been divided into regulated cell death (including apoptosis and 
regulated necrosis) and accidental cell death (instant necrosis). 
A second parameter classifies cell death as either immunogenic 
or nonimmunogenic.
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inflammation. However, if these cells do not explode directly, 
they balance on the edge. On the one side is restoration to a 
normal state (e.g., by means of autophagy or the unfolded pro-
tein response following endoplasmic reticulum [ER] stress) or, 
if the damage is too severe, loss of balance and the induction 
of RCD.

Within the cells that succumb to cell death, the necroinflam-
matory loop starts with perturbation of intracellular homeosta-
sis (class V DAMPs). This triggers the heat shock response, a sys-
tem of critical importance for correct protein folding. Secreted   
or surface-exposed heat shock proteins (HSPs) can be sensed 
by either classic (e.g., TLR2/4) or nonclassic (e.g., CD91) recep-
tors on DCs. In parallel, ER stress, which is often the result of 
reactive oxygen species [ROS] generation, leads to secretion of 
calreticulin (an ER chaperone referred to as CALR). CALR then 
acts extracellularly as a class I DAMP by binding to CD91. This 
causes inactive dendritic cells (iDCs) to be activated. For full 
activation, however, an inflammatory milieu is required.

An inflammatory milieu is primarily generated by mono-
cytes. These become active as the survival response fails and the 
formerly stressed cell succumbs to RN. Necroptosis and ferrop-
tosis are typical modes of RN within this process. The ferrop-
totic cell can “leech” redox equivalents, such as nicotinamide 
adenine dinucleotide phosphate (NADP), from neighboring 
cells (see below), which subsequently undergo necrosis in a 
wave-of-death-like manner. This noncell autonomous induc-
tion of necrosis may involve necroptosis, although in this case 
the mechanism of necroptosis induction has not yet been eluci-
dated. RN releases high amounts of DAMPs; thus in this context 
it can also be named immunogenic cell death (ICD).

As a DAMP, ATP can reach the extracellular space (eATP). 
When the plasma membrane is intact, the autophagy machin-
ery seems to be necessary for ATP export. However, upon RN 
the membrane ruptures, eliminating the need to export ATP. 
eATP represents a class II DAMP as it activates the purinergic-
receptor, ligand-gated ion channel P2X7R. Activation of P2X7R 
leads to potassium influx, which is sensed by the NACHT, LRR, 
and PYD domains-containing protein 3 (NLRP3) inflamma-
some and leads to IL-1β and IL-18 maturation. eATP is thus 
extremely immunogenic.

Upon membrane rupture, HMGB1 also reaches the extra-
cellular space and is therefore the prototype of a RN-DAMP.   
iHMGB1 acts via binding to TLR4 of monocytes and also acti-
vates the NLRP3 inflammasome.

The DAMPs from the stressed cells and the inflamma-
tory cytokines fully activate iDC, which then create a per-se 
cytotoxic inflammatory environment. They also prime naïve 
CD4 and CD8 T cells, thereby inducing an antigen-specific   
response. This response is the basis for certain conditions, such 
as chemotherapy in cancer. To stably control (or wipe out) a 
cancer, a specific response against tumor epitopes is required. 
Thus, induction of RN can be beneficial. In contrast, in some 
settings, such as solid-organ transplantation (Chapter 89), an 
antigen-specific response induced by DAMPs can give rise to 
antibody-mediated rejection (ABMR), which typically starts 
after cortisone tapering. In this setting, RN is detrimental.

The activation of an antigen-specific response results in 
additional cells being attacked. As they succumb, these dying   
cells replenish the DAMP pool, further attracting cells of in-
nate immunity and further promoting DC maturation and   
T-cell priming. Thus, tissue injury amplifies while the loop 
closes (Fig. 17.3).

REGULATED CELL DEATH REGULATES ITS 
IMMUNOGENICITY IN AN ACTIVE MANNER
Apoptosis is the prototype of non-ICD. Avoidance of immu-
nogenicity is achieved by active processing and covering of 
DAMPs during the apoptosis program. For example, DNA is   
fragmented, cell organelles are consumed, and proteins degraded.   
Moreover, everything is packed in blebbing membranes. It is 
a matter of debate, however, whether apoptosis should be also 
considered somehow immunogenic, as some DAMPs (e.g., 
HMGB1) are still released and phosphatidylserines, which are 
usually located in the inner leaflet of the plasma membrane, are 
flipped to the outer leaflet.

Phosphatidylserine surface expression serves as an “eat 
me” signal for macrophages and other phagocytes, which can 
then act to remove these cells in an immunologically silent 
manner. Thus, apoptotic cells recruit cells of innate immunity, 
but in a manner that is programmed to not induce further 
inflammation. Therefore, the debate about the inflammatory 
potential of apoptosis might be more or less of an academic 
nature. The sophisticated program of apoptosis appears to 
have evolved to prevent necroinflammation and is therefore 
favored in physiological settings that result in regular cell 
turnover.

Under metabolic pressure, such as ischemia–reperfusion 
injury, tissue damage occurs primarily by RN, and thus, the 
necroinflammatory loop per se tends to refuel itself. There-
fore, mechanisms are required to keep this in check. One 
such mechanism is the active production of IL-33 by cells 
undergoing necroptosis (see below), which acts to limit the 
immunogenicity to a certain microenvironment,11 as IL-33 
stabilizes regulatory T cells (Treg) through ST2 receptors.12 
Cells undergoing pyroptosis (see below) actively produce and 
secrete IL-1β and IL-18 upon their demise. Both of these ILs 

Metabolic perturbation,

e.g., I/R

Stressed cell

Class V DAMPs

Adaptive immunity

specific response

Necrotic cell

Class I/II DAMPs

Innate immunity

DAMP sensing

DC maturation

Necroinflammatory loop

autoamplification

FIG. 17.3 The Autoinflammatory Loop. The necroinflam-
matory loop is triggered by metabolic perturbations (e.g.,   
ischemia–reperfusion [I/R]). The so-stressed cells release class 
V danger-associated molecular patterns (DAMPs). In the next 
step, now-necrotic cells release class I/II DAMPs, which can 
be sensed by cells of innate immunity, such as dendritic cells 
(DCs), which are then stimulated to mature. Via mechanisms 
described in Fig. 17.2, adaptive immunity is empowered to un-
leash a specific response to (neo)antigens. This leads to further 
stressed and dying cells, which, in turn, can themselves then 
release DAMPs and thus create an autoinflammatory loop.
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system Xc 
–

FIG. 17.4 Pathways of Regulated Cell Death (RCD). Apoptosis (A) represents a noninflammatory pathway that is mediated by cas-
pases. Two distinct signaling pathways of apoptosis, extrinsic and intrinsic apoptosis, have been characterized. In extrinsic apoptosis, 
death receptors such as TNF-R1, CD95 (Fas) and TRAIL-R, through the engagement of various intracellular adaptor proteins (FADD, 
TRADD) lead to the activation of the master regulator caspase-8. Upon homodimerization, caspase-8 cleaves the effector caspas-
es-3/-6/-7 to propagate the apoptosis program. Upon loss of mitochondrial outer membrane potential (MOMP) and the BAX-BAK-
mediated release of cytochrome c from the mitochondria into the cytosol, the intrinsic apoptotic pathway is triggered. Within the cytosol, 
cytochrome c, APAF1, and caspase-9 form the apoptosome, which activates the effector caspases-3/-6/-7. The typical morphology 
includes nuclear condensation, early loss of cellular volume (shrinking), subsequent membrane blebbing, and exposure of phosphati-
dylserine (PS). Importantly, PS exposure represents an eat mesignal to macrophages that eliminate apoptotic cells. Importantly, the 
plasma membrane does not lose its integrity during this process. While apoptosis depends on the activation of caspases, necroptosis 
(B) is mediated by kinases. Dependent on its RHIM domain, RIPK3 forms an amyloid-like structure referred to as the necrosome, the 
central relay of necroptosis. Therein, RIPK3 phosphorylates the pseudokinase mixed lineage kinase domain-like protein (MLKL). By 
unknown mechanisms, the phosphorylated form of MLKL (p-MLKL) triggers plasma membrane rupture, a process that was demon-
strated to be counteracted by the membrane repair ESCRT-III complex. The necrosome can be engaged by death receptor signaling in 
condition, in which caspases are absent or inhibited (e.g., by viral proteins), and RIPK1 no longer intercalates with RIPK3. Other ways 
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the DISC complex is capable of activating initiator caspases 
(e.g., caspase-8 [CASP-8] or caspase-10 [CASP-10]). Together 
with RIPK1, RIPK3, and FADD, a CASP-8–cFLIP heterodi-
mer forms a cellular signaling platform, termed a ripoptosome, 
which usually prevents necroptotic signaling (see below) by 
cleaving RIPK1, RIPK3, and cylindromatosis (CYLD) while not 
proteolytically activating downstream effector caspases such as 
CASP-3, CASP-6, and CASP-7. However, should CASP-8 be ac-
tivated, it will form homodimers to activate downstream cas-
pases, which induce apoptosis.

RIPK1 polyubiquitination represents a major checkpoint for 
a cellular decision to either survival or to undergo RCD. For 
this reason, polyubiquitination is tightly regulated. Inhibitors 
of apoptosis 1 and 2 (cIAP1/2) and the linear ubiquitination 
complex (LUBAC) attach ubiquitin chains, whereas OTULIN, 
CYLD, and A20 remove them. Polyubiquitination is required 
for NEMO-dependent canonical NF-κB signaling and mitogen-
activated protein kinase (MAPK) activation. Both provide a 
survival signal. In contrast, on loss of polyubiquitination RCD 
is licensed. Remarkably, both pro-survival NF-κB signaling and 
necroptosis lead to local inflammation, whereas apoptosis is 
noninflammatory.

Following the observation that CASP-8-deficient mice 
(which die in utero) can be rescued on a RIPK3-deficient back-
ground to become viable and fertile, the physiological role of 
apoptosis has been questioned. However, CASP-8 is of critical 
importance only for the extrinsic pathway of apoptosis. Mice 
deficient for both BAX and BAK, which cannot undergo intrin-
sic apoptosis, are not viable. Thus, apoptosis appears to be im-
portant for normal development and, particularly in the case of 
CASP-8, for the inhibition of necroptosis.

Other than hereditary autoimmune syndromes (e.g., autoim-
mune lymphoproliferative syndrome [ALPS]), no clear role for 
apoptosis in diseases has been unequivocally reported. To date, 
inhibition of caspases in certain diseases has either worsened or 
failed to provide benefits to disease outcomes.

Pyroptosis
Pyroptosis (from “pyro” = fever/inflammation and “ptosis” =
to fall) is a form of RCD induced by inflammatory stimuli, 
transduced via inflammatory caspases and (probably) execut-
ed by gasdermins. Inflammatory caspases include CASP-1, 
CASP-4/-5 (human), and CASP-11 (murine). Unlike apop-
tosis, caspase activation in this context leads to a necrotic   
phenotype that is mediated by members of the gasdermin fam-
ily. In the prototype pyroptosis pathway, CASP-1/-11 cleave 
gasdermin D (GSDMD). Proteins of the gasdermin family are 
composed of a self-inhibitory C-terminal and a death-inducing 

are highly proinflammatory. As pyroptosis is typical for cells 
of innate immunity, this might be an alert function of this 
first-line defense.

In conclusion, even in RN, cells regulate their inflammatory   
potential in both proinflammatory and antiinflammatory ways. 
When balanced, this generates a beneficial environment for 
both defense and regeneration. The exception to this rule is fer-
roptosis, where lipid peroxides recruit neutrophils (see below), 
and it is still unclear whether this response can be considered 
beneficial.13

SIGNALING PATHWAYS OF REGULATED 
CELL DEATH
RCD is an umbrella term for any genetically determined signal-
ing pathway that results in cellular demise.14 RCD thus includes 
both nonimmunogenic apoptosis and immunogenic RN. Fig. 
17.4 provides an overview of the four most important path-
ways of RCD, comprising apoptosis, pyroptosis, necroptosis, 
and ferroptosis. Whereas the first three of these pathways are 
controlled by an intertwined caspase/kinase system, ferroptosis 
appears to be somewhat different in nature.

Apoptosis
Apoptosis is a complex program for nonimmunogenic cellular 
demise that is regulated by caspases. During the first hours of 
apoptosis, cells maintain their plasma membrane integrity and 
therefore, by definition, are not necrotic. The apoptotic program 
may be activated via the intrinsic (mitochondrial) or the extrin-
sic (death receptor) pathways.

The intrinsic pathway is controlled by different members 
of the Bcl-2 protein family, such as Bcl-2 or BAX, and there-
fore reacts to intracellular changes (e.g., DNA damage) by 
forming transient pores, a process referred to as mitochondri-
al outer membrane permeabilization (MOMP). The intrinsic 
pathway reacts to internal stimuli, whereas the default activa-
tion of the extrinsic pathway occurs following an outside-in 
signaling. The latter is typically mediated by death receptors, 
such as Fas (also known as CD95 or Apo1) or tumor necrosis 
factor receptor 1 (TNFR1). Upon trimerization/hexameriza-
tion, these death receptors recruit downstream molecules via 
death domains (DDs), such as TRADD or FADD, to form a 
receptor-associated platform, the death-inducing signaling 
complex (DISC).

Nuclear factor-κB (NF-κB) signaling is the canonical response 
to TNFR1 activation. If NF-κB is inhibited and/or receptor-
interacting protein kinase 1 (RIPK1) polyubiquitination is lost, 

of engaging the necrosome are through Toll-like receptors (TLRs) via the RHIM-containing adaptor molecule TRIF, or by activation 
of the protein ZBP1/DAI in response to sensing intracellular oligonucleotides. Finally, and without any clear connection to apoptosis 
and necroptosis, ferroptosis (C) is a failsafe rather than a typical cell death pathway. In cellular homeostasis, H2O2 concentrations 
iron catalyzed and fenton reactions are limited by diverse cellular antiredox systems. The best-studied system relies on glutathione 
(GSH), which is generated intracellularly and depends on supply via system Xc−, a cys/glu antiporter in the plasma membrane, or 
products of the mevalonate pathway. Upon sufficient GSH concentrations, glutathione peroxidase 4 (GPX4) prevents lipid peroxidation 
that otherwise leads to plasma membrane rupture by unknown mechanisms. In contrast, the oxidoreductase FSP1 (also known as   
AIF-M2 ) prevents lipid peroxidation upon myristoylation-dependent recruitment to the plasma membrane in a GSH-independent man-
ner. Finally, the targeted release of ferritin from multivesicular bodies into the extracellular space might represent another anti-ferrop-
tosis mechanism that depends on the protein prominin2. Ferroptosis occurs as a non cell-autonomous pathway in a process referred 
to as synchronized regulated necrosis (SRN).
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N-terminal fragment.15 Upon caspase-mediated cleavage of 
GSDMD, the N-terminal fragment loses its self-inhibiting 
C-terminal fragment and therefore becomes active. This,   
through an as-yet to be defined mechanism, results in the for
mation of a plasma membrane pore that allows secretion of   
active cytokines and necrosis. An exceptionally potent inflam
matory stimulus for pyroptosis is LPS, a typical component   
of bacterial membranes. In pyroptosis, the axis LPS–CASP-
11–GSDMD –pyroptosis is also referred to as “noncanonical.”

The canonical pathway is initiated by the inflammasomes 
(Chapter 3). The NLRP3 inflammasome forms upon stimuli 
that include pathogen-associated molecular patterns (PAMPs), 
DAMPs, and absent in melanoma-2 (AIM2) as a response to 
cytosolic DNA. These inflammasomes recruit CASP-1/-11 via 
adapter molecule ASC (apoptosis-associated speck-like protein 
containing a C-terminal caspase recruitment domain) and lead to   
GSDMD cleavage and IL-1β/IL-18 maturation. Indeed, active 
production of systemically effective inflammatory cytokines 
during RN has been described for pyroptosis, thus rendering 
this cell death modality highly inflammatory. Pyroptosis is typi-
cally observed in macrophages during gram-negative infection 
and upon culture with bacterial or viral intracellular patho-
gens. Thus, pyroptosis is thought to mediate the immunogenic   
destruction of colonized niches. The other members of the gas-
dermin family (GSDMA, GSDMB, GSDMC, and GSDME) share   
structural analogies and potentially represent additional   
pore-forming molecules. In line with this, it was recently dem-
onstrated that GSDME can be cleaved by Caspase 3 and gran-
zyme B; thus, leading to pyroptosis as well.

Necroptosis
Necroptosis is the best-characterized mode of RN. It was dis-
covered as a type of necrotic cell death in apoptosis-resistant 
cell lines. Classically, it is induced upon tumor necrosis factor-α
(TNF-α) stimulation with concomitant inhibition of apoptosis 
(e.g., by a virally expressed caspase inhibitor). In this context, 
TNFR1, Fas, and other death receptors (described at pathways 
of extrinsic apoptosis, see above) transduce this signal into the 
cell (see Fig. 17.4).

RIPK1, a key checkpoint of cellular fate, contains a motif next 
to its DD termed RIP homotypic interacting motif (RHIM). This 
motif is preserved in only four proteins within the mammalian 
proteome, and all these proteins are associated with the regu-
lation of necroptosis. The necrosome, a higher-order structure 
with a poly-RIPK3 backbone, is central to necroptosis execution. 
Importantly, the necrosome can also be engaged downstream of 
TLR3 and TLR4 signaling through the protein TIR-domain-
containing adapter-inducing interferon-β (TRIF) .

Viral recognition is integrated by the protein DNA-depen-
dent activator of interferon regulatory factors (DAIs), also re-
ferred to as ZBP1.16 Recently, DAI has been demonstrated to 
mediate in utero lethality of RIPK1-deficient mice by forcing 
RIPK3 oligomerization, which places inactive RIPK1 as an in-
hibitor of necroptosis. The RIPK1 kinase inhibitor necrostatin-1s   
(Nec-1s) seems to stabilize this conformation and thereby   
inhibit RIPK3 oligomerization.

Downstream of the active necrosome, mixed lineage ki-
nase domain-like protein (MLKL) becomes phosphorylated 
by RIPK3. After phosphorylation of MLKL, this pseudokinase 
forms oligomers targeting the plasma membrane via its four-
helical bundle (4HB) motif to mediate plasma membrane rup-
ture. This process is controlled by the ESCRT-III complex, but 

the precise mechanisms of necrotic cell death and potential pore 
formation currently remain undefined. Clearly, phosphorylated 
MLKL (pMLKL) is required, but it is not sufficient to execute 
necroptosis. This is of significant interest as pMLKL targets 
multiple intracellular membranes, translocates to the nucleus 
to induce CXCL1/IL-33, and is stably expressed in terminally 
differentiated cells (e.g., podocytes and endothelia) without kill-
ing them. Taken together, this might point to a still-unknown 
physiological role of pMLKL. Mice deficient in RIPK3 or FADD 
and MLKL die following challenge with influenza A virus. 
Therefore, RNA viruses, such as influenza A (and potentially   
also SARS-CoV-2, Chapter 25), drive necroptosis through   
activation of ZBP1/DAI.17

Bacterial infection is sensed via TLR3 and TLR4. This also re-
cruits a RHIM domain–containing adapter protein named TRIF 
that engages RIPK3 to drive necrosome formation and necrop-
tosis. It is likely that necroptosis exemplifies an evolutionary 
conserved program to defend the host against viruses and cer-
tain bacteria. In keeping with this hypothesis, some virus express 
caspase inhibitors, such as crmA (e.g., cowpox virus), whereas 
viral protein M45 (e.g., cytomegalovirus [CMV]) specifically in-
hibits necroptosis. CMV is a member of the herpesvirus family, 
which is characterized by its persistence within the host. M45 
contains a viral RHIM domain and thereby suppress ZBP1/DAI-
induced RIPK3 oligomerization within the necrosome.

Following activation of the necroptosis pathway, chemokines 
(Chapter 15) and cytokines (Chapter 14) are actively produced 
to be released in addition to DAMPs. These include CXCL1 and 
IL-33, a stimulator of ST2 signaling on regulatory T cells. These 
observations suggest that necroptosis limits the inflammatory 
response to a certain microenvironment and thereby prevents 
a systemic inflammatory response syndrome (SIRS) and death. 
As immunogenic as necroptosis may be on a local scale, on its 
own it may not induce the release of acute-phase proteins from 
the liver or with a fever.

Necroptosis critically contributes to diverse pathophysio-
logical settings, including ischemia–reperfusion injury in solid 
organ transplantations, myocardial infarction, stroke, and SIRS. 
RIPK3- and MLKL-deficient mice have been demonstrated to 
be protected from preclinical models of such diseases by sev-
eral independent groups. As a result, inhibitors of necroptosis 
(RIPK1 kinase inhibitors, RIPK3 kinase inhibitors, and MLKL 
inhibitors) have entered phase I and phase II clinical trials. As 
of the writing of this chapter, no cell death–preventing therapy 
had been approved by the US Food and Drug Administration 
(FDA). However, preclinical and first clinical data are very 
promising. Necroptosis inhibitors may soon become the first-
in-class compounds to prevent RN.18

CLINICAL RELEVANCE
Selection of Clinically Relevant Conditions 
Associated With Necroptosis

• Acute kidney injury
• Acute liver failure
• Acute respiratory distress syndrome
• Autoimmune disorders
• Cancer (necrosis in the center of solid tumors)
• Myocardial infarction
• Solid-organ transplantation
• Stroke
• Transplant rejection 
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Ferroptosis
Ferroptosis is an important RN pathway with respect to isch-
emic injury of the brain, the heart, and the kidneys. It has been 
implicated as a mechanism to target cancer. Unlike extrinsic 
apoptosis and necroptosis, ferroptosis is not initiated by specific 
receptors. In renal tubules, it mediates an event referred to as 
synchronized regulated necrosis (SRN) of an entire functional 
unit. Thus, it provides a biochemical basis for the clinical obser-
vation of necrotic casts in the urine sediment of patients with 
acute kidney injury (Chapter 69). Key ferroptosis molecules 
have been associated with renal clear cell carcinomas.

Ferroptosis is critically mediated by the loss of NADPH (the 
major cellular redox equivalent) abundance as result of lipid perox-
idation. This peroxidation was initially attributed to lipoxygenase 
ALOX5. However, it has become clear that ferroptosis is predomi-
nantly driven by the loss of function of glutathione (GSH) per-
oxidase 4 (GPX4) and/or ferroptosis-suppressor protein 1 (FSP1, 
also known as AIFM2), depending on the cell type. Upon GPX4-
dysfunction, ferroptosis occurs rapidly in all metabolically active 
cells by means of ROS that are generated in the mitochondria.4,19

GPX4 requires GSH as a redox equivalent to function. Inhibi-
tion of the glutamate/cystine-antiporter system Xc

− in the plasma 
membrane depletes intracellular cysteine required for GSH syn-
thase. Inhibitors of the antiporter system Xc

− are referred to as type 
1 ferroptosis inducers (FINs). The default type 1 FIN is the com-
pound “erastin,” which was found in a screen for lethal compounds 
against Ras-transformed tumor cells. Type 2 FIN directly inactivate 
the active center of the selenoprotein GPX4. Other inhibitors of fer-
roptosis have also been identified through screens (e.g., the first-in-
class compound ferrostatin-120 and in cancer cell lines (e.g., diffuse 
large B-cell lymphomas and clear cell renal carcinomas.21

GPX4 catalyzes the reduction of oxidized phospholipids 
and sphingolipids to the respective alcohols. This is associated 
with protection from cell death by ferroptosis, indicating that 
lipid peroxidation drives the loss of plasma membrane integ-
rity. However, precise mechanisms remain to be determined. 
Defects in enzymes required for generation of polyunsaturated 
fatty acids (PUFAs), such as acyl-CoA synthetase long-chain 
family member 4 (ACSL4), prevent cells from undergoing fer-
roptosis. This further emphasizes the role of lipid peroxidation.

NADPH depletion has been identified as a downstream 
event of lipid peroxidation. This might explain the nature of cell 
death propagation during ferroptosis, which is not restricted to 
a single cell but causes necrosis beyond the plasma membrane 
limits. This phenomenon has been referred to as a wave of death, 
and was confirmed to occur in cell culture, in fish, and in renal 
tubules. NADPH may freely diffuse between neighboring cells 
through intercellular pores, such as gap junctions, leading to 
RCD in adjacent cells.22,23

At the time of writing this chapter, no immunomodulatory 
role for cells that die by ferroptosis had been described, and the 
immunogenicity of ferroptosis is certainly high. It is clear, how-
ever, that ferroptosis in ischemic myocardial tissue recruits neu-
trophils, and that addition of ferrostatins reduces the infarcted 
area and the scarring.13 Post-myocardial infarction inflamma-
tory syndromes (Chapter 37), such as Dressler syndrome, may 
be partially explained by this mechanism. Finally, it remains un-
clear why some heart attacks are not accompanied by neutrophil 
infiltration.

The role of mitochondria in ferroptosis has been recently 
elucidated.24 Mitochondria are one source of the ROS that drive 
lipid peroxidation during ferroptosis. These findings, and the 
identification of FSP1 (see above) also suggested that ferroptosis 
might substantially overlap with what was previously referred to 
as “mitochondrial necrosis” or mitochondrial permeability tran-
sition-induced regulated necrosis (MPT-RN). The distinction of 
the RN pathways is of major relevance because of the develop-
ment of specific small molecule inhibitors. Clear data exist to 
demonstrate that widespread depletion of mitochondria does not 
affect necroptosis.25 Thus, while necroptosis does not require mi-
tochondria and mitochondrial cell death does not require RIPK3,   
ferroptosis does. Evidence from isolated mitochondria, as well as   
from immunofluorescence and electron microscopy, suggests   
a central role of swelling of this organelle and MOMP during   
MPT-RN, as in apoptosis. To the best of our knowledge, a role of   
mitochondrial swelling in ferroptosis has not been determined.

Distinction of Other Regulated Necrosis Pathways—
Mitochondrial Permeability Transition-Induced 
Regulated Necrosis and Parthanatos
MPT-RN is the consequence of mitochondrial permeability 
transition, a highly effective shortcut between the mitochon-
drial matrix and the cytosol. MPT is mediated through a pore 
(the MPT pore [MPTP]), the composition of which has been 
a matter of debate for at least two decades. Currently, a widely 
accepted model assumes a multiprotein complex physically or 
functionally involving proteins from the mitochondrial matrix, 
inner and outer mitochondrial membranes, the transmembrane 
space, and the cytosol. The pore is controlled by a cyclophilin 
named cyclophilin D (CYPD), a key modulator of MPTP open-
ing and, thus, MPT-RN. Genetic absence of ppif, the gene that 
encodes for CYPD, protects mice from ischemic challenges, 
including stroke, myocardial infarction, and renal ischemia–
reperfusion injury. As with other cyclophilins, the immunosup-
pressant cyclosporine (CsA) (Chapter 85) inhibits the opening 
of the MPTP and therefore prevents MPT-RN. This effect may 
well account for some of the immunosuppressive function of 
CsA. Other models favor CYPD to interact with the c subunit 
of F1F0–ATPase complex.26 However, the role CsA in ferropto-
sis remains unclear, as does the extent to which ferroptosis and 
MPT-RN express two variations of the same RN pathway.

Parthanatos is defined as cell death that occurs following so-
called overactivation of the DNA repair enzyme poly (ADP-ribose) 
polymerase 1 (PARP1). PAR polymers are formed and translocate 
to the outer mitochondrial membrane by unknown targeting 
mechanisms. The default induction of PARP1 overactivation in-
cludes a wide array of stimuli, ranging from DNA damage (e.g., 
through irradiation), over ROS, stress, and induction by toxins, 
such as methylnitronitrosoguanidine (MNNG). Comparable to 
MPT-RN, parthanatos results in apoptosis-inducing factor (AIF) 

CLINICAL RELEVANCE
Selection of Clinically Relevant Conditions 
Associated With Ferroptosis

• Cancer (necrosis in the center of solid tumors)
• Myocardial infarction
• Hemorrhagic stroke
• Acute kidney injury and acute tubular necrosis
• Rhabdomyolysis
• Solid-organ transplantation 
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release. It has been suggested that AIF requires active PARP1 to 
transfer ATP-ribose groups from NAD+ onto its targets.

Most of our knowledge of PARP1 derives from cancer re-
search. Many tumors have been demonstrated to overactivate 
PARP1. PARP inhibitors are in the FDA approval process for 
diverse cancers as a result of promising outcomes of phase III 
clinical trials. For BRCA1/2 mutated ovarian and breast cancer, 
PARP-inhibitor olaparib has already been introduced in clini-
cal practice. As with MPT-RN and ferroptosis, it is possible that 
parthanatos and ferroptosis are variations of the same RN path-
way. Future experiments will have to clarify this issue.

KEY CONCEPTS
Prototype Inhibitors of Regulated Necrosis

• Inhibitors of necroptosis
• Necrostatin-1 (Nec-1)
• Nec-1s (Nec-1 stable)
• Ponatinib

• Inhibitors of ferroptosis
• Necrostatin-1 (Nec-1)
• Ferrostatin-1 (Fer-1)
• 16–86
• Liproxstatin-1 (Lip-1)
• Deferoxamin (DFO)

• Inhibitors of mitochondrial permeability transition (MPT)–induced   
regulated necrosis (MPT-RN)
• Cyclosporine (CsA)
• Sanglifehrin A (SfA)

• Inhibitors of parthanatos
• Olaparib and many others

• Inhibitors of pyroptosis
• zVAD-fmk (nonspecific caspase inhibitor)
• emricasan 

CONCLUDING REMARKS AND IMPLICATIONS FOR 
SOLID-ORGAN TRANSPLANTATIONS
Understanding the pathways of RN will allow screening for 
and/or design of specific inhibitors of the enzymes involved. 
Two major effects are anticipated from inhibiting RN. First, in 
clinically relevant conditions in which necrosis is the main de-
terminant, such as stroke, myocardial infarction, sepsis, trans-
plantation, acute liver failure, pancreatitis, and the center of 
solid tumors, it remains to be investigated how beneficial an 
antinecrosis therapy might be. Second, and probably of at least 
equal importance in solid-organ transplantation, necroinflam-
mation deteriorates and amplifies the primary organ damage.

In transplantation, standard immunosuppression is carefully 
individualized to prevent proliferation of immune cells, but it 
does not avoid the priming of memory B cells. To transplant 
an organ that contains DAMPs and necrotic debris—a frequent 
scenario following a period of organ transfer—creates a strong 
stimulus for memory B cells. Expansion of these cells following 
the engagement of the BCR is a target for immunosuppression. 
The memory phenotype may be favored upon these special con-
ditions. This scenario is comparable to a vaccination against in-
tracellular components of the graft. When immunosuppression 
is tapered, ABMR becomes a major factor, lasting for years.27

Under these circumstances, ABMR may be triggered by necrop-
tosis of transplanted cells that have been virally infected. Finally, 
transplantation of necrotic debris hardly happens in living do-
nor transplantation despite HLA mismatch and blood group   
mismatch and blood group incompatibilities. The upcoming 
years of RN and transplantation research should clarify how an 
anti-RN therapy may improve the outcome of transplants, with 
a particular focus on ABMR (Table 17.1).

TABLE 17.1 Classification of Damage-Associated Molecular Patterns

Classes of DAMPsa

Categories of Cognate Recognition Receptors/Sensors 
(Cell Bound, Humoral)

Class Ia DAMPs DAMPs such as HMGB1, HSPs, nucleic acids 
including mitochondrial and cytosolic DNA

Sensed via binding to “classical” recognition receptors (e.g., PRRs such as TLRs, 
RLRs, ALRs) on/in innate immune cells (e.g., phagocytes and DCs), thereby 
triggering signaling pathways

Class Ib DAMPs DAMPs such as CALR and eATP Recognized by “nonclassical” recognition receptors (e.g., the purinergic recep-
tors P2X7.) thereby contributing to phagocytes including DCs activation

Class II DAMPs DAMPs (e.g., eATP, uric acid) operating as second 
signals to activate the NLRP3 inflammasome

Sensed by NLRP3 receptor to form assembly of the NLRP3 inflammasome 
contributing to phagocytes including DC activation

Class III DAMPs DAMPs exposed on stressed cells such as MICs 
and ULBPs

Recognized by the activating NKG2D receptor (e.g., on NK cells, thereby contrib-
uting to NK cell activation)

Class IV 
DAMPs

DAMPs in terms of neoantigens/neoepitopes 
(e.g., NMHC-II, oxidized phospholipids, and the 
actin cytoskeleton.)

Recognized by binding to preexisting natural IgM antibodies to activate the 
complement cascade, thereby contributing to inflammation

Class V DAMPs Dyshomeostasis-associated molecular patterns 
(e.g., accumulation of unfolded proteins in the 
ER; intracellular ion perturbations, hypoxia, and 
redox imbalance)

Sensed by sensors of the UPR (e.g., PERK) or sensed by NLRP3 receptor, 
thereby contributing to inflammation and DC activation

Class VI DAMPs Metabolic DAMPs (e.g., succinate) Recognized by the “nonclassical” recognition receptor GPR91. Thereby promot-
ing inflammation

Class VIIb

DAMPs
Nociceptor-activating DAMPs (e.g., osmotic chal-

lenges, low and high temperature, capsaicin)
Sensed by nociceptors (e.g., TRPA1 channels and TRPV1)

aThe attempt to classify DAMPs as depicted in this table is restricted for this chapter only and with focus on their crucial role in allograft rejection.
bClass VII DAMPs sensed by nociceptors have been tentatively included in this table to show that DAMP-induced responses of the innate immune defense system may exceed 
the traditional phenomena of inflammation and adaptive immunity. Of course, this approach is debatable and we freely admit that there are still some deficits in our classification 
waiting for a final resolution.
CD, Cluster of differentiation; DAMPs, damage-associated molecular patterns; DC, dendritic cells; eATP, extracellular ATP; ER, endoplasmic reticulum; GPR91, G protein-coupled 
receptor 91; HMGB1, high mobility group box 1; HSPs, heat shock proteins; IgM, immunoglobulin M; MICs, MHC class I chain-related proteins; NK, natural killer; NKG2D, natural 
killer group 2 member D; NLRP3, NLR family, pyrin domain-containing protein 3; NMHC-II, nonmuscle myosin II-A heavy chain; PERK, the protein kinase R (PKR)-like endoplasmic 
reticulum kinase; PRRs, pattern recognition receptors; P2X7, purinergic receptor P2X7; RLRs, retinoic acid-inducible gene (RIG)-I-like receptors; TLR, Toll-like receptor; TRPA1, tran-
sient receptor potential cation channel subfamily A member 1; TRPV1, transient receptor potential vanilloid subtype 1; ULBPs, UL16 binding proteins.
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ON THE HORIZON

• RIPK1 inhibitors have shown promising results in animal studies/hu-
man phase I and II studies. They are the most likely first-in-class cell 
death inhibitors.

• Ferroptosis inhibitors may be useful for protection against the wave-
of-death phenomenon seen in myocardial infarction and acute kidney 
injury. Perfusion of transplantable organs with ferrostatins may be a 
clinical application that could soon be tested.

• Immunogenicity of necrosis may boost cancer immunotherapy. Ex-
amples for this are approaches of gasdermin-mediated necrosis of 
tumor cells that are combined with checkpoint inhibitors. 

In Vivo Interference With Regulated Necrosis
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GENOME ANNOTATION
Each individual inherits genomic material from both parents. 
The maternal and paternal copies of the genome are nonidenti-
cal, and the difference in sequence (a variant) at any one loca-
tion (locus) is called an allele. The two alleles at a single locus on 
the two copies of a chromosome (except for the X chromosome 
in males, when there is only one allele) constitute the geno-
type. Genotype should not be confused with haplotype, which 
is the set of alleles present at a series of loci on a single chro-
mosome. The individual’s genotype interacts with the environ-
ment throughout life to create the phenotype. Some phenotypes, 
such as body weight, are simple to measure, whereas others are 
based on complex laboratory evaluation (e.g., T-cell prolifera-
tion). Phenotypes may be discrete traits (normal vs. abnormal) 
or quantitative traits that have a continuous range of values. 
Relatively common variants, or polymorphisms, account for 
some of the phenotypic variation between healthy individu-
als or between populations, and the cumulative percentage of 
phenotypic variation explained by genetic variation is called 
heritability. In monogenic diseases (also called mendelian or 
single-gene disorders), the presence of variant(s) is usually con-
sidered necessary and sufficient to cause disease; when an abnor-
mal genotype does not cause disease in everyone who has that   

The completion of the Human Genome Project in 2003,
50 years after the landmark 1953 publication of the double-
helical structure of DNA by James Watson and Francis Crick, 
was a major milestone in modern biology. The sequence 
provided a comprehensive and accurate view of the genetic 
makeup of humans, with an error rate of <0.001% and only 
a few hundred gaps.1,2 This detailed picture of a composite 
human genome is for human genetics what Vesalius’s publica-
tion of the structure of the human body, De humani corporis 
fabrica, was for anatomy. Like Vesalius’s work, it continues to 
serve as a foundation for further discovery in such areas as 
genetic variation, gene function, human physiology, and the 
genetic basis for disease.

The human genome has about 21,000 protein-coding genes 
distributed on 23 pairs of chromosomes.3 The total length of 
the haploid genome is ~3 billion nucleotide base pairs (bp). 
The protein-coding segments, called exons, are interspersed 
with noncoding DNA sequences, called introns. The aggregate 
protein-coding sequences, referred to as the “exome,” account 
for ~1% to 1.5% of the genome, with exons plus introns ~20% 
and the remainder is DNA located between genes. Some of the 
noncoding DNA contains regulatory elements that direct gene 
expression, act as origins for DNA replication, signal where 
exons start and end so that introns can be spliced out of mes-
senger RNA, control chromatin conformation, encode small
regulatory RNA molecules, and participate in three-dimen-
sional looping to produce the large-scale structure of chro-
mosomes. About 40% of the total DNA consists of families of 
repeated sequences. These repeat elements are generally silent, 
but they may be involved in some types of gene regulation and 
can participate in mutations by facilitating deletion, duplica-
tion, and insertion. Each cell expresses only a subset of the 
entire gene repertoire at a given point in time. “Housekeeping” 
genes are expressed in almost all tissues and cell types, where 
they perform basic metabolic and structural functions. Other 
genes are under very specific control, with their expression 
restricted to one or a few cell types. Differential gene expression 
specifies the unique composition and functions of cells (e.g., 
immunoglobulin [Ig] in B cells, and T-cell receptors [TCRs] in 
T cells). Some genes encode transcription factors, which trans-
locate to the cell nucleus to coordinate the expression of groups 
of tissue-specific target genes. A few of these apparently act as 
“master” genes during particular developmental processes or 
in specific cell lineages. Over 450 genes are known that when 
mutated result in immune system defects, affecting either 
innate or adaptive immune cells by altering processes govern-
ing cell growth, differentiation, effector functions, or cell death 
such as by apoptosis.4,5

KEY CONCEPTS
• The sequence of the human genome and catalogue of genome 

variation among humans has revolutionized our approach to heritable 
immune disorders.

• Genomic DNA sequence is the finest scale physical map of the   
genome, describing the exact locations of each gene on each of the 
22 paired autosomes and the X and Y sex chromosomes.

• The human genome encompasses ~3 billion nucleotide base pairs of 
DNA with approximately 21,000 protein-coding genes, with each cell 
expressing only a subset of the genes.

• Coding sequences of genes, referred to as the exome, comprise only 
1%–1.5% of the genome.

• Areas of the genome that are critical for normal function of gene
products have been conserved through evolution; thus, species con-
servation suggests functional significance.

• A variety of types of DNA variation are recognized, including single 
nucleotide changes, insertions or deletions of a few to many nucleo-
tides, copy-number variants consisting of deletions or duplications or 
triplication of many hundreds to thousands of nucleotides, and struc-
tural variants such as inversions or translocations.

• Interpretation of the significance of an observed variant in DNA 
sequence may require consideration of its location, frequency in the 
population, inheritance in a family, and specific effect on the resulting 
gene product.
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genotype, the phenomenon is referred to as reduced penetrance. 
The landscape of genetic variation in each individual includes a 
continuum of gene effects ranging from weak (common single-
nucleotide polymorphisms [SNPs] detected in disease-associ-
ation studies) to strong (rare, damaging variants detected in 
single-gene disorders).

The consensus sequence of the human genome has been 
only the first step in exploring normal biological functions and 
how variants cause disease. The Human Genome Project has 
matured into a number of basic and applied research areas: (i) 
acquiring a comprehensive catalogue of human variation and 
the impact of individual variants on phenotype, including dis-
orders of human development; (ii) comparing human genomes 
with those of other organisms and human ancestors; and (iii) 
learning how to interpret all the sequence elements within the 
genome, not just the codons that determine the amino acid 
makeup of proteins. Almost two decades after initial “comple-
tion” of the human genome sequence a fully complete and accu-
rate single, contiguous reference haploid genome is still being 
constructed, and updated versions continue to be released. The 
greatest challenges to completing the human genome sequence 
are posed by regions that contain segmental duplications of 
nearly the same sequence.

HUMAN VARIATION
The first publicly available human genome sequence was con-
structed from a small number of individuals, a composite 
haploid sequence rather than an actual sequence of a single 
individual. It was neither a “normal” nor a “control” genome; 
instead, it was a reference, providing a universally available 
sequence against which the genomes of individual humans, as 
well as other species, could be compared and any differences, or 
variants, determined. Even before the human genome sequence 
was completed, the need to discover as broad a range of human 
variations as possible in populations from around the world was 
recognized to be essential for understanding how genetic varia-
tions lead to differences in phenotypic traits and disease suscep-
tibilities. The first effort to catalogue human genetic diversity 
was the dbSNP (database of single nucleotide polymorphisms) 
project, followed by the 1000 Genomes project. These catalogues 

have been supplemented enormously by more comprehensive 
efforts, including the NHLBI GO Exome Sequencing Project 
(ESP), and the Exome and Genome Aggregation Consortium 
databases (EXaC and gNOMAD), which have made publicly 
available a vast number of variants and their frequencies from 
hundreds of thousands of individuals.

Variants are classified as rare or common. Most variants 
(85%) have allele frequencies substantially below the 1% cutoff 
for being a called a polymorphism and are, instead, considered 
rare, sometimes restricted to a single ethnic group or even a 
single kindred.6

DNA variation is also classified according to the type of DNA 
change (Table 18.1). Single nucleotide variants (SNVs), inser-
tion/deletion variants (indels), copy number variants (CNVs), 
and structural variants (SVs) can have different consequences, 
depending on their location and the number and identity of 
nucleotides affected. The simplest and most common of all 
variants are SNVs, in which one nucleotide in the reference 
sequence is substituted by another. A locus characterized by an 
SNV usually has only two alleles, corresponding to the more 
common (major allele) and less common (minor allele) base 
found at that particular location, although, theoretically, four 
alleles at any base position are possible (either an adenine [A], 
cytosine [C], guanine [G], or thymidine [T] nucleotide). SNVs 
are observed on average once every 1000 bp in the genome but 
are not distributed evenly and have different frequencies in dif-
ferent populations. Most SNVs are not located within exons or 
other known functional elements; moreover, over half of cod-
ing SNVs do not alter the predicted amino acid sequence of the 
encoded protein and are thus termed synonymous, whereas the 
remainder that do alter the amino acid sequence are nonsyn-
onymous. Other SNVs introduce or change a stop codon, and 
still others alter a known splice site; such SNVs are likely to have 
significant impact on the expression of the gene containing the 
SNV as well as possible phenotypic consequences.

A second general class of variation is the result of insertion 
and/or deletion compared to the reference sequence, ranging 
from 1 up to an arbitrary cutoff of ~300 to 1000 bp. When ref-
erence nucleotides are simply deleted or duplicated, the vari-
ant is referred to as a “del/dup.” When the reference sequence 
has some nucleotides deleted and replaced by another inserted 

TABLE 18.1 Types of DNA Variation

Type Description Methods for Detection

Single nucleotide variant 
(SNV)

Sequence change in which, compared with a reference 
sequence, one nucleotide is substituted for another

Readily found by Sanger or massively parallel sequencing 
with short or long reads

Deletion or duplication 
variant (del/dup)

Sequence change involving 2 to ~1000 base pairs (bp) in 
which reference nucleotides are either missing (deleted) 
or duplicated and inserted directly 3’ to the reference 
nucleotides

Small del/dup detected by short-read sequencing, but long 
reads may be required

Insertion/deletion variant 
(indel)

Sequence change involving between 2 and ~1000 bp in 
which one or more reference nucleotides are replaced by 
one or more other nucleotides and is not an SNV or SV

Most often found by short-read sequencing, but may 
require long reads

Copy number variant (CNV) The del/dup or indel is arbitrarily set as larger than ~1000 bp Difficult to find by short-read sequencing without special-
ized CNV detection software; long reads or other special-
ized tools may be required

Structural variant (SV) Inversion, translocation May be difficult to find by any sequencing method other 
than whole-genome sequencing, depending on where 
the inversion or translocation occurs; karyotype analysis 
required for large-scale cytogenetic changes

From Human Variome Society, Sequence Variant Nomenclature, version 20.05. Available at: http://varnomen.hgvs.org (accessed January 25, 2021).

http://varnomen.hgvs.org
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of inversion carriers because of aberrant recombination dur-
ing meiosis, leading to serious syndromes brought about by 
chromosomal imbalance. Furthermore, if inversions interfere 
with normal gene expression by disrupting a gene or altering 
the physical relationship between a gene and its regulatory   
elements, disease may ensue.

CLINICAL IMPACT OF HUMAN VARIATION
One of the greatest challenges facing human geneticists is link-
ing variation to phenotype.12 The significance for the health of 
the vast majority of variants of any type is unknown, and yet 
this knowledge is essential if we are to apply genomics to clini-
cal care. The impact of variants ranges from completely benign 
to highly pathogenic, the latter causing devastating disorders of 
the immune system that may occur as new mutation dominants 
or as autosomal recessively inherited syndromes. Even common 
polymorphic variants may affect health or longevity, although 
their being common means that they are likely to produce a 
relatively subtle alteration of disease susceptibility rather than 
directly cause a serious illness.13 Working out the functional 
impact of human variation will occupy genomics researchers for 
many years to come. An essential component of this work is to 
make databases of genetic variants and their impact on human 
health available to the research and clinical communities, as is 
being done with the ClinVar database hosted by the National 
Library of Medicine in the United States and the Leiden Open-
source Variation Database (LOVD).14–16

COMPARATIVE GENOMICS
Evolution at work is nowhere better illustrated than in the 
field of comparative genomics, which deals with similarities in 
the sequence, structure, and chromosomal location of genes 
between different species whose evolutionary paths diverged up 
to hundreds of millions of years ago. Direct sequence compari-
son has revealed that an enormous number of human proteins 
have orthologues (genes derived from a common ancestor) in 
other organisms, ranging from 87% in chimps to 79% in mice, 
63% in zebrafish, 39% in the fruit fly (Drosophila melanogaster), 
and 31% in the nematode (Caenorhabditis elegans). The study 
of the human genome and the genomic basis for human disease 
has benefited from studies in other organisms, particularly mul-
tiple strains of mice, in which many decades of inbreeding and 
gene manipulation have permitted characterization of the roles 
of many gene products and phenotypic consequences of varia-
tion. Mouse models of immunity have been highly relevant and 
informative for humans.

However, orthologous genes may serve different func-
tions in different species; therefore, one cannot assume that a 
disease-causing variant in humans will cause a similar defect 
when its orthologue is similarly mutated in mice, and vice 
versa. For example, the V(D)J recombination activating genes 
RAG1 and RAG2 in humans and Rag1 and Rag2 in mice appear 
to have identical functions, with knockout mice showing the 
same inability to recombine T- and B-lymphocyte antigen-
receptor genes as humans with RAG1 or RAG2 deficient severe 
combined immunodeficiency (SCID; Chapter 34).17 As a result, 
the phenotype of RAG1/2 deficiency in both species is absent T 
and B cells with normal natural killer (NK) cells, referred to as 
T−B−NK+ SCID. A contrasting situation occurs in other SCID 
genotypes. For example, humans lacking the common γ chain 

sequence, the variant is referred to as an “indel.” Each individual 
carries many hundreds of thousands of indels.

Some del/dup variants are multiallelic because of variable 
numbers of the identical segment of DNA inserted in tandem 
at a particular location, thereby constituting what is referred to 
as a microsatellite, or short tandem repeat (STR). Microsatellites 
are segments of DNA composed of units of 2, 3, or more nucleo-
tides, such as (TG)n, or (CAA)n, with n between 2 and several 
dozen. Many tens of thousands of polymorphic microsatel-
lites are known to exist throughout the human genome, mak-
ing them useful for tracking inheritance of DNA blocks within 
kindreds (linkage analysis) as well as for forensic identification 
of an individual’s DNA identity or fingerprint. STR DNA seg-
ments within or adjacent to coding exons rarely, but famously, 
can expand to become hundreds or thousands of nucleotides 
long, thereby causing such human disorders as fragile X syn-
drome or Huntington disease. Even without expansion, STRs 
within exons, some of which may be as small as 9 to 25 bp, have 
an outsized impact on the frequency of human disease, since 
they confer a five- to sixfold increase in the frequency of rare 
disease-causing indel mutations compared with neighboring 
exon sequences that do not contain an STR.7

One subclass of indel variants arises from mobile elements. 
Nearly half of the human genome consists of widely dispersed 
families of repetitive elements, of which the two most common 
are Alu (a ~300 bp short interspersed nuclear element) and 
LINE (long interspersed nuclear element). Although most of 
the copies of these repeats are stationary, some of them con-
tribute to human genetic diversity through retrotransposition, or 
insertion of a DNA segment generated through transcription 
of an Alu or LINE element into an RNA that is then reverse-
transcribed back into DNA. Each mobile element indel consists 
of two alleles, one with and one without the inserted element. 
Mobile element polymorphisms are found on all human chro-
mosomes; some have been implicated in gene disruptions 
underlying human disease.

Another important type of human variation includes CNVs, 
variations in the number of copies of DNA segments >1000 bp 
to many hundreds of kilobase pairs (kb). CNVs >500 kb occur 
in 5% to 10% of the general population, whereas those >1 mil-
lion bp (1 Mb) occur in 1% to 2%. Not only are CNVs a sig-
nificant contributor to human variation and disease but also 
the areas of the genome where they are found are often sites 
of segmental duplications, some of the most difficult regions in 
which to develop an accurate reference sequence because the 
most widely used sequencing technologies generate only short 
reads of a few hundred bp.8,9 Many CNVs include genes; thus, 
CNVs are frequently implicated in diseases that result from 
altered gene dosage. One well-known human immunologi-
cal and multisystem disorder, DiGeorge syndrome, is caused 
by heterozygous deletion CNVs between four sets of repeated 
DNA elements on chromosome 22q11.2.10 The deletion occurs 
de novo in about 1 in 5000 individuals and encompasses dozens 
of genes, the most important of which for the DiGeorge pheno-
type is the transcription factor gene TBX1.

The most common SVs in the human genome are inver-
sions, which range from a few bp to up to several Mb. Inver-
sions are present in either of two orientations in the genomes of 
different individuals.11 Most do not involve gain or loss of DNA, 
allowing each opposite-oriented allele to achieve a substantial 
frequency in the general population. Inversions can, how-
ever, cause significant gains or losses of DNA in the offspring   
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(γc) of receptors for interleukin-2 (IL-2) and other cytokines, 
caused by mutations in the X-linked gene IL2RG have SCID 
in which T and NK cells are absent but nonfunctional B cells 
are present in normal to high numbers, T−B+NK− SCID. Mice 
with the orthologous gene Il2rg mutated or removed can make 
T cells but have no B cells, which gives them a T+B−NK− phe-
notype.18

Genes other than IL2RG alone must be responsible for this 
difference between species. Such genes, known as modifiers, 
have not yet been identified. Notably, different strains of mice 
can also have important phenotypic differences in the pres-
ence of a single gene mutation under study; for example, some 
strains such as nonobese diabetic (NOD) and Murphy Roths 
Large (MRL) mice are highly prone to developing autoimmu-
nity, while others such as C57BL/6 (B6) are resistant.19

FUNCTIONAL GENOMICS
Immediately after the Human Genome Project was declared to 
have been complete in 2003, an important follow-on project 
was launched to identify the functional segments of DNA, par-
ticularly portions in the 98% to 99% lying outside of the coding 
exons of genes, for which there was no simple sequence code 
that could be understood the way the triplet codon code can 
be read. This project, termed ENCODE (for “encyclopedia of 
DNA elements”) set out to address the problem by studying 
functional DNA elements in genomes of humans and model 
organisms.20 Before ENCODE, estimates were that 3% to 8% 
of the human genome had some role in function, given that 
this fraction of the genome appeared to be highly conserved 
among species with only very limited variation. This estimate 
was far too low, as it did not take into account rapidly evolving 
functional elements or those restricted to particular evolution-
ary lineages, nor did it include segments of DNA too small to 
show conservation with statistical significance, or functional 
elements in repetitive DNA not reliably scored as being evolu-
tionarily conserved.

Since the same genome is present but functions differently in 
different cells of an individual, ENCODE used a number of dif-
ferent tissues for its studies. A comprehensive catalogue of every 
segment of DNA that is transcribed into RNA in any tissue was 
required. A second project, GTEx (Genotype-Tissue Expres-
sion) was launched to catalogue tissue-specific gene expres-
sion and regulation from 54 non-diseased tissue sites across 
nearly 1000 individuals.21 ENCODE has analyzed not only total 
whole-cell RNAs but also those located in the nucleus or cyto-
sol, because subcellular localization of RNAs is important in 
understanding their functions. Assays for functionality of seg-
ments of DNA are to a large extent circumstantial and include 
biochemical evidence, such as identifying (i) segments of DNA 
located in chromatin loops that allow chromatin-chromatin 
interaction; (ii) regions of open chromatin, which are accessible 
to transcription; (iii) motifs that transcription factors recog-
nize and bind to; (iv) regions associated with histones that have 
been modified to either promote or suppress transcription; and 
(v) regions with differential methylation of cytosine residues 
in different tissues, with methylation being associated with   
inactivity.

The circumstantial nature of the evidence developed by 
ENCODE assays associating DNA elements and chroma-
tin changes with gene expression means that not all elements 
so implicated will turn out to have functional significance. 

A stringent threshold for ascribing a functional role to DNA 
segments  (i.e., direct effect on gene expression and phenotype 
of at least one human cell type) suggests that 10% to 20% of 
human noncoding DNA functions in gene regulation. As of 
2020, the ENCODE database contained 1 million functional 
human elements comprising 7.9% of the human genome and 
about half that many in mouse.22 More research will be needed 
before the ENCODE project delivers its final assessment of the 
fraction of the human genome that plays a role in gene regula-
tion—that is, in how different cells use their genomes.

APPLYING HUMAN GENOMICS TO DISCOVERY OF 
DISORDERS OF THE HUMAN IMMUNE SYSTEM
Scientists and clinicians dealing with rare, single-gene disorders 
must cope with both locus and allele heterogeneity. Locus hetero-
geneity means that the same or a similar phenotype results from 
mutation in one of several different genes. For example, SCID 
can result from mutation in the adenosine deaminase, IL2RG, 
JAK3, and so on. Allelic heterogeneity means that the disease 
is caused by different mutations in the same gene. In X-linked 
disorders, allelic heterogeneity is typically high because affected 
individuals have reduced reproduction (negative evolution-
ary selection), and most mutations are lost in the population 
after a few generations. At autosomal loci some mutations have 
reached appreciable frequency as a result of demographic pro-
cesses (e.g., founder effect).23 In the heterozygous state, recessive 
mutations can be weakly deleterious, neutral, or actually confer 
a small advantage.

If the mutant alleles are common in a population, one can 
test affected individuals and potential carriers directly for those 
mutations. However, none of the immune deficiencies result 
from common mutations that would lend themselves to screen-
ing of the general population, except for special instances when 
one particular variant is responsible for the vast majority of 
cases of a disease in a particular population (e.g., the particu-
lar DCLRE1C variant in the Artemis gene causing SCID among 
Navajo Native Americans). One DNA-based population screen-
ing test that has proven highly effective does not identify a spe-
cific gene variant, but rather detects T-cell receptor excision 
circles (TRECs), DNA byproducts of successful T-cell receptor 
gene recombination in developing thymocytes (Chapter 9).24

Because TRECs are a biomarker for normal T-cell production, 
their absence in infant dried blood spots constitutes a newborn 
screen to identify essentially all cases of SCID as well as other 
conditions with very low T-cell numbers, regardless of geno-
type.

Genome research has provided geneticists with a catalogue 
of essentially all known human genes, knowledge of their loca-
tion and structure, and an ever-growing list of variants in DNA 
sequences found among individuals in different populations. 
In the past, geneticists followed two approaches to identifying 
the genetic basis for human disorders. The first, linkage anal-
ysis, is family based (Fig. 18.1). Linkage analysis takes advan-
tage of family pedigrees to follow the inheritance of a disease 
among family members and test a few hundred DNA variants 
distributed throughout the genome for consistent, repeated co-
inheritance, or segregation, with the disease. A demonstration 
of significant coinheritance with a variant or variants located 
in a particular region of the genome indicates that the disease-
causing mutation is also located in a gene nearby. The marker 
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FIG 18.1 An Example of Family-Based Linkage Analysis as 
a Means to Identify a Disease Gene. The pedigree of a fam-
ily with X-linked severe combined immunodeficiency (SCID) 
caused by an IL2RG mutation in the proximal long arm of the X 
chromosome (marked with dark bar) is shown. Affected males 
have filled in square; female carriers are designated by dot in 
the center of their symbols. Two loci, one with alleles A and a, 
and the other with alleles B and b, are shown in the proximal 
and distal long arm of the X (Xq). There are no recombinations 
during female meiosis between allele a and the IL2RG mutation 
in any of the eight children, while three children (marked with 
asterisk) show a recombination with the locus on the distal Xq. 
The father’s X chromosome is passed on without any recombi-
nations to each of his daughters and is shown on the left of each 
pair of X chromosomes in the daughters.

and always occurs sporadically as a result of a new mutation. 
Detecting an association in a case-control study is also a prob-
lem when the frequency of any particular allele associated with 
the disease is too low among the cases to give a detectable asso-
ciation. For example, if the disorder arises from different, inde-
pendent mutations and if these mutations are found on many 
different haplotypes in affected individuals, it may be very dif-
ficult to establish a significant association with any one variant 
marker.

Genomic sequencing has become an important alternative 
to linkage analysis and GWAS. Vastly improved methods of 
DNA sequencing have opened up new possibilities to discover 
the genes and mutations responsible for rare mendelian disor-
ders. One can generate a whole-genome sequence (WGS) or, in 
what has often proven a cost-effective compromise, a sequence 
of only about 2% of the genome, the part containing the exons 
of genes, referred to as a whole-exome sequence (WES).

FINDING DISEASE-CAUSING VARIANTS BY 
ANALYZING DEEP SEQUENCE DATA
Given the high background diversity of genome sequences 
between individuals, how can pathogenic variants be distin-
guished from benign polymorphisms? Variant assessments 
require extensive use of public genomic databases and software 
tools, including the human genome reference sequence, data-
bases of variants with their allelic frequencies, software that 
assesses how an amino acid substitution might alter gene func-
tion, collections of known disease-causing mutations, and data-
bases of functional networks and biological pathways.5

In a recent report of the clinical use of WES in rare disorders, 
2000 individuals with a variety of disorders that had escaped 
diagnosis despite thorough conventional clinical evaluations 
underwent WES.25 A likely causative mutation or pair of muta-
tions was found in 504 persons (25.2%). Of these mutations 
(of which many were severe developmental defects), half were 
de novo, not present in either parent. Also of interest was that 
23 (4.6%) of these 504 patients in whom a diagnosis was made 
through WES had two different genetic disorders, resulting in 
a combined phenotype, most likely obscuring the diagnosis of 
either of the individual disorders had they been present alone.

As an example of what is now possible, suppose that there 
is a family “trio” consisting of a child affected with a rare 
immunodeficiency and the child’s parents. WES is carried out, 
yielding typically over 4 million SNVs, indel, and CNV differ-
ences in the child compared with the human genome reference 
sequence. Which of these variants would be responsible for the 
disease? The extraction of useful information from such a mas-
sive amount of data relies on creating a variant filtering scheme 
based on a variety of reasonable assumptions about likely 
responsible explanations for the disease; application of filtering 
in one instance is shown in Fig. 18.3.26

1. Location with respect to protein-coding genes. Keep variants 
that are within or near exons of protein-coding genes and 
discard variants deep within introns or intergenic regions. 
It is possible, of course, that the responsible mutation might 
lie in a noncoding RNA gene (e.g., RMRP, the gene mutated 
in the immunodeficiency and dwarfing syndrome cartilage 
hair hypoplasia). However, these are currently more diffi-
cult to assess, and thus, as a simplifying assumption, it is 
reasonable to focus initially on protein-coding genes.

variants segregating with the disease are usually not the variants 
responsible for the disorder, but are close enough that recombi-
nation during meiosis between the marker and the gene muta-
tion responsible for the disease is uncommon.

The second approach, genome-wide association analysis 
(GWAS), is population based. A sample of affected individuals, 
or “cases,” taken from the population, is chosen along with a 
matched set of unaffected “control” individuals from the same 
population. Then, a large number of variants throughout the 
genome are analyzed for an increased or decreased frequency 
in cases versus controls. The alleles used to test for association 
need not be the actual variants functionally responsible for 
the disease association—in fact, this would be highly unlikely. 
Instead, GWAS, like linkage, depends on one or a few of the vast 
number of marker alleles tested for association to be located 
close enough to the functionally responsible alleles for asso-
ciation to have been carried along, on the same chromosome 
in a haplotype block, through many generations (Fig. 18.2).   
Association analysis does not require pedigrees and is use-
ful for complex diseases that do not show strict mendelian   
inheritance.

Linkage analysis and association studies have limitations in 
investigating the genetic basis for human immune disorders. 
Linkage analysis is problematic if the disorder is a rare auto-
somal recessive condition, with a consequence that there are 
not enough families with two carrier parents to enable such 
a study; nonetheless, the increased frequency of consanguine-
ous matings in some populations has been utilized to overcome 
this limitation.23 Another challenge with linkage analysis is if 
the disorder is genetically lethal so that it is never inherited 
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2. Population frequency. Keep rare variants from Step 1 and 
discard common variants with allele frequencies <0.05 (or 
some other arbitrary number between 0.01 and 0.1) because 
common variants are highly unlikely to be responsible for a 
disease whose population prevalence is much less than the 
q2 predicted by the Hardy-Weinberg equilibrium.

3. Deleterious nature of the mutation. Keep variants from 
Step 2 that cause nonsense or nonsynonymous changes in 
codons within exons, cause frame-shift mutations, or alter 
highly conserved splice sites. Discard synonymous changes 
that have no predicted effect on protein function (unless 
there is reason to suspect that they influence splicing or 
expression, such as the last nucleotide of an exon, which is 
typically “G”).

4. Consistency with likely inheritance pattern. If the disorder 
is considered most likely to be autosomal recessive, keep 
any variants from Step 3 for which an affected child has two 
variants in the same gene and each parent has one of the 
variants. The child need not be homozygous for the same 
deleterious variant but could be a compound heterozygote 
for two different deleterious mutations in the same gene.

If there were consanguinity in the parents, the candidate 
genes and variants might be further filtered by requiring that 
the child be a true homozygote for the same mutation derived 
from a single common ancestor. If the autosomal recessive 

mode of inheritance is correct, then the parents should both be 
heterozygous for the variants. The disease-causing variant in a 
male could also be X-linked, in which case any variant found in 
an X-linked gene for which the mother is a heterozygote would 
be a candidate. For either the autosomal or X-linked case, the 
disorder could be the result of a new dominant mutation; in this 
case, keep variants from Step 3 that are de novo changes in the 
child and are not present in either parent.

In the end, millions of variants can often be filtered down to 
a handful of SNVs, indels, or CNVs affecting a reasonable num-
ber of genes. Once the filtering reduces the number of genes and 
alleles to a manageable number, they can be assessed individu-
ally for other characteristics. Do any of the genes have a known 
function or tissue expression pattern that would be expected if 
it were the potential disease gene? Is the gene already implicated 
in other disease phenotypes, or does it have a role in pathways 
in which mutations are known to cause similar or different phe-
notypes? Finally, is the same gene mutated in other patients or 
in an animal model with a similar phenotype? Finding muta-
tions in one of the candidate genes in additional patients would 
support that gene’s role in the disease of the patient under study. 
In some cases, one gene remaining on the list in Step 4 may 
become a leading candidate because its involvement makes 
biological or genetic sense or it is known to be mutated in 
other affected individuals. In other cases, however, the gene   
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FIG 18.2 An Example of a Population-Based Genome-Wide Association Analysis As a Means to Identify a Disease Gene.  
(A) A mutation (X) that predisposes to a disease first occurs on a chromosome with a certain set of alleles at polymorphic loci along 
that chromosome (symbolized by the blue color). With each generation, meiotic recombination exchanges the alleles that were initially 
present at polymorphic loci on the “blue chromosome” for other alleles present on homologous chromosomes (symbolized by other 
colors). Over many generations, the only alleles that remain associated with the mutation are those at loci so close to the mutant locus 
that recombination between them has not occurred. These alleles constitute a disease-associated haplotype. (B) Affected individuals 
in most recent generation (arrows) carry the mutation (X) and are enriched for the disease-associated haplotype (individuals in blue) 
compared with unaffected individuals. Depending on the age of the mutation and other population genetic factors, a disease-associated 
haplotype ordinarily spans a region of DNA of a few kilobases to a few hundred kilobases. (From Nussbaum R, McInnes RR, Willard 
HF. Thompson and Thompson Genetics in Medicine. 8th ed. Toronto, Canada: Elsevier Canada; 2016: 177, Fig. 10.8, with permission.)
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FIG 18.3 Variant Filtering Used to Sort Through Whole-
Exome Sequence to Analyze a Familial Disease. Protein-
altering variants detected in the affected children, their 
unaffected sibling, and parents were first filtered by sequencing 
quality and allele frequency to yield a set of 88 rare, damag-
ing or non-synonymous variants that fit an autosomal recessive 
inheritance pattern and were then candidates for causing the 
autoimmune disorder. This group was then further analyzed for 
genes involved in immune function, which brought two vari-
ants in ZAP-70, for which the affected children were both com-
pound heterozygotes, to the top of the list as possible caus-
ative mutations. (Adapted from Chan A, Punwani D, Kadlecek T,   
et al. A novel human autoimmune syndrome caused by com-
bined hypomorphic and activating mutations in ZAP-70. J Exp 
Med. 2016;213:155–165, with permission.)

responsible may turn out to be entirely unanticipated on biolog-
ical grounds or may not be mutated in other affected individuals 
because of locus heterogeneity.

In some cases, the difficulty in making a diagnosis was the 
result of there being a variant in a gene, previously unknown 
to cause human disease, but implicated by finding variants that 
fit the inheritance pattern (de novo dominant or autosomal 

recessive), and then later confirmed by finding other variants in 
phenotypically similar patients. In others, the gene involved had 
been previously described, but not in association with the phe-
notype for which the patient was undergoing diagnostic exome 
analysis. For example, in the kindred depicted in Fig. 18.3, two 
children had an undiagnosed autoimmune syndrome consist-
ing of early-onset bullous pemphigoid, nephritis, autoimmune 
anti-factor-VIII hemophilia, and inflammatory bowel disease. 
WES was performed for both children, their unaffected sister, 
and both unaffected parents.26 Eighty-eight genes were found in 
which the two affected children were compound heterozygotes 
for two different rare mutations, whereas the unaffected sister 
and both parents were carriers for only one of the two mutations 
found in the children. Of these, only one gene was known to 
have any immunological function: ZAP-70, previously known 
to be mutated in combined immunodeficiency but not with 
strictly autoimmune disease of this type (see Fig. 18.3). Both 
affected children were compound heterozygotes for two mis-
sense mutations, p.R192W and p.R360P, in ZAP-70. The mother 
carried the R192W allele, whereas the father and unaffected sis-
ter carried the R360P allele. Neither mutation had been reported 
previously, nor were they near mutations in the same gene that 
had been previously associated with human disease. Functional 
studies revealed the p.R192W had reduced activity, whereas the 
R360P encoded a modestly hyperactive protein because of dis-
ruption of an autoinhibitory mechanism. The combination of 
these alleles, as proven in laboratory studies, fully explained the 
autoimmune phenotype.

INTERPRETING VARIANTS DISCOVERED THROUGH 
GENE SEQUENCING
Once a gene and certain variants within it are implicated in 
causing a particular disease, how is the information applied 
in clinical diagnostics when the next patient presents with a 
similar clinical picture and a different, novel variant in that 
gene? Variation is common and not all variants cause disease. 
In 2015, much-needed rules were promulgated to measure and 
standardize the evidence needed to assert that a previously 
unknown variant is responsible for a disease.27 The rules stipu-
lated that, by combining five kinds of evidence (Table 18.2), all 

TABLE 18.2 Interpreting Variants Found During Clinical Diagnostic Testing

Data Category In Favor of Benign Score In Favor of Pathogenic Score

Frequency in the population • Too frequent, given disease incidence • Rare and enriched in affected vs. unaffected individuals
Type of alteration in the DNA 

sequence
• Synonymous single nucleotide variant (SNV)
• Del/Dup or indel without frame shift

• Stop gain (nonsense)
• Canonical splice site disruption
• Gene deletion or disruption

Functional assays in vitro and 
in model organisms

• No effect on protein expression, enzymatic 
activity, cellular function, or animal phenotype

• Deleterious effect on protein expression, enzymatic activity, 
cellular function, or animal phenotype

Segregation pattern in one or 
more families

• Not present in everyone affected
• Absent from some affected individuals

• Co-inherited with disease in all affected individuals and usually not 
present in unaffected (unless there is incomplete penetrance)

De novo vs. inherited • Present in affected child but not in either parent (and paternity/
maternity confirmed)

Other kinds of data • In silico predictors
• Labelled as B (benign) in other databases

• In silico predictors
• Labelled as P (pathogenic) in other databases
• Highly suggestive patient phenotype and present with a known 

pathogenic variant on the other chromosome (for autosomal 
recessive inheritance)

Adapted from Richards S, Aziz N, Bale S, et al. Standards and guidelines for the interpretation of sequence variants: a joint consensus recommendation of the American College of 
Medical Genetics and Genomics and the Association for Molecular Pathology. Genet in Med. 2015;17:405–424.



256 PART II Fundamentals of Host-Environmental Interactions

variants found during clinical testing were to be assessed for 
pathogenicity and reported as belonging to one of five catego-
ries: pathogenic (P), likely pathogenic (LP), likely benign (LB), 
benign (B), or of uncertain significance. The term “likely” is 
used to indicate a lack of certainty but with odds of the variant 
being pathogenic or benign, for LP or LB, respectively, being 
at least 10:1. Clinical laboratories assess each available piece of 
evidence and weigh its strength; they then combine all of the 
levels of evidence to come to an interpretation. Unfortunately, 
many rare variants are too infrequent to reach B or LB status, 
while for other variants information is lacking or is contra-
dictory. Any such variant is reported as a variant of uncertain 
significance (VUS), which under current guidelines is consid-
ered non-diagnostic and not to be used in most cases to make 
a diagnosis or to direct medical management. In ClinVar, for 
example, there are 1.3 million variants submitted by hundreds 
of laboratories from around the world, discovered primarily in 
the course of clinical diagnostic testing.28 Fully 43% of unique 
variants currently in ClinVar were called a VUS by at least 
one submitter. However, many variants initially interpreted as 
VUSs have over time accumulated enough evidence to allow 
them to be reinterpreted to be concordant in ClinVar. When 
reinterpretation becomes possible, ~75% of VUSs are reinter-
preted as B or LB, while ~25% are upgraded to P or LP, depend-
ing on clinical area and the nature of the VUS (i.e., missense, 
splice site)29 (Fig. 18.4).

FUTURE DIRECTIONS
The application of WES and WGS to rare mendelian disor-
ders, begun in 2009, has greatly accelerated disease gene dis-
covery. As of 2019, over 3500 parings of genotypes with disease   
phenotypes had been found, including several hundred single-
gene immune disorders.5,30 New discoveries will continue, and we 
can anticipate that the number of known mendelian disorders, 
including those characterized by primary immunodeficiency 
and/or autoimmunity, will continue to grow. While WES has 
been a useful strategy, future diagnostic sequencing for immune 
disorders may start with rapid, low-cost, optimized panels of 
genes, followed by WGS if a pathogenic genotype is not readily   
identified.

Genetic and genomic analysis will not only continue to poten-
tiate discovery of inborn errors of immunity and, in turn, deepen 
our knowledge of immune system networks but also the knowl-
edge gained will directly lead to new treatments, using gene addi-
tion, gene editing, and epigenetic modifiers therapeutically.

However, the genetic basis for complex disorders that show 
increased familial occurrence, and yet are not single-gene dis-
orders and do not follow mendelian inheritance, will require 
further technological and analytical tools to be fully unrav-
eled. Increased genomic data from humans and model organ-
isms will help elucidate these more challenging human immune   
disorders.

Likely
pathogenic

56,777

Pathogenic
115,869

Benign 147,114

Likely benign
210,588

VUS 401,776

FIG 18.4 Distribution of >930,000 Variant Records in ClinVar 
by Interpretation. Fully 43% of submitted variants are currently 
interpreted as variant of uncertain significance (VUS). (Accord-
ing to Richards S, Aziz N, Bale S, et al. Standards and guidelines 
for the interpretation of sequence variants: a joint consensus 
recommendation of the American College of Medical Genet-
ics and Genomics and the Association for Molecular Pathology. 
Genet in Med. 2015;17:405–424. Data derived from ClinVar 
Data Miner at https://clinvarminer.genetics.utah.edu/variants-
by-significance, accessed January 25, 2021.)

• With falling costs and rapid turnaround times, whole-genome 
sequencing will allow detection of mutations in noncoding regulatory 
regions as well as exons.

• Data storage and computer speed will need to be improved to handle 
50-fold more data from each individual.

• New analytical paradigms for the analysis of variation in noncoding 
DNA and the interpretation of DNA variants that are not clearly associ-
ated with deleterious effects will be required.

• Better catalogues of sequences from diverse racial/ethnic backgrounds 
will be necessary to distinguish pathogenic changes from natural, non-
disease-causing variants in individuals other than Northern Europeans.

• Proving causality of new gene variants causing immune disorders will 
depend on future cataloguing of deleterious mutations in each gene 
and on molecular studies of the direct effects of the variants. 

ON THE HORIZON
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Regulatory RNA in Immunologic Diseases
Thomas M. Aune

Most would agree that the biologic complexity of humans far 
exceeds the biologic complexity of worms, as exemplified by 
intellectual, physical, and behavioral capacities: the numbers 
of discrete organ systems and cell lineages, each with unique 
biologic functions (Fig. 19.1). A corollary is that humans also 
develop many more diseases of greater diversity and complex-
ity than worms. However, both humans and worms have about 
the same number of protein-coding genes (~20,000) in their 
genomes and the proteins they encode largely carry out simi-
lar biologic functions. This has led to the question: where does 
the information that programs the greater biologic complexity 
of humans reside? Protein-coding genes in humans take up ap-
proximately 2% of the human genome. Thus, one possibility is 
that this information is encoded in the non-protein-encoding 
portion of the genome, which is 30-fold larger in humans than 
in the worm. More than 75% of the human genome is tran-
scribed into RNA, in some human cell lineage at some stage 
of human development. This led to the hypothesis that these 
additional transcribed noncoding RNAs (ncRNAs) contribute 
to the differences in biologic complexity between humans and 
other species.1–4 A corollary is that this vast array of transcribed 
ncRNAs might also contribute to the greater diversity and com-
plexity of human disease.

functions as RNAs (although there are exceptions to this rule). 
Current classification or naming of lncRNAs largely draws from 
locations and orientations of lncRNA genes in the genome rela-
tive to neighboring protein-coding genes. These include inter-
genic lncRNAs if located between two protein-coding genes, 
intronic if located largely in a single intron of one protein-coding 
gene, and antisense if transcribed from the opposite DNA   
strand as the neighboring protein-coding gene. This latter cate-
gory also includes divergent lncRNA:mRNA pairs that are tran-
scribed from opposite DNA strands but have transcriptional 
start sites that are typically within 1000 bp. Proximity suggests 
shared promoters and enhancers. It is worth noting that while 
these classifications provide information regarding their posi-
tion in the genome relative to protein-coding genes, they do not 
necessarily provide information regarding lncRNA function or 
mechanism of action.

Several general classifications can also be made regard-
ing functions of lncRNAs.5,8,12 First, some lncRNAs can re-
write the histone code at target protein-coding gene loci by 
recruiting epigenetic machinery to a locus. This often occurs 
in cis with the lncRNA gene and an adjacent protein-coding 
gene. The lncRNA rewrites the histone code at promoters and 
enhancers of the adjacent protein-coding gene by producing 
either activating or inhibitory histone marks to either stimu-
late or reduce mRNA expression, respectively (Fig. 19.2A). 
Many lncRNAs target only one protein-coding gene, but oth-
ers can target multiple protein-coding gene loci. Multitarget-
ing oftentimes involves gene families, such as the globin gene 
locus, the Hox gene locus, or the interleukin (IL)4-IL5-IL13 
Th2 cytokine gene locus. LncRNAs can also regulate expres-
sion of genes on different chromosomes. Although these 
genes may not share a chromosome, they may encode pro-
teins that are involved in common biologic processes.5,12,13

Second, certain lncRNAs bind and thus inhibit miRNA or 
mRNA function. Binding of miRNAs can lead to increased ex-
pression of protein-coding genes targeted by a given miRNA. 
LncRNAs can act on mRNAs to modulate pre-mRNA splicing, 
interfere with translation or alter mRNA degradation rates (see 
Fig. 19.2B).

Third, lncRNAs can bind transcription factors to either aid 
or prevent the recruitment of transcription factors to promot-
ers and enhancers, thereby either increasing or reducing mRNA 
transcription (see Fig. 19.2C).

Last, lncRNAs also tether individual proteins that work to-
gether in common biologic pathways to affect their function or 
prevent protein-protein interactions (see Fig. 19.2D). Undoubt-
edly, additional mechanisms by which lncRNAs function will 
be added to this list as we continue study of this diverse class 
of RNAs.

KEY CONCEPTS
• Only ~2% of the human genome is used to transcribe protein-coding 

genes,
• >70% of the human genome is transcribed into noncoding RNA 

(ncRNA), with regulatory functions,
• Newly discovered classes of ncRNA include long noncoding RNAs   

(lncRNAs), microRNAs (miRNAs), and enhancer RNAs (eRNAs).
• ncRNAs impact critical aspects of mRNA and protein biology via   

multiple mechanisms.
• ncRNAs are new “master regulators of gene expression and cell fate,” 

and help confer biologic complexity into the human genome.

CLASSES OF REGULATORY RNAS
Classes of regulatory RNAs include long noncoding RNAs 
(lncRNAs), enhancer RNAs (eRNAs), and microRNAs (mi
RNAs).5–11 lncRNA genes look like protein-coding genes and 
many, but not all, have exon-intron structures. By definition, ln-
cRNAs are more than 200 nucleotides in length. This definition 
by length distinguishes lncRNAs from miRNAs and other small 
RNAs. Most lncRNAs are 5′ capped and polyadenylated, simi-
lar to most mRNAs. In contrast to the similarity in numbers of 
protein-coding genes, human genomes contain 20 times more 
lncRNA genes than do worm genomes. However, lncRNAs are 
not transcribed into proteins. They carry out their biologic 
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H19, and others that regulate the differentiation of hematopoi-
etic stem cells and progenitor cells into mature hematopoietic 
cell lineages, as well as the self-renewal of both short- and long-
term hematopoietic stem cells. These processes are necessary to 
maintain numbers of all the mature hematopoietic cell lineages 
in the periphery. They are also required to sustain both the in-
nate and adaptive arms of the immune system. These functions 
are achieved by regulation of both protein-coding genes critical 
for establishing and maintaining these developmental programs 
and the activity of key transcription factors that guide hemato-
poietic differentiation programs.

LncRNAs also regulate critical aspects of the innate   
immune system (Chapter 3). This includes the development of 
macrophages and dendritic cells from common myeloid pro-
genitor cells (lnc-DC); the lifespan of short-lived myeloid cells, 
eosinophils, and neutrophils (Morrbid); and the expression 
of proinflammatory mediators, such as cytokines. Deletion of 
these regulatory lncRNAs seriously disrupts the function of the 
innate immune response in a variety of animal models.

LncRNAs also regulate key functions of the adaptive im-
mune response. Many of these studies have focused on the 
process of differentiation of naïve CD4 T cells to the different 
T helper lineages, Th1, Th2, and Th17, which are defined by 
the cytokines they express (Chapter 11). LncRNAs have been 
identified that regulate expression of GATA3, the key tran-
scriptional regulator required for Th2 lineage commitment. 
The interferon-gamma-antisense 1 (IFNG-AS1) lncRNA 
regulates expression of interferon-γ (IFN-γ) in Th1 cells and 
TH2LCRR regulates IL-4, IL-5, and IL-13 in Th2 cells.13,15,16

Conversely, other lncRNAs (e.g., linc-MAF-4 and lncRNA-
CD244) can negatively regulate T helper lineage commitment 
by inhibiting expression of transcription factors or stimulat-
ing development of opposing lineages.5,17 By these opposing 
functions, lncRNAs may guide creation of the proper balance 
of these critical T helper cell lineages whose primary func-
tions are to orchestrate the adaptive immune response, which 
is critical for establishing and maintaining lifelong immunity 
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FIG. 19.2 Common Functions of Long Noncoding RNAs 
(lncRNAs). LncRNAs (A) recruit chromatin modifiers to target 
DNA, (B) act as sponges and bind microRNAs (miRNAs) or 
mRNAs, (C) bind to transcription factors (TFs) to tether them to 
DNA or block transcription factor binding to DNA, and (D) facili-
tate or prevent protein-protein interactions.

FIG. 19.1 Biologic Complexity and Genome Size. Illustration of humans (upper left) and roundworms (Caenorhabditis elegans,   
upper right). Differences in genome size, number of protein-coding genes, long noncoding RNAs (lncRNAs), enhancer RNAs (eRNAs), 
and microRNAs (miRNAs) between humans and worms (lower).

LNCRNAS AND THE DEVELOPMENT AND 
FUNCTION OF THE IMMUNE SYSTEM
Individual lncRNAs regulate many key immune processes. This 
includes the development and function of both innate and adap-
tive immunity.12,14 Some examples include lncHSC-1, lncHSC-2, 
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to pathogens. Studies such as these in the field of immunology 
as well as other fields have led to the labeling lncRNAs as the 
“emerging master regulators of gene expression and cell fate.”18

LNCRNAS AND IMMUNE-MEDIATED DISEASE
Studies have also emerged that associate lncRNA expression and, 
in some cases, downstream function, to human immune-medi-
ated diseases.19–21 Following completion of the Human Genome 
Project and identification and annotation of lncRNA genes, it be-
came possible to use high-throughput methods, such as micro-
arrays or whole-genome RNA sequencing (RNA-seq), to ascer-
tain the expression levels of many, if not all, annotated lncRNAs 
using fairly standard computational approaches. These same 
RNA-seq methods could also be used to identify novel or not 
previously identified lncRNAs. These methods enabled exami-
nation of the contribution of lncRNAs to the increased genomic 
and biologic complexity of humans and the immune-mediated   
diseases they manifest. In order to illustrate how lncRNA dys-
regulation may contribute to immune-mediated disease, specific 
examples are provided below (Table 19.1).

In Crohn’s disease and ulcerative colitis, which are the most 
common forms of inflammatory bowel disease (IBD) (Chapter 75),   
colon biopsy samples exhibit increased expression of IFNG-AS1. 
This suggests that the IFNG-AS1/IFNG axis may also play an 
important role in this organ-specific immune-mediated disease. 
In support of this hypothesis, genome-wide association studies 
(GWAS) have identified genetic variants in the IFNG-AS1/IFNG 
locus that are linked to increased risk for developing IBS. These 
genetic risk factors are linked to altered expression of lncRNA and 
of cytokine genes within this region.20

A similar case is seen in systemic lupus erythematosus (SLE) 
(Chapter 52). GWAS studies have identified genetic risk factors 
localized to the IFNG-AS1/IFNG genomic region. Studies have 
shown that the expression of genes within this locus, as well as 
the lncRNA IFNG-AS1, are dysregulated in SLE.

GATA3-AS1 AND ALLERGY
Widespread dysregulation of lncRNAs has also been observed 
in allergy and asthma (Chapter 43). One example is the lncRNA 
GATA3-AS1. GATA3-AS1 is critical for effector T helper cell 
differentiation programs (Chapter 11).16 The GATA3 gene and 
GATA3-AS1 transcriptional start sites are positioned about 

CLINICAL RELEVANCE
• The magnitude of dysregulation of noncoding RNAs (ncRNAs) in   

immune-mediated disease is vast.
• NcRNA dysregulation disrupts cell phenotypes through the loss of 

negative regulators and the gain of positive regulators.
• Genetic variants linked to immune-mediated disease preferentially   

target ncRNA coding regions of the genome.
• It is likely that many immune-mediated diseases reflect as yet unde-

fined dysregulation of ncRNA. 

TABLE 19.1 Examples of lncRNAs 
Dysregulated in Immune-Mediated Disease

lncRNA Disease
Level in 
Disease Normal Function

lincRNA-p21 RA Decreased, 
restored by 
MTX

Inhibits NF-κB 
activity

H19 RA Increased Increases NF-κB, 
IL-6, TNF

HOTAIR RA Decreased in 
synoviocytes

Increases MMP-2, 
MMP-13

HOTAIR RA Increased in 
monocytes

Macrophage activa-
tion/migration

MALAT1 RA Increased in 
synoviocyte

Apoptosis

C5T1lncRNA RA Increased Increases C5
GATA3-AS1 Allergy Increased Induces GATA3/Th2 

responses
IFNG-AS1 Brucellosis Increased Induces IFN-γ

IBD Increased Induces
UC Increased Induces
SLE Increased Induces

Lnc13 CeD Decreased Represses CeD-
related genes

LINC00305 CAD Increased Increases NF-κB 
activity

ANRIL CAD/T2D Increased Induction of IL-6 and 
IL-8 by TNF

Linc00513 SLE Increased Increases IFN 
pathway

RP11-2B6.2 SLE Decreased Inhibits SOCS1, neg. 
regulator of IFN 
pathway

NEAT1 SLE Increased Positive regulator 
TLR-mediated 
pathways

CAD, Coronary artery disease; CeD, Celiac disease; IBD, inflammatory bowel 
disease; IFN, interferon; IL, interleukin; MMP, matrix metalloproteinase; MTX,
methotrexate; NF-κB, nuclear factor kappa B; RA, rheumatoid arthritis; SLE, systemic 
lupus erythematosus; T2D, type 2 diabetes; TNF, tumor necrosis factor. TLR, Toll-like 
recep tor;UC, ulcerative colitis.

LINKS BETWEEN IFNG-AS1 AND BRUCELLOSIS, 
INFLAMMATORY BOWEL DISEASE, AND SYSTEMIC 
LUPUS ERYTHEMATOSUS
IFN-γ is produced by effector and memory CD4 and CD8 T 
cells and by natural killer (NK) and natural killer T (NKT) cells 
(Chapter 12), but not by naïve CD4 and CD8 T cells (Chapter 9).   
This cytokine plays a critical role in regulating the immune   
response to intracellular infections. It is a major activator of 
macrophage functions (e.g., phagocytosis and antigen presenta-
tion) (Chapter 2), it plays a critical role in stimulating antiviral 
responses by CD8 cytotoxic T cells (Chapter 12), and it pos-
sesses antiviral properties (Chapter 25). Given its proinflam-
matory nature and results from various immune models, IFN-γ
can play critical roles in human immune-mediated diseases 
(Chapter 14). Induction of the lncRNA IFNG-AS1 (Tmevpg1, 
NeST) plays a key role during the development of these immune 
response programs by guiding the writing of the epigenetic code 
at the IFNG locus. It acts to create a positive transcriptional en-
vironment, which is required for efficient production of IFN-γ
by these diverse cell types during their response to external 
stimuli.5,18

Levels of IFNG-AS1 have been shown to be elevated in a 
number of human immune-mediated diseases. For example, in 
brucellosis, which is the most common zoonotic infection in 
humans, elevated IFNG-AS1 levels during infection correlate 
with increased IFN-γ expression.
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increased NF-κB activity and induction of the proinflammatory 
cytokines IL-6 and tumor necrosis factor (TNF), both of which 
are NF-κB inducible. H19 controls expression of an imprinted 
network of genes via epigenetic modifications. H19 lncRNA 
also contains miRNA members of the miR-675 family. Thus, 
H19 may directly or indirectly influence NF-κB proinflamma-
tory activity via either alterations in imprinting networks or ex-
pression of the miRNAs embedded within it.21

Other lncRNAs impact overall NF-κB activity by different 
mechanisms. NKILAe inhibits IKB phosphorylation, and thus 
dampens both basal levels and stimulus-induced NF-κB activity. 
Lethe inhibits binding of the NFκB transcription factor complex 
to target DNA transcriptional elements, thus inhibiting induc-
tion of NF-κB transcriptional response genes. Although these 
lncRNAs have not been shown to exhibit different expression 
levels in RA, age-related loss of Lethe expression has been de-
scribed in mice. Thus, Lethe may be a natural negative regulator 
of proinflammatory NF-κB function. It is possible that its loss 
could contribute to age-related increases in NF-κB proinflam-
matory activity in the immune system.21

The lncRNA HOTAIR was originally described to play a criti-
cal role in the epigenetic silencing of the HOXD gene locus during 
early development. HOXD plays an important role in the epigen-
etic regulation of morphogenesis—for example, how the skin de-
velops over the surface of the body. HOTAIR is also expressed in 
fully differentiated cells, although its function in these cells is less 
well understood. Importantly, HOTAIR is expressed at elevated 
levels in certain cancers and appears to play an important role in 
cancer and cancer metastasis. This is an active area of investiga-
tion. In RA synovium, HOTAIR is expressed at reduced levels and 
is associated with increased expression of the matrix metallopro-
teinases (MMP)-2 and MMP-13, which may contribute to tissue 
destruction. Conversely, HOTAIR is expressed at elevated levels in 
monocytes/macrophages isolated from RA patients. Elevated HO-
TAIR levels appear to increase macrophage activation and migra-
tion, also potentially contributing to RA inflammation.21

In summary, many of the lncRNAs that exhibit dysregulation 
in RA have been shown to impact the activity of the critical pro-
inflammatory transcription factor complex NF-κB and to influ-
ence the expression levels of known NF-κB target genes that are 
recognized to play important roles in RA pathogenesis.

LNCRNAS AND SYSTEMIC LUPUS 
ERYTHEMATOSUS
Many autoimmune diseases exhibit increased expression of 
genes known to be induced by the type 1 interferons IFN-α
and IFN-β, which is referred to as the IFN signature. This is 
most notable in SLE but is also seen in other autoimmune 
diseases, especially at times of increased disease activity. 
The major stimuli leading to induction of interferons and 
downstream interferon-stimulated genes are viral infections. 
Origins of this IFN signature in autoimmune disease in the 
apparent absence of viral infection are incompletely under-
stood. Positive regulators of the type 1 interferon signaling 
pathway are among the lncRNAs whose levels are elevated 
in SLE. One lncRNA, named linc00513, has been shown to 
increase the phosphorylation of Stat1 and Stat3, two critical 
positive transcriptional regulators of the interferon signaling 
pathway. Expression levels of this lncRNA are linked to ge-
netic variants that are themselves linked to SLE disease risk. 

1000 bp apart in the human genome. GATA3-AS1 is transcribed 
from the 3′ DNA strand and the GATA3 mRNA is transcribed 
from the 5′ strand, thus meeting the definition of a divergent ln-
cRNA/mRNA gene pair. GATA3-AS1 acts as a guide to rewrite 
the epigenetic code at the GATA3 gene promoter and enhancer 
loci, thus creating a positive transcriptional environment to in-
duce expression of GATA3. As a transcription factor, GATA3 
is considered to be the master regulator of Th2 differentiation 
and the expression of Th2 cytokines. Not only is GATA3-AS1 
required for expression of GATA3 but also it is required for 
downstream expression of Th2 cytokines.

In general terms, allergy and asthma are considered to be Th2-
mediated diseases. In allergic individuals, GATA3-AS1 levels are 
elevated and GATA3-AS1 is also specifically induced by allergen 
exposure. Taken together, this suggests a model where GATA3-
AS1 contributes to early stages of allergy by promoting Th2 dif-
ferentiation and function. Responses by differentiated Th2 effec-
tor cells are thought to play important roles in the induction of 
allergic and asthmatic responses and associated pathologies.

LNCRNAS, NUCLEAR FACTOR KAPPA B (NF-ΚB), AND 
THE PATHOGENESIS OF RHEUMATOID ARTHRITIS
Three unique biologic functions have been ascribed to LincRNA-
p21.5,21 LincRNA-p21 was originally identified because it plays a 
critical role in executing the cellular response to DNA damage. 
This lncRNA also regulates the Warburg effect, which refers to 
how, in order to generate energy, cancer cells seem to prefer gly-
colysis rather than the more efficient oxidative phosphorylation 
pathway, even under aerobic conditions. By regulating levels of 
a transcription factor that is key to governing cellular responses 
to hypoxia, hypoxia inducing factor 1-α (HIF-1α) the balance 
is shifted away from oxidative phosphorylation to glycolysis. A 
third function of lincRNA-p21 is to bind to certain mRNAs via 
a base-pairing mechanism and thus interfere with translation of 
these mRNAs into proteins. Specific examples include blocking 
translation of RELA and JUN mRNA. RelA protein is a neces-
sary component of the key proinflammatory transcription fac-
tor NF-κB, whereas Jun protein is a key component of the AP-1 
transcription factor. AP1 also provides critical functions in a 
variety of cellular responses, including responses to stress.

Levels of lincRNA-p21 are severely depressed in rheumatoid 
arthritis (RA) (Chapter 53). Basal and induced activities of NF-
κB are elevated in RA, suggesting an inverse relationship between 
lincRNA-p21 levels and NF-κB activity, which has been dem-
onstrated experimentally. In support of this idea, lincRNA-p21 
and NF-κB activity normalize in RA patients on methotrexate, 
which is one of the most common therapies for RA. Further stud-
ies support a model where methotrexate therapy directly induces 
increased expression of lincRNA-p21. LincRNA-p21 is able to 
bind to RELA mRNA and inhibit its translation, thus reducing 
basal and stimulus-induced levels of NF-κB activity. In this re-
gard, lincRNA-p21 plays a critical antiinflammatory function. 
Loss of lncRNA-p21 appears to be an important contributor to 
proinflammatory responses mediated by NF-κB. In addition to 
RA pathogenesis, this suggests that lncRNA-p21 may also con-
tribute to the pathogenesis of other autoimmune disorders, espe-
cially those in which elevated NF-κB activity plays a central role.

In addition to lncRNA-p21, levels of the lncRNA H19, 
originally described for its function in hematopoiesis, are also 
markedly elevated in RA synovium. Elevation of H19 results in 
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A second lncRNA, named RP11-2B6.2, inhibits the activity of 
SOCS1, a natural negative regulator of the interferon signal-
ing pathway. Given that a cardinal feature of presence of SLE 
as well as disease activity and severity is increased interferon 
signaling, dysregulation of interferon-regulating lncRNAs   
may play an even greater role in SLE than has yet been dem-
onstrated.22 Further studies will be required to determine 
whether these and other lncRNAs that control the interferon 
signaling pathway influence other autoimmune diseases that 
also exhibit an excessive IFN signature.

MIRNAS
MicroRNAs (abbreviated miRNAs) are another important class 
of ncRNAs.10 They are transcribed from genes into a long pre-
cursor miRNA that is less than 200 nucleotides long. A specific 
enzyme complex, the Drosha-Dgcr8 micoprocessor complex, 
digests the precursor miRNA to produce a hairpin intermediate. 
This miRNA intermediate is exported to the cytoplasm where 
Drosha, a RNase III—like nuclease, processes the miRNA in-
termediate into its mature form. Mature miRNAs are bound by 
argonaute (Ago) proteins and act as guide sequences that bind 
to typically short 6 to 8 complementary nucleotide sequences on 
target mRNAs, usually located in the 3′ untranslated region (3′ 
UTR). If complementarity is perfect between the miRNA and 
the target mRNA sequences, this triggers what is termed RNA 
interference, resulting in digestion of the mRNA by the RNase 
H-like activity present in one of the Ago domains. However, this 
appears to occur only rarely in mammals. The current general 
view is that miRNAs predominantly cause deadenylation and 
decay of mRNA.

Initiation and elongation of translation of proteins may also 
be inhibited by miRNAs. Approximately 2000 distinct miRNA 
genes have been identified in the human genome. However, 
individual miRNAs can target multiple protein-coding or ln-
cRNA genes, so their impacts on cell identity and phenotype 
are quite large. Studies have demonstrated important roles for 
miRNAs in multiple aspects of development, differentiation, 
and function of both the innate and adaptive arms of the im-
mune system.

In addition to the intracellular function of miRNAs, recent 
studies have found the presence of miRNAs in many different 
extracellular fluids. Originally it was thought that these extra-
cellular miRNAs were simply released from dying or dead cells 
and tissues. Thus presence of mRNAs in extracellular fluids 
were considered to lack any real biologic significance. However, 
more recently it has been found that these extracellular miRNAs 
are actually packaged in small lipid bilayer vesicles termed   
exosomes. This has led to the view that miRNAs are packaged 
into exosomes inside cells, released into the extracellular space, 
and then transported to and taken up by distant recipient cells. 
As such, these exosomal miRNAs may play a kind of messenger 
role enabling cell-to-cell communication.

As with lncRNA investigations, implementation of high- di-
mensional techniques such as RNA-seq or miRNA-specific mi-
croarrays to identify expression levels of miRNAs in case/control 
studies has demonstrated substantial dysregulation of multiple 
miRNAs in immune-mediated disease.23 What is notable re-
garding these studies is that miRNAs dysregulated in a given 
autoimmune disease are known important regulators of critical 
molecular and cellular pathways that are thought to contrib-
ute to pathology associated with a given autoimmune disease.   

For example, as with lncRNAs described above, miRNAs that 
stimulate the type 1 interferon signaling pathway are upregu-
lated in SLE, and miRNAs that inhibit the type 1 interferon 
signaling pathway are downregulated in SLE. A similar case is 
observed in RA. Expression levels of specific miRNAs whose 
natural function is to inhibit cell cycle progression and reduce 
expression of inflammatory cytokines are depressed in RA, and 
this might contribute to the hyperproliferation and increased 
levels of activation exhibited by synovial cells in RA. Expression 
levels of other miRNAs whose normal functions are to promote 
activity of the proinflammatory transcription factor NF-κB and 
stimulate expression of proinflammatory cytokines, are elevated 
in RA and this is also likely to contribute to elevated inflamma-
tory processes that drive RA pathogenesis. Similar observations 
have been made in other autoimmune diseases including pso-
riasis, multiple sclerosis, and systemic sclerosis. Thus, miRNAs 
play critical roles in determining expression levels of protein-
coding genes and, as with lncRNAs, contribute to development 
of the many diverse cell lineages present in humans. A cost may 
be that dysregulation of miRNA expression may make signifi-
cant contributions to the many complex diseases found in hu-
mans, including immune-mediated diseases.

Enhancer RNAs
Enhancers are conserved DNA elements whose function is to 
serve as binding sites for transcription factors and enhance 
transcription of target genes.11 In the genome, enhancers can be 
near to their target genes, many kilobases away, or even on sepa-
rate chromosomes. They can influence transcription of one or 
multiple genes. Transcriptional enhancers have conserved DNA 
motifs that recruit transcription factors, which in turn recruit 
the epigenetic machinery to enhancer loci to write the epigen-
etic code culminating in recruitment of RNA polymerase II to 
the enhancer locus. The general view is that enhancers function 
by changing the conformation of the chromosome and recruit-
ing bound RNA polymerase II to their target gene loci. This re-
cruitment will enhance transcription. RNA polymerase II can 
also use enhancer DNA as the template to produce eRNAs.

One class of eRNAs, termed unidirectional eRNAs, are 
greater than 200 nt in length, transcribed from one DNA 
strand, polyadenylated and fairly stable, making them, by defi-
nition, lncRNAs. Functions of unidirectional eRNAs are in-
completely understood. However, these unidirectional eRNAs 
seem to re-enforce enhancer function by promoting recruit-
ment of transcription factors to enhancers, recruiting histone 
acetyltransferases to enhancers to write the epigenetic code, 
increasing enhancer chromatin accessibility, and looping distal 
enhancers to promoters. All of these effects can serve to stimu-
late transcription of target genes.

Expression of unidirectional eRNAs may be inferred from 
RNA-seq experiments using such criteria as (1) the RNA tran-
script is greater than 200 nt in length and nonspliced, (2) the 
transcript does not map to a known lncRNA or mRNA gene, 
and (3) the transcript maps to a known transcriptional enhancer. 
Studies examining unidirectional eRNAs in immune-mediated 
diseases are quite limited, but they have shown that the level of 
dysregulation of unidirectional eRNAs in multiple autoimmune 
diseases far exceeds the level of dysregulation of either anno-
tated lncRNAs or mRNAs, both in terms of degree of differences 
in expression as well as the numbers of this class of ncRNA that 
are dysregulated.19 This raises the possibility that this dysregula-
tion may contribute to the origins and pathogenesis of multiple   
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immune-mediated diseases. However, interpreting the signifi-
cance of these results is difficult. It is not yet known if the differ-
ential expression of a given unidirectional eRNA may directly 
contribute to disease pathogenesis or if differences in eRNA 
expression simply reflect differences in underlying enhancer 
function at a different level. These factors could include the se-
quence of the enhancer DNA, differences in the binding of one 
or more transcription factors, or reading and writing the epi-
genetic code. It must be recognized that our lack of knowledge 
is due in part to the fact that we do not fully understand the 
contribution of unidirectional eRNAs to enhancer function and 
to the stimulation of target gene transcription.

GENOME-WIDE ASSOCIATION STUDIES
With the goal of identifying genetic variants, single nucleotide 
polymorphisms (SNPs) and GWAS have been performed for 
almost all immune-mediated diseases (Chapter 18). Several un-
expected results have emerged from these studies.9,24 First, many 
SNPs (100 s), rather than a single monogenic variant, are associ-
ated with risk for developing any given immune-mediated dis-
ease. Second, less than 10% of GWAS-identified SNPs are found 
in protein-coding genes in the genome, which suggests that al-
tered protein amino acid sequence and protein function is not a   
major contributor to genetic risk for developing immune-
mediated diseases. Instead, many of these genetic variants have 
been found to reside in noncoding regions of the genome. This 
has hindered progress in understanding how these genetic 
variants confer disease risk. Studies are now emerging that 
demonstrate that many of these genetic variants are located 
in lncRNA genes. Expression differences of many of these en-
coded lncRNAs have been implicated in the pathogenesis of 
immune-mediated diseases.20–24

One example is IFNG-AS1. The IFNG-AS1 gene is located 
in a region that is rich with genetic variants linked to IBD risk. 
Expression of IFNG-AS1 is elevated in this disease at sites of in-
flammation, and this seems to be associated with increased ex-
pression of IFN-γ. These and other studies suggest a general rule 
that genetic variants identified by GWAS that confer disease risk 
for developing immune-mediated diseases influence expression 
levels of lncRNAs in the genome, and altered expression of these 
lncRNAs contributes to disease risk and disease pathogenesis.

A second group of genetic variants identified by GWAS in-
clude those that influence functions of miRNAs.25 One area of 
attention has been to examine how genetic variants located in 
the 3′ untranslated regions (3′ UTR) of protein-coding genes 
alter miRNA target sites. In this regard, genetic variants in 3′ 
UTRs may produce new miRNA target sites, resulting in in-
creased binding of miRNAs to the 3′ UTR in question and re-
duced expression of target protein-coding genes. The alternative 
is also seen; genetic variants in the 3′ UTR of certain protein-
coding genes results in loss of miRNA binding sites, leading to 

increased expression of these target protein-coding genes. Be-
sides genetic variants in 3′ UTRs of protein-coding genes, SNPs 
linked to immune-mediated diseases have also been found in 
miRNA genes that change the ability of the encoded and pro-
cessed miRNA to bind to its target protein-coding gene 3′ UTR 
and guide mRNA degradation. In summary, these variants pro-
duce altered expression levels of proteins that can alter cell traits 
and confer disease risk.

A third group of immune-mediated diseases’ susceptibility 
to genetic variants includes transcriptional enhancer regions 
and associated transcribed eRNAs.9,11,19 Variants in these ge-
nomic regions potentially impact expression of target protein-
coding genes by altering enhancer functions. Transcriptional 
enhancers probably represent the most common site of genetic 
variation linked to immune-mediated diseases as well as other 
complex traits. Enhancer function is a very complex process 
and the roles of eRNAs in transcriptional activation and silenc-
ing are incompletely understood. Thus, it is not possible to con-
clude with certainty that altered enhancer function endowed 
by these genetic variants actually results from loss or gain of 
eRNA expression or by other mechanisms. However, it has 
been clearly demonstrated that the presence or absence of dis-
ease-associated SNPs at target enhancer loci is associated with 
differences in eRNA expression and expression of their target 
protein-coding genes.

One goal of GWAS has been to identify genetic variants that 
confer risk of developing a given disease, including immune-
mediated diseases. Several common themes emerge.24 One is 
that multiple genetic variants confer disease risk and effects of a 
single genetic variant are relatively small so there is no “smok-
ing gun.” Perhaps more importantly, the majority of the genetic 
variants thus far identified by GWAS function primarily by reg-
ulating expression levels of target protein-coding genes, rather 
than by producing proteins with altered amino acid sequence 
and functions. Most genetic variants identified by GWAS are lo-
calized in the noncoding region of the genome responsible for 
producing the known array of ncRNAs.

The general view is that immune-mediated diseases arise 
from a combination of genetics, or family traits, and the en-
vironment (Fig. 19.3). Genetic variants thus far identified that 
contribute to immune-mediated disease are predominantly lo-
calized in the enhancer elements that give rise to eRNAs and 
in genes that are transcribed into lncRNAs and miRNAs. Many 
of these ncRNAs may be stably expressed in certain cell lin-
eages. Therefore the ncRNA transcriptome determines cellular 
phenotypes by impacting critical mRNA and protein biology. 
In this way, the ncRNA transcriptome will define how a given 
cell lineage responds to environmental cues, causing these re-
sponses to be predetermined. If this is considered in the con-
text of immune-mediated disease, one might propose that the 
ncRNA transcriptome shifts the balance toward heightened 
immune activity by both loss of ncRNAs that inhibit, and gain 
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FIG. 19.3 Model describing contributions of regulatory RNAs to immune-mediated disease. eRNA, Enhancer RNA; lncRNA, long 
noncoding RNA; miRNA, microRNA.
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ON THE HORIZON
• The search for a unifying logical explanation for the role of noncoding 

RNA (ncRNA) dysregulation in immune-mediated diseases, i.e., iden-
tification of a “smoking gun,”

• Elucidation of the contribution of genetic or familial traits and environ-
ment to ncRNA dysregulation.

• The development of ncRNAs as therapeutic targets.

of ncRNAs that stimulate, immune activity, thereby shifting the 
balance to a proinflammatory state. As such, this would lower 
the threshold at which an individual responds to both external 
and internal environmental cues. Since these altered responses 
are predetermined by the ncRNA transcriptome, they may be-
come permanently imprinted in the host and produce lifelong 
idiopathic disease.

An added consideration is that certain lncRNAs act in cis to 
regulate neighboring target protein-coding genes, while others 
act in trans to regulate expression of large gene sets that seem 
able to define the inflammatory state. Similarly, activity of criti-
cal immune pathways can be positively or negatively regulated 
by multiple lncRNAs at multiple levels, including the level of 
gene transcription, mRNA translation, and protein function. 
Dysregulation of any of these lncRNAs may significantly im-
pact overall immune function. By extension, lncRNAs may 
represent targets for therapeutic intervention. As discussed   
earlier, these targets may include lncRNAs that promote the IFN 
signature in SLE, NF-κB activity in RA, or heightened Th2 re-
sponses in allergy. Currently, use of antisense oligonucleotides 
to silence overexpressed or restore underexpressed lncRNAs 
via nanoparticle technologies represents a possible therapeutic 
approach. Undoubtedly, a better and more complete under-
standing of how lncRNAs regulate key aspects of both innate 
and adaptive arms of the immune system, mechanisms of dys-
regulation in immune-mediated disease, and general principles 
of how lncRNAs interact with their DNA, RNA, and protein 
binding partners will offer new therapeutic insights that may be 
applied to this constellation of disease processes.
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Cell metabolism (Fig. 20.1) is crucial for cell survival, prolif-
eration, and differentiation, and aberrations are involved in the 
pathophysiology in many diseases.1 In recent years it has be-
come clear that cell metabolism not only provides energy but 
also regulates cell phenotype, fate, and function. During the last 
5 years, evidence has demonstrated that modulation of immune 
cell metabolism can be exploited as a therapeutic target for au-
toimmune diseases. In this chapter, we describe current insights 
into the immune cell metabolism in autoimmune diseases by 
focusing on systemic lupus erythematosus (SLE), rheumatoid 
arthritis (RA), and multiple sclerosis (MS).

GLYCOLYSIS AND PENTOSE PHOSPHATE PATHWAY
Glycolysis is the metabolic pathway that converts glucose into 
pyruvate. Ten enzymes (including hexokinase, glyceraldehyde 
3-phosphate dehydrogenase [GAPDH], and pyruvate kinase) 
are involved in this pathway. Execution of the pathway gener-
ates two pyruvate, two adenosine triphosphate (ATP), and two 
reduced nicotinamide adenine dinucleotide (NADH) molecules 
from each glucose molecule. The generated pyruvate has two 
options: either to form acetylcoenzyme A (acetyl-CoA) by py-
ruvate dehydrogenase (PDH) and enter the tricarboxylic acid 
(TCA) cycle in the mitochondria for further energy production, 
or to be converted into lactate by lactate dehydrogenase (LDH). 
The pentose phosphate pathway (PPP) is a metabolic pathway 
parallel to glycolysis. PPP generates nicotinamide adenine dinu-
cleotide phosphate (NADPH), pentose, and ribose 5-phosphate, 
a precursor for the synthesis of nucleotides.2,3

GLUTAMINOLYSIS
Glutaminolysis is crucial in the production of energy in prolif-
erating cells, including lymphocytes and cancer cells. Glutamine 
is transported in the cells by specialized transporters and is con-
verted to glutamate by glutaminase. Glutaminase has two iso-
forms: glutaminase 1 (kidney isoform) and glutaminase 2 (liver 
isoform). Glutaminase 1 has more and faster enzymatic activ-
ity than glutaminase 2. Glutamate is sequentially converted to 
α-ketoglutarate through the action of glutamate  dehydrogenase 
and enters the TCA cycle.2,3

FATTY ACID OXIDATION AND FATTY ACID 
SYNTHESIS
Fatty acid oxidation (FAO) is a mitochondrial process that 
generates acetyl-CoA from fatty acids. It involves a repeated ac-
tion of four enzymes that generate NADH and flavin adenine 

dinucleotide (FADH2), which are used by the electron transport 
chain (ETC) to produce ATP. In contrast, fatty acid synthesis is a 
metabolic process whereby end products of glucose catabolism 
are converted to fatty acids.2,3

TRICARBOXYLIC ACID CYCLE AND ELECTRON 
TRANSPORT CHAIN
The TCA cycle utilizes acetyl-CoA from glycolysis and FAO, and 
α-ketoglutarate from glutaminolysis. To generate ATP, NADH 
produced by the TCA cycle is used in the oxidative phosphoryla-
tion (OXPHOS) complexes, which are present in the inner mem-
brane of mitochondria. These complexes are known as NADH: 
ubiquinone oxidoreductase (complex I), succinate dehydroge-
nase (complex II), cytochrome bc1 complex (complex III), cy-
tochrome c oxidase (complex IV), and ATP synthase (complex 
V).2,3 Metformin, which is widely used for treating  patients with 
type 2 diabetes, inhibits the  mitochondrial  complex I.4 

Glycolysis
• Used by many proliferating cells (e.g., cancer cells and lymphocytes)
• Converts glucose to pyruvate
• Ten enzymes (including hexokinase and pyruvate kinase) are involved
• Pyruvate is converted to acetylcoenzyme A (acetyl-CoA) to enter the 

TCA cycle or to lactate

Glutaminolysis
• Used by proliferating cells
• Glutamine is converted to glutamate and then α-ketoglutarate and 

enters the TCA cycle

Fatty Acid Oxidation (FAO)
• Mitochondrial process
• Generates acetyl-CoA from fatty acids

TCA Cycle
• TCA cycle utilizes acetyl-CoA from glycolysis and FAO, and 

α-ketoglutarate from glutaminolysis
• To generate ATP, NADH produced by the TCA cycle is used in the 

oxidative phosphorylation complexes 

KEY CONCEPTS
Main Cell Metabolic Pathways

Immune Cell Metabolism
Adaptive Immune Cell Metabolism
The adaptive immune system, also known as the acquired im-
mune system, is highly involved in eliminating infectious 
pathogens and cancer cells. This immune response generates 
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immunological memory which enables a prompt response upon 
repeat exposure to the same pathogen. Both T cells and B cells 
are essential components of the adaptive immune system.

T-Cell Metabolism 
1. T-cell activation 

Following T-cell receptor (TCR) engagement, naïve T cells 
undergo a rapid shifting from quiescence to activation and 
differentiation. Phosphoinositide 3-kinase (PI3K)–AKT–
mammalian target of rapamycin (mTOR) pathway is a central 
signaling pathway in this process that enables a shift from FAO 
and pyruvate oxidation towards glycolysis and glutaminoly-
sis.5 Myc is a transcription factor downstream of mammalian 
target of rapamycin complex 1 (mTORC1), which regulates 
enzymes involved in glycolysis and glutaminolysis, wherein 
the levels of Myc, elevated or low, dictate cell differentiation 
into effector T cells or memory-like T cells, respectively.5

2. Effector T-cell metabolism 
Naive CD4 T cells can differentiate into various effector 
T-cell subsets, and each cell subset utilizes metabolic path-
ways downstream of the TCR in a differential manner. 
mTORC1 activity is essential for Th1, IL-17 producing CD4 
T (Th17), and CD8 T-cell differentiation, whereas combined 
mTORC1–mTORC2 activity is required for Th2 and T fol-
licular helper (Tfh) cell differentiation.1

a. Glucose metabolism in effector T cells 
Th1, Th17, and Tfh cells, as well as in CD8 T cells, re-
quire glycolysis for cell differentiation, whereas glycolysis 
deprivation promotes regulatory T (Treg)-cell differen-
tiation (Fig. 20.2).1 Hypoxia-inducible factor 1α (Hif-1α) 
and PDH control the differentiation of Th1 and Th17 
cells,2,6 and the Ras homologue gene family member A 

(RhoA) controls glycolysis during Th2 cell differentia-
tion.1 The last step of glycolysis results in the generation 
of pyruvate, which can be converted to lactate in the cy-
toplasm or to acetyl-CoA in the mitochondria. Th17 cells 
also express increased levels of pyruvate dehydrogenase 
kinase 1 (PDHK1) and its inhibition prevents Th17 cell 
development and promotes Th1 cell differentiation.6 The 
transcriptional-factor-inducible cAMP early repressor 
(ICER), which is present in Th17 cells, suppresses py-
ruvate dehydrogenase phosphatase catalytic subunit 2 
(PDP2) and promotes glutaminolysis.2,3 Such findings in-
dicate that cell function determination is defined through 
the control of distinct metabolic  processes.

b. Amino acid metabolism in effector T cells 
The most abundant amino acid in the circulation is the 
nonessential amino acid glutamine. Following T-cell ac-
tivation, glutamine consumption is increased.1,5 Gluta-
mine is hydrolyzed in a process called glutaminolysis into 
metabolites that support the TCA cycle, as well as the 
metabolic pathways affecting the synthesis of polyamine, 
glutathione, and serine.1,5 Glutaminase is the first enzyme 
in the glutaminolysis pathway, which is induced by ICER, 
and glutaminase 1 inhibition impairs mTORC1-depen-
dent Th17 differentiation.2,3 Glutamine restriction enables 
Th2 polarization; however, under Th1-polarizing condi-
tions T cells differentiate into Treg cells.1 Notably, gluta-
mine deprivation promotes Treg cell induction.1 Leucine 
is an essential amino acid that stimulates mTOR signal-
ing, and leucine deficiency limits T-cell activation and 
differentiation into effector T cells.5 Serine, a  nonessential 
amino acid synthesized from a glycolysis intermediate, is 
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essential for the purine synthesis pathway as well as CD4 
and CD8 effector T-cell proliferation.5

c. Lipid metabolism in effector T cells 
Upon T-cell activation, β-oxidation that catabolizes fatty 
acids towards the TCA cycle is replaced with glycolysis 
and glutaminolysis. De novo fatty acid synthesis is impor-
tant for Th17 cell differentiation. Catalysis of acetyl-CoA 
is carried out by acetyl-CoA carboxylase 1 (ACC1), and 
ACC1 deficiency in T cells suppresses Th17 cell differen-
tiation and promotes Treg-cell generation.5

3. Memory T-cell metabolism 
There are three types of memory CD4 and CD8 T cells: cen-
tral, effector, and tissue-resident memory T cells. Central 
memory T cells depend on endogenous lipids and exogenous 
glycerol for lipid biosynthesis.1 Upon re-stimulation, a switch 
to glycolysis takes place to enable the maturation of memory 

T cells into effector T cells.5 Tissue-resident memory T cells 
depend on the presence of exogenous fatty acids for their 
survival and maintenance within tissues.1

4. Treg-cell metabolism 
Treg cells utilize mainly fatty acid and pyruvate oxidation 
(mitochondrial oxidative metabolism) to generate energy. 
In Treg cells, restraint of mTORC1 signaling is achieved by 
the high levels of AMP- activated protein kinase (AMPK) 
and the capacity of forkhead box P3 (FOXP3) to increase ce-
ramide that activates serine/threonine protein phosphatase 
2 A (PP2A).1 Liver kinase B1 (LKB1) is the upstream kinase 
of AMPK, which is considered to serve as a metabolic sensor 
in Treg cells that stabilizes FOXP3  expression.1

a. Glucose metabolism in Treg cells 
During Treg-cell activation and proliferation, glycolysis 
becomes prominent4; however, because mTORC1 prevents 
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components that are recruited and activated before the adap-
tive immune system. The innate leukocytes include natural kill-
er (NK) cells, mast cells, eosinophils, basophils, macrophages, 
neutrophils, and dendritic cells (DCs).

Natural Killer Cell Metabolism. NK cells are essential lym-
phocytes that have antiviral and antitumor activities (Chapter 12). 
They can produce interferon-gamma (IFN-γ) and directly kill 
target cells through various cytotoxic mechanisms. Resting NK 
cells have low levels of glycolysis and OXPHOS.9 Overnight 
stimulation of NK cells with cytokines results in substantial 
increases in both glycolysis and OXPHOS. Activated NK cells 
metabolize glucose to pyruvate and then lactate through aerobic 
glycolysis. Inhibition of glycolysis by 2-deoxyglucose (2-DG) or 
OXPHOS by oligomycin impairs IFN-γ production, while in-
hibition of glutaminase, the first enzyme in glutaminolysis, or 
inhibition of FAO by etomoxir does not inhibit NK-cell func-
tions. NK-cell metabolism is impaired in the tumor microenvi-
ronment due to the restriction of glucose and amino acids such 
as arginine.10 This represents an attractive target to improve NK-
cell-based immunotherapy for cancer.

Mast Cell Metabolism. Mast cells are tissue-resident my-
eloid cells characterized by their effector function in Th2 im-
munity and are essential in allergic diseases and host defense 
responses to parasitic diseases (Chapter 44). IgE primes mast 
cells to release granules and chemical mediators such as hista-
mine and cytokines. IgE-mediated activation of mast cells rap-
idly increases glycolysis. OXPHOS is also increased after the 
activation within 2 hours. IL-33 is a cytokine mediator released 
by endothelial, epithelial, fibroblast cells, and mast cells. IL-33 
also activates mast cells and is linked to allergic diseases. IL-33 
increases glycolysis and OXPHOS.11 Inhibition of glycolysis by 
2-DG suppresses antigen-induced histamine and inflammatory 
cytokine release.11 Suppression of glycolysis with dichloroac-
etate and inhibition of complex I of the ETC with rotenone re-
sults in suppression of cytokine production and degranulation, 
while inhibiting FAO with etomoxir has no effect.

Eosinophil Metabolism. Eosinophils are important in host de-
fense against parasites and in promoting allergic inflammation 
(Chapter 45). Eosinophils release their granule proteins, leukotri-
enes, chemokines, and cytokines. Eosinophils have similar levels 
of glycolysis and more OXPHOS compared to neutrophils.12 IL-3, 
IL-5, or granulocyte–macrophage colony-stimulating  factor (GM-
CSF) increase glycolysis, lactate production, and OXPHOS.13 Poly-
unsaturated fatty acid (PUFA)-derived bioactive metabolites are 
formed in vivo by enzymatic oxidation through the activation of 
cyclooxygenases (COX), lipoxygenases (LOX), and cytochrome 
P450 monooxygenases (CYP). COX-derived prostaglandins and 
5-LOX-derived leukotriene play a vital role in the initiation of in-
flammatory responses. Eosinophil PUVA metabolism represents a 
target to control allergic diseases.

Basophil Metabolism. Basophils have multiple functions 
and migrate into organs affected by allergic inflammation and 
parasitic diseases. Although basophil numbers are low com-
pared with mast cells, the sensitivity to IgE-mediated activa-
tion is higher than that of mast cells. IgE-mediated activation 
of basophils enhances HIF-1α expression, which is essential for 
glycolysis.14

Neutrophil Metabolism. Neutrophils are the most abundant of 
terminally differentiated leukocytes. During acute inflammation, 
neutrophils are the first responders to migrate to the sites of in-
flammation. During differentiation, neutrophils use mainly FAO 
and OXPHOS while glycolysis is limited.15 On the other hand, 

FOXP3  expression, Treg-cell function is interrupted.1 In 
contrast, when FOXP3 is increased, the cell preferentially 
metabolizes lipids over glucose as FOXP3 represses the 
promoter  activity of MYC.1

b. Lipid metabolism in Treg cells 
Peripheral Treg cells use both the mevalonate pathway 
and end products of glycolysis for the synthesis of fatty 
acids for their proliferation and function.1 Tissue-resident 
Treg cells utilize exogenous fatty acids for their induction 
and maintenance.1

c. Amino acid metabolism in Treg cells 
Generally, Treg cells do not require amino acids to exert 
their suppressive function.1 However, the induction of pe-
ripheral Treg cells is promoted by metabolic intermediates 
of tryptophan such as kynurenine.1 Furthermore, Treg cells 
express amino acid–consuming enzymes, such as indole-
amine 2, 3-dioxygenase (IDO) and arginase 1, that reduce 
the availability of tryptophan and arginine to surrounding 
T cells, which in turn inhibit mTOR signaling and effector 
T-cell proliferation and promote Treg-cell induction.1

B Cell Metabolism. B cells play a pivotal role in the adaptive 
immune system by presenting antigens to T cells and by produc-
ing pathogen-specific antibodies, as well as cytokines. On the 
other side, autoreactive B cells are involved in the development 
of autoimmune diseases. Compared with naïve B cells, activated 
B cells use more glycolysis and OXPHOS.7 Activated B cells show 
an increase in glucose uptake and lactate production, while rest-
ing B cells maintain metabolic quiescence through signaling mol-
ecules, including TNF-receptor-associated factor 3 (TRAF3) and 
glycogen synthase kinase 3 (GSK3). Inhibition of glycolysis and   
mitochondrial respiration or cytosolic acetyl-CoA synthesis re-
duce activated B-cell proliferation and survival. Several factors 
(including mTORC1, c-myc, and protein kinase Cβ) are requisite 
for B-cell activation.7 After antigen exposure, B cells initiate the 
formation of germinal centers (GCs) using the help of Tfh cells. 
During this process, random mutations are introduced into the 
B-cell antigen receptor (BCR) to increase diversity. GC B cells also 
consume more glucose than naïve B cells. GC B cells express more 
genes associated with glycolysis. The expression of HIF-1α, a tran-
scription factor which drives glycolysis, is also enhanced in GC B 
cells.7 The serine/threonine phosphatase PP2A is required for GC 
formation and purine/pyrimidine metabolism.8 B cells exit GC 
and differentiate to memory B cells or plasma cells. Since plasma 
cells produce large amounts of antibodies, they need more glucose 
and amino acid than naïve B cells. Glucose is also used not only 
for energy generation but also antibody glycosylation, while OX-
PHOS is requisite for antibody secretion in plasma cells.7

• Activated B cells use more glycolysis and OXPHOS.
• Germinal center B cells favor glycolysis.
• Plasma cells utilize glucose for not only energy generation but also 

antibody glycosylation.
• OXPHOS is also requisite for antibody secretion in plasma cells. 

KEY CONCEPTS
B-Cell Metabolism

Innate Immune Cell Metabolism
The innate immune system (Chapter 3) represents the first 
response to infections and consists of several primitive 
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glycolysis is essential for phagocytosis. PPP potentiates reactive 
oxygen species (ROS) by providing NADPH, while mitochondrial 
complex I and III inhibition leads to increased production of mito-
chondrial ROS. Neutrophil extracellular traps (NETs) are complex 
extracellular structures composed of DNA from neutrophils and 
specific proteins from neutrophilic granules. NETs support neu-
trophil killing of extracellular pathogens but also contribute to the 
pathogenesis in autoimmune diseases, including ANCA-associated 
vasculitis and SLE. NETosis increases glucose uptake and glycoly-
sis inhibition by 2-DG, while PPP inhibition by 6-amino-nicotin-
amide reduces NETs  formation.15

Macrophage Metabolism. Macrophages are phagocytes that 
detect, engulf, and destroy pathogens and apoptotic cells. In ad-
dition, macrophages are important in tissue homeostasis, repair, 
pathology, and development. Although several activated forms 
of macrophages have been reported, there are two main groups:   
LPS (+IFN-γ)-activated inflammatory macrophages (M1) and IL-
4-induced alternatively activated macrophages (M2). Glycolysis 
is strongly induced in M1 macrophages.16 The glycolytic enzyme 
pyruvate kinase M2 (PKM2) is vital to induce IL-1β expression 
through the activity of HIF-1α. PKM2 also promotes macrophage 
activation by the inflammasome through the activation of eukary-
otic translation initiation factor 2 alpha kinase 2 (EIF2AK2). The 
glycolytic activator 6-phosphofructo-2-kinase/fructose-2,6-bi-
phosphatase 3 (PFKFB3) promotes the antiviral capacity of macro-
phages. GAPDH, another enzyme in the glycolytic pathway, regu-
lates TNF secretion in macrophages. Glycolysis is also induced in 
M2 macrophages and is crucial for IL-4-induced macrophage acti-
vation. In M1 macrophages, arginine is used to produce nitric ox-
ide (NO). In contrast, arginine is metabolized by arginase-1 in M2 
macrophages. OXPHOS is impaired by NO in M1 macrophages, 
while in M2 macrophages OXPHOS is induced and supports M2 
macrophage development. M1 macrophages also utilize PPP, while 
M2 macrophages utilize FAO.

Dendritic Cell Metabolism. DCs are professional antigen-
presenting cells, which can recognize pathogens and induce na-
ïve T-cell activation and effector differentiation. There are two 
types of DCs: conventional DCs (cDCs) and plasmacytoid DCs 
(pDCs). The ETC inhibitor rotenone inhibits the differentiation 
of human monocytes into DCs by GM-CSF and IL-4.17 Imma-
ture DCs use mainly FAO, and activation of DCs by Toll-like 
receptor (TLR) agonists increases glycolysis, PPP, and fatty acid 
synthesis.

Aberrations in Immunometabolism 
in Immune-Mediated Diseases
a. SLE (Chapter 52). 

Patients with SLE exhibit oxidative stress, as reflected by the 
low levels of glutathione and cysteine in their serum and pe-
ripheral blood mononuclear cells.18 T cells from mice with 
lupus and patients with SLE are chronically active as a re-
sult of TCR signaling hyperactivity and mitochondrial hy-
perpolarization, which culminate in increased production of 
ROS.1 TCR rewiring in SLE favors hyperactivation because 
the native CD3ζ is replaced with the FcεRIγ chain that in-
creases both the sensitivity and the downstream signaling 
of the receptor.1 Increased TCR signaling in SLE can also 
be due to aberrant lipid raft formation. Lipid rafts are the 
domains on the plasma membrane where signaling-related 
molecules accumulate to enable cell activation, and the com-
position of lipid rafts in resting T cells from patients with 

Natural Killer (NK) Cells
• Resting NK cells have low levels of glycolysis and OXPHOS.
• Stimulation with cytokines increases glycolysis and OXPHOS.
• Glycolysis and OXPHOS are requisite for NK cell functions.

Mast Cells
• IgE-mediated activation increase glycolysis and OXPHOS.
• IL-33 also increases glycolysis and OXPHOS.

Eosinophils
• Use same levels of glycolysis and more OXPHOS than neutrophils.
• IL-3, IL-5, and GM-CSF increase glycolysis and OXPHOS.

Neutrophils
• Use fatty acid oxidation (FAO) and OXPHOS for differentiation.
• Use glycolysis for phagocytosis.
• Use glycolysis and PPP for neutrophil extracellular trap formation.

Macrophages
• M1 macrophages favor glycolysis, PPP, and use of arginine.
• M2 macrophages also use glycolysis and OXPHOS.

Dendritic Cells (DC)
• Immature DC mainly use FAO.
• Toll-like receptor (TLR) agonists increase glycolysis PPP, and fatty acid 

synthesis. 

KEY CONCEPTS
Innate Immune Cell Metabolism

SLE resembles that of activated cells.19 Furthermore, patients 
with active SLE have a higher synthesis of lipid rafts in CD4 
T cells.19 This can be explained in part by the higher expres-
sion of a nuclear receptor: for example, liver X receptor β
(LXRβ), which regulates cellular lipid metabolism (includ-
ing glycosphingolipid synthesis), and the recycling of surface 
receptors.1 The transcription factor Friend leukemia inte-
gration 1 (FLI1) has been associated with glycosphingolipid 
synthesis and T-cell activation, and disease severity in lupus-
prone mice.1 FLI1 may also promote lupus nephritis as it in-
creases the expression of chemokines in the kidneys wherein 
CXCR3-expressing T cells migrate.1 Passer-by T cells in the 
kidneys of patients with lupus nephritis are also prone to ac-
tivation and cell differentiation.1 Oxidative stress and the in-
crease in PP2A levels in T cells of SLE patients lead to hypo-
methylation of genes that are involved in SLE pathogenesis.1

In lupus-prone mice, targeting DNA methylation in CD4 T 
cells expands Treg cells and in CD8 T cells promotes cytotox-
icity.1 mTOR signaling is increased in T cells from patients 
with SLE via several pathways. ROS can promote mTOR 
signaling and CD4 CD8 T-cell differentiation.1 mTORC1 ac-
tivity is the highest in CD4− CD8− double-negative T cells 
from patients with SLE.18 In SLE, the activity of the T-cell-
restricted, serine/threonine protein phosphatase calcium/
calmodulin- dependent protein kinase IV (CaMKIV) is up-
regulated, which promotes mTOR activity.1 Additionally, the 
PPP (branches out from glycolysis), which is upregulated in 
T cells in SLE, as well as amino acid breakdown products, 
such as kynurenine (a metabolite of tryptophan), can pro-
mote mTORC1 activity in these cells.18 Increase in mTORC1 
activity in SLE can also be determined genetically as re-
ported in patients with tuberous sclerosis, who carry muta-
tions of the TSC1 or TSC2 genes, resulting in uncontrolled 
activation of mTORC1 and the  development of fulminant 
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manifestations of SLE.1 The chronic activation of T cells in 
murine and human SLE is associated with increased rates of 
glycolysis.1 Studies in lupus-prone mice have shown that in-
creased glycolysis predisposes to SLE. For example, overex-
pression of Glut1 in mice leads to lupus-like manifestations, 
including the production of autoantibodies and deposition 
of immune complexes in glomeruli.1 Indeed, patients with 
active SLE display high levels of GLUT1 in their T cells.1 The 
rate of glutaminolysis in SLE is undetermined. Yet, decreas-
ing the rate of glutaminolysis in lupus-prone MRL/lpr mice 
has led to reduced Th17 cell differentiation and lowered 
disease activity in a mechanism that included HIF-1α and 
glycolysis downregulation.2 Th17 cells in comparison with 
other T-cell subsets in patients with SLE display increased 
glycolysis and decreased glucose-mediated OXPHOS.1 These 
lupus-derived Th17 cells have increased ICER activity, which 
in turn decreases the levels of PDP2 and diverts pyruvate to 
lactate.2,3 In agreement, the ICER/CREMα-suppressive splice 
variants of CREM are also highly expressed in CD4 T cells 
from patients with SLE and function as transcriptional en-
hancers of glutaminase, which  promotes glutaminolysis and 
Th17 cell differentiation.2,3

b. RA (Chapter 53). 
Many studies have shown the importance of T cells in the 
pathogenesis of RA.20 The strong association of RA with the 
human leukocyte antigen (HLA)-DRB1 locus points to the sig-
nificance of T-cell selection and antigen presentation in the 
pathogenesis of RA.20 Other genetic risk alleles, including 
variants of the genes CD28, PTPN22, IL2RA, CD40, CCL21, 
and CCR6, also suggest a role for T cells in the development 
of RA.20 Although RA pathogenesis was previously consid-
ered to be Th1-dependent, recent evidence indicates the im-
portance of Th17 cells. Th17/Treg balance is also involved in 
RA pathogenesis.21 Th1 and Th17 cells use mainly glycolysis, 
which is initiated within minutes following TCR activation.22

Glut1, a glucose transporter, is highly expressed in the surface 
of Th1 and Th17 cells, while Treg cells express low levels of 
this transporter.6 A glucose transporter inhibitor CG-5 reduc-
es Th1 and Th17 cell differentiation and promotes Treg cell 
induction.4 Inhibition of hexokinase, the enzyme catalyzing 
the first step in glycolysis, by 2-DG reduces Th14 and Th17 
cell differentiation.22 Pyruvate, the end product of glycolysis, 
is converted to lactate by LDH or converted to acetyl-CoA by 
PDH to fuel the TCA cycle. In the absence of oxygen and even 
under normoxic conditions in Th17 cells, pyruvate tends to be 
converted to lactate by LDH.22 Lactate itself has an important 
role in autoimmune diseases and is one of the most enriched 
products of cellular metabolism in inflamed tissues, including 
synovial tissue.23 Lactate induces expression of its transporter, 
SLCA12, on human CD4 T cells in the inflamed tissue and 
promotes IL-17 production via PKM2/signal transducer and 
activator of transcription 3 (STAT3) signaling. Furthermore, 
SLCA12 blockade ameliorates the disease severity in mice in-
duced to develop arthritis.23 Sirolimus, an mTOR inhibitor, 
reduces disease activity in RA.24 

PPP enables cells to generate products that are crucial for 
T-cell function and expansion, as they fuel biomass genera-
tion.21 Naïve T cells from patients with RA have a defect in 
glycolytic flux due to the upregulation of glucose-6-phos-
phate dehydrogenase (G6PD) and downregulation of 6-phos-
phofructo-2-kinase/fructose-2,6-bisphosphatase 3 (PFKFB3) 
after stimulation.21 Excess G6PD shunts glucose into the PPP, 

resulting in NADPH  accumulation and ROS consumption 
(see Fig. 20.1). T cells from patients with RA do not suffi-
ciently activate the redox-sensitive kinase ataxia telangiec-
tasia mutated (ATM), which in turn shifts naïve CD4 T-cell 
differentiation towards Th1 and Th17 cell lineages.21

c. MS (Chapter 66). 
MS is a demyelinating disease characterized by a chronic 
inflammatory process in the brain and spine. Loss of my-
elinating oligodendrocytes is considered the beginning of 
MS pathogenesis, and both Th1 and Th17 cells are involved. 
Inhibition of glycolysis by 2-DG ameliorates murine MS 
(e.g., experimental autoimmune encephalomyelitis [EAE]).22

PKM2 inhibitor, which inhibits the last enzyme of the glycol-
ysis pathway, also ameliorates EAE.2 Lack of HIF-1α, which 
mediates glycolysis, diminished Th17 cell development and 
enhanced Treg cell differentiation in mice, thus protecting 
them from autoimmune neuroinflammation.22 Inhibition of 
glutaminase 1, glutamate oxaloacetate transaminase (GOT) 
1, or amino acid transporter ASCT2 reduces Th17 cell differ-
entiation and improves disease activity in EAE.2 The inhibi-
tion of ACC1, the rate-limiting enzyme for fatty acid synthe-
sis, attenuates EAE5; C75, which is another inhibitor of this 
synthesis, also ameliorates EAE.25

Immunometabolism-Based Targeted Treatment
Disease-modifying anti-rheumatic drugs (DMARDs) can af-
fect several metabolic pathways. Glucocorticosteroids promote 
gluconeogenesis and inhibit glycolysis. Methotrexate inhibits 
folate metabolism, thereby inhibiting the one-carbon metabo-
lism pathway, and it can also increase the adenosine pool and 
AMP production, which in turn activates AMPK, which inhib-
its mTOR signaling.1 Mycophenolate mofetil (MMF) interferes 
with DNA synthesis and limits T-cell expansion, inhibiting the 
expression of MYC and HIF1A and the signaling via the PI3K–
AKT–mTOR pathway; MMF also reduces glycolysis and oxida-
tive stress in CD4 T cells in vitro.1 In a phase I–II clinical trial 
in patients with SLE, sirolimus, an mTORC1 inhibitor, reduced 
disease activity and restored the balance of T-cell lineages.18

Inhibition of mTORC1 signaling suppressed T-cell hyperacti-
vation, the development of Th17, and double-negative T cells, 
and promoted Treg cell differentiation and function in patients 
with SLE.18 Metformin, an antidiabetic medication, when co-
administered with 2-DG (an inhibitor of glucose metabolism), 
normalized T-cell metabolism, decreased the numbers of Tfh 
cells, and reversed kidney disease in lupus-prone mice.4 In a 
proof-of-concept trial studying patients with mild-to-moderate 
SLE, the addition of metformin to standard-of-care treatment 
decreased the frequency of clinical flares and permitted predni-
sone dose reduction.1

Pioglitazone, an insulin-sensitizing drug that can rapidly ac-
tivate AMPK, also inhibits mTORC1 and promotes the expan-
sion of Treg cells from patients with SLE in vitro.1 Bz-423 is a 
benzodiazepine compound that can inhibit an ATP synthase, 
which is increased in autoreactive lymphocytes from mice with 
lupus; and treatment of the mice with Bz-423 led to autoreac-
tive lymphocyte apoptosis and clinical improvement.1 Cysteine 
is depleted in T cells from patients with SLE. N-acetyl cysteine is 
a cysteine analogue that, in patients with SLE, led to inhibition 
of mTORC1 activity in double-negative T cells and decreased 
disease activity.18 NB-DNJ (N-butyldeoxynojirimycin) inhibits 
the synthesis of glycosphingolipids, and it is used to treat type 
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I Gaucher disease. In patients with SLE it had beneficial effects 
on T cells in vitro, and in lupus-prone mice it restored lipid me-
tabolism in T cells and B- and T-cell associated antigen (BTLA) 
function (Table 20.1).1

CONCLUSIONS AND FUTURE DIRECTIONS
Immune cell metabolism changes dramatically during the im-
mune response. It is now evident that cell survival, fate, and 
differentiation can be determined by the predominance and 
dynamics of metabolic pathways within the responding cell. 
Therefore, manipulation of metabolic pathways can be utilized 
to modulate and rebalance specific subsets of cells within the 
immune system as a novel approach in the treatment of autoim-
mune diseases. Future studies will decipher further the patho-
genic role of immunometabolism in the development of auto-
immune diseases and ways to readjust these metabolic pathways 
to advance treatment of autoimmune diseases.
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TABLE 20.1 Drug Treatments Affecting 
Immunometabolic Targets

Drug
Therapeutic 
Target Effects on Disease Model

2-Deoxy-D 
glucose and 
metformin

Hexokinase and 
mitochondrial 
complex I

Reduces disease activity, and 
improves kidney disease in 
lupus model

BPTES, CB-839, 
and 968

Glutaminase 1 Reduces disease activity in 
EAE and arthritis model, and 
improves kidney disease in 
lupus model

Bz-423 Mitochondrial 
metabolism

Reduces disease activity in 
lupus model

NB-DNJ Glucosylceramide 
synthetase

Reduces disease activity in 
lupus model

N-acetyl 
cysteine

Cysteine 
metabolism

Reduces disease activity in 
arthritis model, and improves 
kidney disease in lupus 
model

Sirolimus mTOR signaling Reduces disease activity in 
EAE and lupus model, and 
rheumatoid arthritis

Pioglitazone 
(agonist)

PPARγ Improves disease activity in 
EAE and arthritis model, and 
nephritis in lupus model

BPTES, Bis-2-(5-phenylacetamido-1, 3, 4-thiadiazol-2-yl)ethyl sulfide; mTOR, mam-
malian target of rapamycin; NB-DNJ, N-butyldeoxynojirimycin; PPARγ, peroxisome 
proliferator-activated receptor γ.
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Age is a major factor determining the quality and quantity of an 
immune response, with alterations most obvious at the extremes 
of age. Both infants and older adults exhibit impaired immune 
responses to infection and vaccination. However, the underlying 
mechanisms for immune dysfunction are distinct. Infants are 
born with limited antigen exposure and a tolerogenic-inclined 
immune system, which progressively develops throughout in-
fancy and childhood. In older age, the mechanisms underly-
ing immune decline are broadly termed immunosenescence. 
The term is reminiscent of cellular senescence, which is defined 
as an irreversible cell cycle arrest. However, it is misleading to 
interpret immune aging only as the accumulation of senescent 
cells, and, similar to aging in general, numerous pathways are 
involved.1 The age-related decline in immune competence is not 
linear. As early as age 40 years, immune responses to selected 
vaccines (e.g., hepatitis B) start to decline. The incidence rate 
of herpes zoster, a reactivation of latent varicella-zoster virus 
(VZV), starts to increase at age 50 years, as does morbidity and 
mortality from influenza infection. A more abrupt immunolog-
ical decline appears to occur in the eighth decade of life.

In terms of public health, infections are major causes of 
morbidity in the very young and the very old. Although child 
mortality rates have dropped by almost 50% between 1990 and 
2013, pathogenic infections are still one of the largest causes 
of infant mortality worldwide, accounting for more than 1.6 
million deaths per year. Vaccinations have helped change the 
infectious landscape in children and young adults, but certain 
vaccines, such as those against Streptococcus pneumoniae, still 
have limited protective capacity. Susceptibility to pathogenic 
infection and ineffectiveness of vaccination is even greater in 
older adults than in young infants. Moreover, during aging, a 
functional  immune system is important for tissue repair, such 
as in  degenerative diseases, and it is vital for cancer  surveillance.

INFANCY AND THE GENERATION 
OF AN IMMUNE SYSTEM
Infants start to develop their immune system before birth, main-
taining a fine balance between immunological tolerance that 
helps prevent pro-inflammatory responses in utero while pre-
serving the ability to respond to foreign antigen exposure upon 
birth. Regulatory pathways utilized by the fetus for protection 
against possible infections and maternal–fetal rejection in utero 
are still reflected in the newborn infant immune system, charac-
terized by immune-suppressive and anti-inflammatory cellular 
responses to foreign antigens. Although newborns and young 
infants lack the ability to mount effective immune  responses 
against many pathogens, they acquire initial immune  protection 
through the passive transfer of maternal  immunoglobulin G 

(IgG) in utero via the placenta (termed “passive immunity”) 
and from secretory IgA and antimicrobial factors present in 
maternal breast milk.2 Alterations in passive immunity (e.g., 
preterm birth) can lead to increased susceptibility to infections 
and breakdown of immune tolerance in the infant. Passive im-
munity can be enhanced by vaccination of pregnant mothers to 
promote the transfer of vaccine-specific IgG. However, within 
the first months of life, as maternal IgG wanes and breastfeed-
ing is discontinued, infants must actively develop their own 
immune responses for protection.

INNATE IMMUNE DEVELOPMENT
The innate immune system is typically considered the first line 
of defense against infection. The development of the innate im-
mune system begins in utero, with all the classic innate cell types 
present by the end of the first trimester; monocytes and dendrit-
ic cells (DCs) are the earliest cells observed at 4 weeks’ gestation 
(WG) followed by granulocytes and natural killer (NK) cells at 8 
WG.3 These innate immune cells expand in number and mature 
in utero; however, at birth the functionality of innate immune 
cells is still diminished compared with later in life.

During early infancy, all cell types of the innate immune sys-
tem demonstrate some impairment of function, ranging from 
reduced mobility to skewed cytokine production in response 
to stimulation.4 The most significant functional limitation of 
neonatal innate immune cells is their collective inability to kill 
pathogens. Limited chemotaxis in neutrophils is accompanied 
by a reduced ability to effectively kill pathogens as a conse-
quence of poor phagocytosis and decreased secretion of neu-
trophil extracellular traps. Moreover, NK cells and plasmacy-
toid DCs have reduced capacity to prevent infection through 
reduced cytotoxic function and lower secretion of interferon-α
(IFN-α), respectively. In addition, antigen-presenting cells 
(APCs) are unable to provide effective help to T cells because of 
reduced expression of costimulatory molecules and production 

• Reduced antibacterial responses (i.e., phagocytosis, secretion of 
neutrophil extracellular traps [NETs]) by neutrophils and monocytes

• Impaired neutrophil chemokinesis (“directed movement”)
• Diminished capacity of antigen-presenting cells (APCs; e.g., dendritic 

cells [DCs]) to provide proper costimulatory help to T cells
• Reduced antiviral responses (i.e., interferon [IFN]-α secretion) by 

plasmacytoid dendritic cells (pDCs) 

KEY CONCEPTS
Characteristics of the Developing Innate 
Immune System
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of more anti-inflammatory cytokines. These combined limita-
tions during early infancy lead to increased susceptibility to vi-
ral and bacterial infections and also contribute to the reduced 
functionality of adaptive immune cells.

ADAPTIVE IMMUNE DEVELOPMENT
Adaptive immune cells (T and B cells) begin to develop in 
utero around the start of the second trimester. It is important 
to note that although lymphocytes initially develop within the 
fetal liver (~7 WG) and then in the bone marrow (~12 WG), 
T-cell maturation occurs in the thymus, whereas B cells con-
tinue  maturation in bone marrow. Over the course of gestation, 
both naïve T- and B-cell compartments expand, reaching ab-
solute cell concentrations at birth greater than that of adults. 
Thus, a defect in cellular generation cannot account for the im-
mune limitations observed in infants. However, the composi-
tion of lymphocyte populations within young infants is distinct 
from that of adults (Fig. 21.1). At birth, the infant T- and B-cell 
compartments consist mainly of naïve and transitional cells re-
cently migrated out of the thymus or bone marrow (>90% of 
the population). Infant T- and B-cell repertoires have less diver-
sity within their receptors’ antigen-binding regions compared 
with those of adults. T-cell receptors (TCRs) display reduced 
V-J complexity and fewer amino acid additions. B cells have 
decreased B-cell receptor diversity because of less affinity matu-
ration (i.e., somatic  hypermutation; Chapter 7) compared with 
adult populations.

The increased levels of recent thymic emigrants and naïve T 
cells are maintained both in the periphery and in tissues during 
early infancy. Effector memory T cells can be found selectively 
in the lungs and gastrointestinal tract of infants, likely because 
these mucosal tissues are the earliest sites of antigen exposure. 
Class-switch antibodies produced by B cells are required for 
mucosal protection (primarily IgA) and systemic protection 
(primarily IgG) through opsonization, neutralization, or anti-
body-dependent cellular cytotoxicity. However, infants demon-
strate significantly lower levels of IgG and IgA compared with 
adults throughout the first year of life, in both the periphery and 
mucosal tissues.

INFANCY AND FUNCTIONAL DIFFERENTIATION 
OF ADAPTIVE IMMUNE CELLS
The main feature of a “mature” adaptive immune system is the de-
velopment of memory T and B cells that recognize specific foreign 
(or in some context, self) antigens. Not only are infants born with 
limited antigen exposure and thus little memory, infant responses 
to antigenic stimulation in the T- and B-cell compartments dis-
play altered functionality compared to adults. Some of the most 
striking alterations are seen within the CD4 T-cell compartment, 
characterized by significantly increased frequency of immuno-
suppressive T regulatory cells (Tregs; 30 to 40% in infants vs. 1 
to 10% in adults).5 These changes are accompanied by increased 
T-helper 2 (Th2) frequencies. This bias is due to preferential dif-
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FIG. 21.1 Distinct Changes in Human Immune Cells Across Age. From infancy to old age, the immune system undergoes nu-
merous changes. Hematopoietic stem cells (HSCs) progressively become biased towards development into the myeloid lineage, in 
conjunction with DNA mutations, causing increased clonal hematopoiesis of indeterminate potential (CHIP) in old age. Thymic output 
decreases with time, diminished to almost negligible levels during adulthood. Adipose tissue also accumulates in the thymus with 
age. In the adaptive immune system, B cells remain relatively constant in absolute numbers, whereas T cells decline. However, B and 
T cells exhibit alternations in subset composition, highlighted by a decrease in naïve cell frequencies, with a relative gradual increase 
in memory cells and significant expansion of pro-inflammatory memory subsets (i.e., age-associated B cells [ABCs] and terminally 
differentiated effector memory T cells re-expressing CD45RA [TEMRA] that combine features of the innate and the adaptive immune 
system) with old age. This expansion is in tandem with clonal expansion in the T-cell compartment. Conversely, infants have high levels 
of the anti-inflammatory regulatory T-cell subset that dramatically decreases with age.
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ferentiation of neonatal CD4 T cells into Treg or Th2 cells, instead 
of Th1, Th17, or T follicular helper (Tfh) cells. Altered differen-
tiation of CD4 Th subsets promotes a tolerance-inducing envi-
ronment good for controlling unnecessary responses to foreign 
antigen exposure after birth. However, it also leads to inhibition 
of effector T cells and limits B-cell antibody responses against in-
fectious pathogens and to  vaccination (Fig. 21.2).

Until very recently, neonatal T cells were considered “im-
mature” versions of adult cells; however, new studies have el-
egantly demonstrated that neonatal T cells are actually a func-
tionally distinct population of cells specifically tailored to 
respond to the needs of the neonatal environment.6  Neonatal 
T cells,  particularly CD8+ cells, are epigenetically poised to 
develop into effector over memory T cells and display en-
hanced ability to respond to danger signals (e.g., pathogen-
associated molecular patterns [PAMPs]) and inflammation 
(e.g., complement) (see Fig. 21.2). microRNA regulation of 
transcriptional networks contributes to a preferential effec-
tor-like state of neonatal T cells, which includes lower TCR 
activation thresholds caused indirectly via increased miR-
181a. The innate-like features of neonatal T cells allow for a 
more rapid effector response to environmental cues and in-
crease the protective capacity of the infant, albeit at the ex-
pense of the development of memory cells. In addition, the 
more broadly reactive (promiscuous) TCR repertoires, from 
utilization of more germ-line encoded sequences, may permit 
a wider responsiveness to multiple types of antigens (i.e., self, 
commensals, and pathogens).

Similar to T-cell responses, B cells also display less effective 
immune responses during infancy, with preferential develop-
ment of short-lived effector cells. Neonatal B cells are less able to 
undergo class-switching from IgM to IgA or IgG upon  antigen 

stimulation and differentiated antibody-secreting plasma cells 
within the infant bone marrow have poor survival.7 Moreover, 
infant B cells have lower rates of somatic hypermutation com-
pared with those of adults, which is important for the genera-
tion of high-affinity antibodies. Although these defects can be 
partially attributed to extrinsic T-cell defects, such as poor Tfh 
cell generation, intrinsic defects in infant B cells (e.g., lack of 
costimulatory molecules) also prevent effective antibody re-
sponses. Collectively, these neonatal B-cell defects lead to less 
effective and shorter-lived antibody responses against infectious 
pathogens and vaccines during infancy.
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FIG. 21.2 T-Cell Functionality During Infancy. Infant T cells display unique properties compared with those in adults, highlighted 
by more rapid antigen (Ag)-driven effector responses. Additionally, infant T cells show a propensity to differentiate into effector cells, 
regulatory T cells, or Th2 subsets, instead of memory cells.

• High frequencies of antigen-naïve T and B cells
• Skewing of naïve CD4 T-cell differentiation toward immunosuppres-

sive regulatory T cells (Tregs) and T-helper 2 (Th2) cells, but not Th1 or 
Tfh cells

• Skewing of naïve CD8 T cells toward effector cell, but not memory 
cell, development

• Limited ability of B cells to produce high-affinity, class-switched anti-
bodies in response to both T-cell–dependent and T-cell–independent 
antigens 

KEY CONCEPTS
Characteristics of the Developing Adaptive 
Immune System

INFANT IMMUNE DEVELOPMENT 
AND THE MICROBIOME
One of the first environmental exposures that infants experi-
ence is with colonizing bacteria. Within hours after birth, the 
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OLDER AGE AND IMMUNE CELL GENERATION
The immune system is in constant demand for cellular replen-
ishment to compensate for peripheral losses and cell death. 
For neutrophils, which have a short half-life, the body needs to 
produce ~1010 cells/kg/day; for lymphocytes, which are more 
long-lived but are also more numerous because of their wider 
tissue distribution, the daily need is in the order of several bil-
lion cells. Studies in the 1960s showed that the hematopoietic 
tissue in bone marrow decreases with age. A similar numerical 
decline is seen for peripheral hematopoietic stem cells (HSCs). 
Telomerase expression in peripheral HSCs is not fully protec-
tive, and telomeric length shortens with age, similar to dif-
ferentiated mononuclear cells. The functionality of HSCs also 
changes with age, exhibiting reduced regenerative capacity and 
a differentiation bias towards myeloid versus lymphoid precur-
sors (see Fig. 21.1).9 This bias is driven by DNA damage and 
epigenetic changes and may contribute to the clinical observa-
tion that HSC-derived leukemia preferentially has a lymphoid 
phenotype in the young and a myeloid one in older adults. Ad-
ditionally, DNA damage causing mutation in genes mediating 
epigenetic regulation (e.g., TET2, DNMT3A) can give certain 
HCSs fitness advantages, which in turn propagates to all of 
their descents, in particular the myeloid lineage. This expan-
sion, termed clonal hematopoiesis of indeterminate potential 
(CHIP), is highly age-dependent and is closely associated with 
the development of hematological malignancies and cardio-
vascular disease.10 CHIP may also contribute to the low-grade 
inflammation that is  characteristic of the aging host.

Collectively, lymphocyte replenishment is more affected 
by age than that of myeloid lineages. Peripheral neutrophil 
numbers do not decline and are able to recover after therapy-
induced depletion (e.g., chemotherapy). Furthermore, there is 
no loss in the ability to generate robust neutrophilia in response 
to  infection or other stressors.

infant intestinal tract is colonized by nonpathogenic bacteria 
(termed “microbiome”; Chapter 22). The microbiome can reach 
concentrations of 1010 bacteria per gram of stool within 7 days 
but mirrors an adult-like composition only after 2 years of age. 
Early animal studies demonstrated that microbial colonization 
is essential for the normal development of the immune system 
during early infancy and throughout life.8 In particular, IgA 
production requires the presence of a microbiome for its de-
velopment and long-term maintenance. Moreover, the specific 
composition of the microbiome influences the generation of in-
nate lymphoid cells and CD4 T-cell subsets (e.g., Treg, Th17, 
Tfh). Perturbations in the infant microbiome caused by such 
factors as mode of delivery and antibiotic treatment may signifi-
cantly alter developing immune responses. For example, babies 
delivered via cesarean section (C-section) have a microbiome 
composition distinct from that of babies delivered vaginally, 
with C-section delivered babies having an intestinal microbi-
ome more dominated by skin bacteria. These differences are 
correlated with an increased incidence of allergy and asthma 
during childhood in infants delivered by C-section. Recent 
work has now demonstrated microbiome-derived metabolites 
influence Treg development in early infancy, providing a causal 
link between the microbiome and infant immune tolerance.

CLINICAL CONSEQUENCES FOR CHILDHOOD 
VACCINATION
Infants are highly susceptible to pathogenic infection during 
the first year of life. Indeed, infections are one of the major 
causes of mortality, accounting for more than 24% of global in-
fant mortality. More than 1 million deaths per year are caused 
by respiratory tract infections (e.g., S. pneumoniae, respiratory 
syncytial virus [RSV]) and almost the same number by intes-
tinal infections (e.g., rotavirus, Escherichia coli). The develop-
ment and distribution of vaccines targeting these pathogens 
has significantly reduced infant infection rates and consequent 
mortality; however, vaccine efficacy can vary depending on 
the infant’s gestational age at birth, mode of vaccine delivery 
(oral vs. intramuscular), interference by maternal antibodies, 
and tolerogenic immune responses, as described above. Addi-
tionally, infants require multiple vaccine boosters to elicit and 
maintain robust protective immunological memory against 
infectious pathogens (Chapter 87). Better understanding of 
the mechanisms of these limitations of the infant immune re-
sponses, particularly at mucosal sites where these pathogens 
initially infect, would facilitate the generation of better vac-
cines designed to induce more effective and long-term immune 
protection during infancy.

Consequences of “Immaturity” of the Neonatal 
Immune System
• Increased morbidity and mortality from bacterial infections (e.g., 

pneumococci)
• Increased morbidity and mortality from viral infection (e.g., influenza 

virus, respiratory syncytial virus, rotavirus)
• Ineffective primary vaccinations; multiple boosters required for most 

vaccines to elicit effective protection
• Susceptibility to allergy and asthma when microbiome colonization is 

disrupted during early infancy 

CLINICAL RELEVANCE

• Hematopoietic stem cells (HSCs) are reduced in frequency and  biased 
toward myeloid lineages over lymphoid lineages.

• HSC mutations cause HSC clonality predisposing to hematological 
malignancies and cardiovascular disease.

• Myeloid cell generation is largely intact.
• B-cell generation is relatively maintained but B-cell repertoire diversity 

is disturbed.
• As a result of thymic involution, naïve T cells are generated from 

homeostatic proliferation of peripheral T cells.
• Ability to rebuild a T-cell repertoire after lymphocyte-depleting 

interventions is compromised after mid-adulthood.
• Naïve T cells acquire memory-like features, and preferentially differen-

tiate into effector, but not memory cell populations. CD4+ cells favor 
Th1, but not Tfh development.

• Virus-specific terminally differentiated effector T-cell populations 
accumulate. 

KEY CONCEPTS
Aging Influences Immune Cell Generation 
and Population Homeostasis

Although HSC-intrinsic alterations skew lineage commit-
ments away from lymphoid cell generation, the peripheral B-
cell population is relatively maintained across aging, as is the 
development of effector and memory B cells.11 However, an ex-
pansion of nonclassical memory B cells termed “age-associated 
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B cells” is observed. These cells are pro-inflammatory, more au-
toreactive, and secrete antibody in response to innate (i.e., Toll-
like receptor [TLR]) but not antigen-specific stimulation.12 In 
addition, aged B cells display a reduced ability to undergo class 
switch recombination and somatic hypermutation, which likely 
accounts for lower antibody affinities and reduced antibody 
functionality observed in older individuals. Age-associated dif-
ferences in B-cell selection and expansion may also contribute 
to monoclonal gammopathies (in >5% of individuals older than 
70 years; Chapter 79) and the presence of autoantibodies in the 
absence of disease with increasing age.

T-cell generation is more affected by age than any other my-
eloid or lymphoid lineage because of the involution of the thy-
mus. The thymus undergoes dramatic structural changes that 
begin during childhood.13 Thymopoietin niches disappear, and 
the numbers of thymic epithelial cells and thymocytes decline in 
what appears to be a developmentally regulated process. Thymic 
resection in children undergoing cardiac surgery reproduces 
many of the T-cell repertoire changes in 20-year-old individu-
als that are otherwise seen in 70 to 80 year olds, documenting 
the importance of thymic production during the human growth 
period. In contrast, throughout adulthood, homeostatic prolif-
eration of T cells accounts for the bulk of T-cell generation.14

This process is more robust for naïve CD4 compared to naïve 

CD8 T cells, the latter of which are clearly lost with age. Overall 
repertoire diversity (i.e., the number of different TCRs) con-
tracts with age but still remains highly diverse for both naïve 
CD4 and CD8 T-cell subsets, suggesting that thymic activity is 
not necessary to maintain repertoire diversity once a repertoire 
has formed.

T-CELL POPULATION HOMEOSTASIS
The adaptive system responds to antigenic challenges with 
clonal expansion and differentiation of naïve cells into effector 
cells, followed by clonal downsizing and persistence of long-
lived memory T cells (i.e., immunological memory). Infections 
therefore leave a permanent imprint on the immune system, a 
mechanism on which vaccinations capitalize. Similar to neo-
natal responses, naïve CD8 T cells in older individuals pref-
erentially differentiate into effector cells and fail to establish 
memory cells (Fig. 21.3). Naïve CD4 T cells display a similar 
bias, preferentially developing into short-lived effector T cells 
at the expense of Tfh and memory cell development. These 
changes are in tandem with the loss of vaccine-specific mem-
ory T cells over time, and likely account, in part, for reduced 
vaccine efficacy as well as increased susceptibility to infections 
in older individuals.15
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FIG. 21.3 T-Cell Functionality During Advanced Age. In older individuals, T cells show a diminished ability to respond to antigen. 
This  reduction has been linked with preferential development into effector cells over memory or Tfh subsets, which are two subsets 
essential for long-term immune protection.
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FIG. 21.4 Comparison of B- and T-Cell Subsets Expanded with Age. During aging, both the T- and B-cell compartments demon-
strate expansion of pro-inflammatory memory populations with many shared features. These features include the ability to become 
active independent of antigen, the production of inflammatory cytokines, and alteration in stimulatory and inhibitory receptor profiles. 
BCR, B-cell receptors; IFN, interferon; TNF, tumor necrosis factor; TCR, T-cell receptors; TLR, Toll-like receptor.

Pathogen-induced clonal expansion represents a challenge 
to homeostatic mechanisms that are supposed to maintain 
a balance among naïve, memory, and effector cells.16 This is 
particularly evident in persistent infections where the offend-
ing pathogen cannot be cleared (e.g., herpes viruses). Herpes 
viruses establish latency following infection, making them 
highly prevalent in apparently healthy populations without 
causing active disease. Classic examples VZV, Epstein-Barr
virus (EBV), and cytomegalovirus (CMV). The effects of these 
herpes viruses with immune aging differ greatly. VZV tends 
to reactivate with age, presenting as shingles. A decrease in 
the frequency of VZV-specific CD4 memory T cells has been 
postulated to explain this lack in viral control mechanisms. In 
contrast, EBV and CMV infections relapse only in severely im-
munocompromised individuals, not during normal immune 
aging. The immune system commits extraordinary resources 
to controlling CMV, and CMV-specific CD8 T cells can make 
up a large fraction of the entire T-cell repertoire. Whether this 
memory inflation has broader implications for immune health 
remains a matter of controversy. Expansion of the CMV-specific 
T cells may compromise the size of naïve and central memory   
T-cell repertoires; however, many of the CMV-specific CD8 T 
cells have the phenotype of end-differentiated effector T cells 
and are unlikely to compete for the same space as naïve cells.

End-differentiated T cells also express negative regulatory 
receptors of the killer lectin-like receptor (KLR), killer immu-
noglobulin-like receptor (KIR), and immunoglobulin-like tran-
script (ILT) families that appear to constrain their otherwise 
unopposed expansion. In spite of these inhibitory receptors, 
these cells are competent effector T cells capable of produc-
ing inflammatory cytokines and therefore may contribute to 
inflammation in older adults. Fig. 21.4 provides a comparison 
of these cells with age-associated B cells. End-differentiated T 
cells should be distinguished from exhausted CD8 T cells. T-cell 
exhaustion is seen with chronic stimulation by highly replicat-
ing viruses or tumor cells and is characterized by the expression 

of inhibitory receptors programmed death 1 (PD-1), T-cell im-
munoglobulin and mucin-domain containing-3 (TIM-3), and 
lymphocyte activation gene 3 (LAG3).17 T-cell exhaustion is not 
a general feature per se of T-cell aging.

INFLAMMATION, AGING, AND THE 
AGING HOST ENVIRONMENT
The aging host environment is characterized by the continuous 
presence of inflammatory mediators (Fig. 21.5).18 Low-level sys-
temic inflammation plays an important role in the progression 
of several age-related diseases, including Alzheimer disease, ath-
erosclerosis, and cancer. Moreover, inflammatory markers are 
associated with several conditions that are characteristic of older 
adults. IL-6 serum concentrations have been correlated with loss 
of mobility and advent of disability; increased mortality of older 
individuals has been shown among those who have higher levels 
of tumor necrosis factor-α (TNF-α). Increased IL-6 and cross-re-
active protein (CRP) serum levels predispose to, and are associ-
ated with, frailty. A causative relationship may exist between the 
increased production of IL-6 or TNF-α and the age-associated 
loss in muscle mass, eventually presenting as sarcopenia. More-
over, long-lived individuals, such as centenarians, tend to have 
lower levels of pro-inflammatory cytokines and increased levels 
of anti-inflammatory mediators, such as cortisol and IL-10.

Production of inflammatory cytokines is driven by several 
mechanisms. Failure of the adaptive immune system leads to a 
less effective control of chronic viral infections as well as incom-
plete response to exogenous challenges, resulting in increased and 
prolonged innate immune activation. Defective epithelial barrier 
function, as well as decline in the mucosa-associated lymphore-
ticular tissue, results in increased leakage, increased systemic lev-
els of lipopolysaccharide, and innate immune activation. Failure 
in maintaining T-cell population homeostasis and accumulation 
of effector T cells also favor an inflammatory response.
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FIG. 21.5 Inflammation in Older Adults. The schematic diagram depicts possible mechanisms that account for the increased pro-
duction of inflammatory mediators with age. These mediators contribute to many of the age-associated diseases. IL-6, Interleukin-6; 
PAMPs, pathogen-associated molecular patterns; TNF-α, tumor necrosis factor-α.

The immune system, however, is not the only source of in-
flammatory cytokines. Adipocytes, in part replacing muscle 
cells in older adults, produce inflammatory mediators. Addi-
tionally, cellular senescence is associated with increased pro-
duction of pro-inflammatory cytokines, where persistent DNA 
damage response signaling not only induces an irreversible cell 
cycle block that is characteristic of cellular senescence but also 
initiates a transcriptional program to secrete numerous growth 
factors, proteases, and inflammatory cytokines, termed the 
senescence-associated secretory phenotype (SASP).19

CELLULAR DEFECTS IN IMMUNE AGING
As described so far, immune aging occurs at the system level 
with organizational restructuring. Equally important are chang-
es at the single-cell level, which are partly cell-intrinsic and 
partly caused by the host environment. The increased cytokine 
concentrations in older adults not only activate but also attenu-
ate signaling pathways. Low responsiveness to cytokine stimuli 
is frequently seen in those cells that have increased baseline 
activation of a signaling pathway (e.g., cells that constitutively 
have increased signal transducer and activator of transcription 
3 [STAT3] or STAT1 phosphorylation respond less to IL-6/
granulocyte macrophage–colony-stimulating factor [GM-CSF] 

• Activation of the innate immune system as a result of defective 
epithelial barrier function

• Activation of the innate immune system as a result of defective 
adaptive immunity

• Accumulation of adipocytes producing inflammatory mediators
• Accumulation and activation of effector T-cell populations
• DNA damage-induced transcription of inflammatory cytokine genes in 

senescent cells 

KEY CONCEPTS
Causes for Increased Constitutive Production of 
Inflammatory Mediators With Age (Inflammation 
in Older Adults)

or type I/II interferons). Attenuation of signaling pathways by 
induction of negative feedback loops explains, in part, the re-
duced responsiveness and functionality of innate immune cells.

Although neutrophil and monocyte/macrophage numbers 
remain normal, many of their functions decline with age.20

Decreased chemotaxis in neutrophils delays tissue infiltration; 
reduced phagocytosis and respiratory burst compromise the 
ability to control bacterial infections; and TLR-induced mono-
cyte/macrophage activation is dampened in older adults. De-
clines in responsiveness, for example, to TLR stimulation, are 
partly reversible in vitro, suggesting that they are not intrinsic. 
Adaptive immune cells are also directly affected by the pro-
inflammatory environment in the aging host.

Equally important are cell-intrinsic changes that appear to 
be a consequence of the replicative history and failures in cel-
lular processes, such as DNA repair and autophagy. The pro-
gram most obviously influenced by age is cellular senescence. In 
all hematopoietic cell lineages, including stem cells, telomeric 
lengths decline with age. Telomeric erosion results not only 
from cumulative replicative history and DNA damage but also   
from a decline in the ability to express telomerase and repair 

• Exposure to aging host environment (e.g., inflammatory cytokines) 
activates negative regulatory signaling loops.

• Telomeric erosion impairs proliferative competence and restraints 
clonal expansion.

• End-differentiation reduces functional plasticity.
• Activation of specific gene programs modifies cell function:

• Gene programs associated with differentiation (e.g., microRNA 
[miRNA])

• Loss of CD28 on T cells
• Gain in natural killer (NK) cell–associated regulatory receptors on T 

cells (e.g., killer immunoglobulin-like receptor [(KIR], killer lectin-like 
receptor [KLR], immunoglobulin-like transcript [ILT])

• Senescence-associated gene activation (e.g., inflammatory  mediators). 

KEY CONCEPTS
Cellular Dysfunction With Advanced Age
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telomeric ends. This is of particular importance for T cells 
because much of their response depends on their ability to 
proliferate and clonally expand.

Lymphocytes in older adults are more differentiated than 
those in the young. Although most obvious for CD8 T cells, in-
creasing differentiation can also be noted for B cells and CD4 T 
cells. Differentiation is generally driven by antigen recognition 
but could also occur in the absence of exogenous antigen un-
der the influence of cytokines. Proliferation alone may be suf-
ficient to drive initial steps of differentiation. A classic example 
is the acquisition of memory-like and effector phenotypes with 
lymphopenia-induced homeostatic proliferation. So-called vir-
tual memory cells, which presumably have never seen an ex-
ogenous antigen, have been identified in mouse models. Some 
gene expression changes found in aged naïve T cells may rep-
resent partial differentiation, such as declines in miR-181a and 
changes in the expression of phosphatases and other signaling 
molecules. The downmodulation of miR-181a leads to reduced 
TCR-induced activation in these cells. Moreover, naïve CD8 T 
cells in the elderly display an epigenetic landscape more similar 
to that of memory T cells and a global upregulation of miR-
146a, indicating underlying cellular activation.14

Within the memory T-cell compartment, changes in cell sur-
face molecules that are seen with terminal differentiation, such 
as the gain in CD57 and the loss of CD27 and CD28 expression, 
are the most striking. Of functional importance, predominantly 
for CD8 T cells, is the gain in expression of cell surface receptors 
that are usually only found in NK cells. Most of these recep-
tors have inhibitory function, but some of them also stimulate. 
Since expression of these receptors on individual cells is sto-
chastic, the consequences can range from immunosuppression 
to  autoreactivity.

CLINICAL CONSEQUENCES OF IMMUNE AGING—
IMMUNODEFICIENCY, AUTOIMMUNITY, AND 
ACCELERATED DEGENERATIVE DISEASES
The most profound and most noted consequence of immune 
aging is the increased susceptibility to infections. Upper respi-
ratory tract and urinary tract bacterial infections are frequent 
in the older population. Despite annual vaccination, influenza 
infections continue to be associated with high morbidity and 
mortality in older individuals. Pneumonia caused by RSV, usu-
ally infecting young children, is also common with advancing 
age, as is the loss of immune competence to combat chronic 
infections, as described above. Not surprisingly, the immune 

system of an older adult is not able to induce a protective re-
sponse to new antigens to which the individual has not been 
exposed in the past. Clinically important examples are the CO-
VID-19 pandemic, severe acute respiratory syndrome (SARS) 
epidemic, and West Nile fever virus infection, all of which se-
verely affected the older population. Moreover, first-time vacci-
nations with live viruses (e.g., yellow fever virus) are associated 
with increased morbidity and even mortality in older adults.

Immune aging also predisposes for autoimmune manifesta-
tions and a breakdown in self-tolerance.21 Autoantibodies are 
a common finding in healthy older adults; many of these auto-
antibodies are specific for common autoantigens, such as IgG 
Fc or nuclear components. The risk for several autoimmune 
diseases, most notably polymyalgia rheumatica and giant cell 
arteritis, increases with age. Although polymyalgia rheumatica 
predominantly presents as an activation of innate immunity, gi-
ant cell arteritis is clearly a disease of the adaptive immune sys-
tem with T cell–dependent granulomatous inflammation in the 
vascular wall of midsized and large arteries.

The low-grade inflammation in the aging host has direct 
clinical consequences in promoting frailty and sarcopenia as 
well as accelerating degenerative diseases, such as coronary ar-
tery disease, osteopenia, and Alzheimer disease. Accelerated 
immune aging may be one of the reasons that autoimmune dis-
eases, such as rheumatoid arthritis (RA), are associated with a 
shorter life span and increased risk for cardiovascular morbidi-
ty. Inflammation as a manifestation of accelerated aging has also 
been implicated in the increased morbidity and mortality of pa-
tients with HIV infection in spite of highly active  antiretroviral 
therapy (HAART).22

STRATEGIES AND INTERVENTIONS 
ON THE HORIZON
Vaccinations hold the promise for reducing susceptibility to 
infections in young children and older adults but improving 
vaccine responses has proven to be a challenge. Current strate-
gies for targeting more elusive pediatric pathogens (e.g., RSV) 
include maternal vaccination and the development of infant-
specific vaccine adjuvants utilizing newer understanding of 
the developing infant’s immune system. Further investigations 
into the role of microbiome and immune regulation may open 
novel strategies to influence immune system development to 
reduce immune deficiencies and prevent inappropriate hyper-
activity, such as allergies and asthma. Newly developed high-
dimensional techniques, such as mass cytometry and single-cell 
RNAseq, will provide a more comprehensive and mechanistic 
understanding of immune system development to improve vac-
cine design and subsequent efficacy in infants.

In older adults, a proper T-cell response to infectious or-
ganisms or to vaccines depends on the availability of a T-cell 
repertoire that includes antigen-receptor specificities that re-
spond to vaccination. Repertoire contraction resulting from 
thymic involution or memory inflation appears to be less severe 
than originally thought, and currently explored interventions 
to restore thymic activity may be meaningful only for selected 
populations, such as bone marrow recipients. Deficiency in the 
antigen-presenting system and in costimulatory signals may be 
overcome by identifying new adjuvants. Increasing the vaccine 
dose (by utilizing higher antigen doses for older individuals, 
for example) is another promising approach. Live vaccines or 

Consequences of Immune Aging
• Increased morbidity and mortality from bacterial infections   

(e.g., pneumococci)
• Increased morbidity and mortality from viral infections (e.g., SARS-

CoV-2, influenza, West Nile fever)
• Reactivation of latent virus (e.g., varicella-zoster virus)
• Ineffective primary and booster vaccinations
• Acceleration of degenerative diseases as a result of the production 

of inflammatory mediators (e.g., atherosclerotic disease, Alzheimer 
disease, osteoarthritis)

• Increased incidence of autoimmune disease (e.g., polymyalgia 
rheumatica, giant cell arteritis, rheumatoid arthritis) 

CLINICAL RELEVANCE
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self-replicating constructs that also accomplish higher antigen 
loads may not have a sufficient safety profile in older adults. Di-
rect targeting of signaling defects in older T cells resulting from 
increased expression of cytoplasmic phosphatases or inhibi-
tory cell surface receptors will be feasible, as shown for check-
point inhibitors in oncology; however, such approaches need to 
demonstrate a much better safety profile.

Interventions to influence inflammation in older adults at 
present needs to be nonspecific, given the multitude of underly-
ing mechanisms. Immunomodulatory therapy is obviously stan-
dard practice in patients with autoimmune disease who exhibit 
accelerated aging and increased all-cause mortality; however, 
such therapy is associated with infections even in young adults. 
Calorie restriction to slow immune aging to an extent that it is 
effective is generally not well accepted. Statins and aspirin are 
being routinely used to prevent cardiovascular disease; their 
effect may be mostly anti-inflammatory. Future interventions 
will require the development of mild and low-toxicity medica-
tions to reduce low-grade inflammation while not impairing 
the ability to prevent immune activation in response to harmful 
antigens. One interesting concept is to deplete senescent cells 
that may entertain the low-grade inflammation in the elderly 
through the (SASP) mechanism. Several such senolytic drugs 
have entered clinical trials. An alternative approach is to restore 
the ability of the immune system to clear senescent cells.
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• Improved vaccination strategies specifically tailored to the infant or 
aged immune system (novel adjuvants, novel vaccine delivery sys-
tems)

• New vaccines for pregnant females to confer passive immunity
• Manipulation of the microbiome composition to influence immune 

system development
• Thymic rejuvenation (e.g. with KGF, IL-7 and other mediators)
• Prevention of chronic infection that accelerate immune aging (e.g.

immunization for CMV)
• Pharmacological approaches to improve T- and B-cell activation, clonal 

expansion and differentiation
• Treatment of inflamm-aging 

ON THE HORIZON
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Humans and other species of mammals are hosts to an array 
of microbial communities collectively referred to as the micro-
biota. The microbiota comprises prokaryotes (bacteria and ar-
chaea), viruses (bacteriophages as well as eukaryotic viruses), 
and eukarya or the meiofauna (mainly fungi and protozoa). As 
revealed by the Human Microbiome Project, specialized sub-
communities colonize barrier surfaces of the digestive, respi-
ratory, and urogenital tracts and skin. Our immune system is 
viewed as having evolved to ensure peaceful coexistence with 
these microorganisms that aid in immune homeostasis, patho-
gen resistance, and digestion in exchange for a nutrient-rich 
habitat. There is a perpetual crosstalk between the microbiota 
and the immune system throughout an individual’s life. Spe-
cific modulation of this microbiota, particularly in infancy, has 
important long-term health consequences. Addition of specific 
symbionts to the microbiota can provide tangible health ben-
efits. Reconstitution of a dysbiotic microbiota continues to be 
utilized or explored as therapy for inflammatory diseases.

OVERVIEW OF OUR NONMAMMALIAN “SELF”
Exposure to the microbiota and its products occurs via a grad-
ual, ordered process. It begins in utero and accelerates during 
and after birth. The overall composition of an individual’s mi-
crobiota is impacted by such phenomena as the method of birth 
delivery, diet, treatment with antibiotics, and environmental ex-
posures. All of these modifying factors can have lasting effects 
on immune health.

Prokaryotes
The bacterial component of our microbiota is the most widely 
studied by far. This has been made possible, in part, by a fairly 
recent explosion of genomic and bioinformatics capabilities that 
has enabled taxonomic identification, and even enumeration, of 
the members of microbial communities without the need for 
bacterial culture. Two phyla—Bacteroidetes and Firmicutes—
account for almost 90% of intestinal bacteria. The remainder 
comprises organisms belonging to the phyla Proteobacteria (the 
third largest), Cyanobacteria, Proteobacteria, Actinobacteria, 
Fusobacteria, and Verrucomicrobia.1 It is estimated that the 
average human being plays host to approximately 100 trillion 
bacteria. Most of these cells inhabit the lumen of the gastroin-
testinal (GI) tract. The density of bacteria increases from ≈102 
to 103 bacterial cells per mL in the stomach to 1012 cells/mL in 
the distal large intestine (Fig. 22.1). The sheer number of bac-
teria sets the stage for a very complex relationship between the 
mammalian immune system and the microscopic inhabitants of 
the various barrier surfaces.

Viruses
The viruses that inhabit mammalian hosts can be subdivided 
into bacteriophages, which infect prokaryotic cells; eukaryotic 
viruses, which infect host and other eukaryotic cells; and virus-
derived genetic elements, which can incorporate into host chro-
mosomes and result in the generation of infectious virus at a 
later date. It has been difficult to quantify the exact size of the 
virome. In the case of bacteriophages, it is generally accepted 
that they can exist in 10-fold greater numbers than prokary-
otes. Bacteriophages can have profound effects on the structure 
and functions of intestinal prokaryotic communities via viral 
gene transfer of virulence factors and antibiotic-resistant genes 
between prokaryotic organisms or through predator–prey re-
lationships. Indeed, the infectivity of some enteric viruses re-
quires the microbiota.2 Eukaryotic viruses include a vast array 
of viruses that permanently infect the host and can exist for 
decades in asymptomatic individuals. These viruses can persist 
locally or systemically. They can directly impact tissue-specific 
immunity, including in the GI tract.

Fungi
Collectively referred to as the mycobiota, fungal communities 
represent a considerably smaller proportion of the total mi-
crobes in the human body. Commensal fungi can be detected 
in the mouth, lungs, intestines, vagina, and skin (Fig. 22.2). 
Advances in our knowledge and understanding of the size and 
functions of the mycobiota have been hampered by relatively 
limited genomics and bioinformatics capabilities when com-
pared with the study of bacteria or viruses. However, studies 
utilizing broad-spectrum antifungal agents have begun to high-
light the possible roles played by fungi in protecting against 
disease processes, such as inflammatory bowel disease (IBD) 
(Chapter 75).

The microbes that inhabit the human body are often ac-
ceptably referred to as the commensal microbiota, which in 
the strictest sense refers to organisms that derive benefit from 
their host without negatively or positively affecting the host. 
Although this is true of some members of the microbiota, our 
relationship with other microbes is one of mutualism, whereby 
each organism performs unique and necessary functions that 
benefit the other. For example, certain bacteria find a home 
in the anaerobic environment of the cecum and proximal co-
lon, where they receive a rich source of nutrients in the form 
of insoluble carbohydrates, which our own digestive enzymes 
are unable to process. By the process of anaerobic fermentation, 
these carbohydrates are broken down to generate short-chain 
fatty acids including butyrate, which is utilized preferentially by 
colonocytes and also impacts host immunity and metabolism.
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Obviously, parasitic or harmful microbes are not considered 
part of the commensal microbiota, although organisms that fit 
this definition can often coexist with the microbiota without 
driving overt disease under homeostatic conditions. The term 
pathobiont was previously coined to refer to any microbe that 
peacefully colonizes its host but can evoke severe inflamma-
tory responses under specific genetic and/or environmental 
conditions.

THE IMMUNE SYSTEM FACILITATES MICROBIAL 
COLONIZATION
The developing fetus may be exposed in utero to a micro-
biota or microbial products acquired via the placenta and/
or maternal circulation.3 The acquisition of microbial com-
munities continues with the passage of the fetus through 
the birth canal and culminates in the first 2 to 5 years of life 
in humans. Despite the vast array of microbes that take up 
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FIG. 22.1 Spatial Organization of Microbial Communities 
and Physiological Gradients Along the Mammalian Gastro-
intestinal (GI) Tract. The numbers and types of bacterial com-
munities, as well as physiological factors, vary along the length 
of the GI tract. It is well-appreciated that the oxygen levels, bile 
acid concentrations, intestinal motility, antimicrobial peptides 
(AMPs), and luminal pH in the proximal portion of the GI tract 
(stomach, duodenum, jejunum) play major roles in restricting 
the numbers and types of microorganisms. In general, aerobic 
and facultative anaerobic bacteria are found almost exclusively 
in the proximal portion of the GI tract. The hypoxic nature and 
more physiological pH of the distal small intestine (ileum) and 
colon, coupled with overall reductions of bile acids, AMPs, and 
gut motility, allows for unfettered growth of large numbers of 
obligate anaerobic bacteria. These oxygen-sensitive microbes 
are capable of producing large quantities of short-chain fatty 
acids (SCFAs; acetate, propionate, butyrate) from complex car-
bohydrates (fiber) to be used for important colonic and immuno-
logical processes. (From Reinoso Webb C, Koboziev I, Furr KL, 
Grisham MB. Protective and pro-inflammatory roles of intestinal 
bacteria. Pathophysiology. 2016;23:67–80, Fig. 2.)
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FIG. 22.2 The Human Mycobiota. Complex populations of 
fungi have been found associated with the skin and all muco-
sal surfaces of the healthy human body. The pie charts indicate 
the relative proportions of fungal genera that are reported to 
be associated with the respective sites in representative fungal 
deep-sequencing studies. The fungal populations that are found 
on mucosal surfaces tend to be more diverse than those on the 
skin. The healthy lung probably reflects mostly environmental 
fungi, which are not included in the key. Others refers to se-
quences that represent <1% of the total recovered sequences 
at each site. Uncultured refers to sequences identified in the 
National Center for Biotechnology Information (NCBI) GenBank 
database as fungal, but of uncharacterized, origin. Data for pie 
charts were derived from studies of the fungal genera that are 
present in the oral cavity, lungs, colon, vagina, and skin. (From 
Underhill DM, Iliev ID. The mycobiota: interactions between 
commensal fungi and the host immune system. Nat Rev Immunol. 
2014;14:405–416, Fig. 1.)

residence in the host, colonization is usually an ordered pro-
cess that—in most cases—is well tolerated. This is because 
of a robust antimicrobial defense system that is initiated 
prenatally and fortified  postnatally, simultaneous with rapid 
microbial colonization.
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inducer (LTi) cells.4 As their name implies, LTi cells are essen-
tial for the development of all secondary lymphoid structures 
throughout the body. These structures will eventually become 
the sites for initiation of immune responses to the commensal 
microbiota, pathogenic invaders, and self-antigens. In the de-
veloping fetus, LTi cells promote the development of mesenteric 
lymph node (MLN) and of the Peyer patches (PPs) (Chapters 2
and 24) in the distal ileum (Fig. 22.3). They also recruit B and 
T lymphocytes to these tissues and facilitate their organiza-
tion into distinct B-cell follicles and T-cell zones, respectively. 
Throughout life, the MLN provides a so-called mucosal firewall 
that prevents systemic dissemination of gut bacteria.

Other local mechanisms are also initiated to limit host 
collateral damage to the neonatal intestine by early micro-
bial  encroachment. For example, Toll-like receptor 4 (TLR4) 
(Chapter 3), the receptor for lipopolysaccharide (LPS) that is 
derived from gram-negative bacteria, is highly expressed by 
intestinal epithelial cells (IECs) prior to birth, but its expres-
sion and signaling are rapidly downregulated following onset 
of colonization. In addition, a diverse array of lymphocytes   

• Microbiota: A collective term for all the microscopic organisms that 
reside on or in the human body.

• Microbiome: The combined genomes of all the organisms that 
constitute the microbiota.

• Mycobiota: That subset of the microbiota that includes fungi alone.
• Virome: The collection of all viruses, including viruses integrated into 

the human genome, found in or on humans.
• Dysbiosis: A condition in which there is disequilibrium of the micro-

bial communities that constitute the microbiota at a given body site.
• Germ-free: Experimental animals birthed and raised in a sterile 

environment, devoid of microbes.
• Gnotobiotic (“known life”): Describes animals in which the full 

complement of colonizing microbes is known. 
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FIG. 22.3 The Gut-Associated Lymphoid Tissue (GALT) Establishes Perinatal Host–Microbiota Mutualism in the Intestine. (A) 
Prenatally, secondary lymphoid tissues (Peyer patches and mesenteric lymph nodes) and cryptopatches develop by the spatiotemporal 
recruitment of lymphoid tissue inducer (LTi) cells to sites of the developing intestine and supporting neurovascular structures. This, in 
turn, stimulates the recruitment of dendritic cells (DCs), T cells, and B cells in preparation for the immune response to the microbiota. 
Intraepithelial lymphocytes (IELs) seed the epithelium before birth. (B) Postnatally, bacteria colonize the neonatal intestine immedi-
ately, initiating multiple events that affect the development or functional maturation of the mucosa and GALTs. Shown from left to 
right: Microbe-associated molecular patterns (MAMPs) sensed by pattern-recognition receptors on intestinal epithelial cells and DCs 
adjacent to cryptopatches stimulate the further recruitment of B cells and T cells, causing the cryptopatches to develop into mature 
isolated lymphoid follicles. The isolated lymphoid follicles release immunoglobulin A (IgA)–producing plasma cells, which are formed 
through T-cell–dependent and –independent interactions, into the lamina propria. Microbes also cross the epithelium and enter the 
Peyer patch through M cells, from which they are endocytosed by the DCs in the subepithelial dome. Antigen-loaded DCs in the Peyer 
patch interact with local lymphocytes to induce T-cell differentiation and T-cell–dependent B-cell maturation in the germinal center (GC) 
to induce the development of IgA-producing plasma cells that home to the lamina propria, where they release dimeric IgA for trans-
port into the intestinal lumen. DC-mediated luminal sampling of microbial products or transcytosis of bacteria across the epithelium 
results in antigen loading of the lamina propria DCs, which then migrate through the afferent lymphatics vessels (not shown) to a 
draining mesenteric lymph node to induce differentiation of effector T cells that traffic to the lamina propria. Shown on the far right: 
Sensing of MAMPs stimulates the proliferation of intestinal epithelial cells in crypts, resulting in their increased depth and, in the small 
intestine, increased density of Paneth cells. This sensing also arms the intestinal epithelial cells for release of antimicrobial peptides. 
(From Maynard CL, Elson CO, Hatton RD, Weaver CT. Reciprocal interactions of the intestinal  microbiota and immune system. Nature. 
2012;489:231–241, Fig. 1.)

Prenatal Development of the Immune System
In the fetal liver, some common lymphoid progenitor cells—
ancestral to all lymphocytes—develop into a specialized subset 
of innate lymphoid cells (ILCs) referred to as lymphoid tissue 
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microbiota varies initially with the mode of delivery—vaginal 
versus cesarean section. The mother’s “mucosal memory” also 
gets transmitted to her offspring. During transvaginal delivery, 
this mucosal memory is seeded with the mother’s native micro-
biota. Mothers produce antibodies to bacteria-derived antigens. 
These bacteria-responsive antibodies enter the maternal circu-
lation and ultimately get passed to the offspring in breast milk.

Immunoglobulin A (IgA) is the major antibody isotype 
(Chapter 8) generated by mammary glands. IgA inhibits bac-
terial translocation across the neonatal intestinal epithelium, 
thereby limiting collateral damage by an encroaching micro-
biota and providing passive immunity to pathogenic infection.7

The offspring also acquires antibodies of the IgG isotype both 
in utero and via the breast milk. These antibodies serve to limit 
enteric infection in the newborn8 and dampen neonatal muco-
sal T-cell and germinal center (GC) B-cell responses to com-
mensal antigens.9

Maternally acquired anti-commensal antibodies can trans-
fer bound microbial molecules to the offspring during gesta-
tion and via the breast milk. This transfer of microbial products 
contributes to the earliest education of the immune system and 
limits deleterious postnatal inflammatory responses.3 Breast 
milk is also a rich source of immunosuppressive transforming 
growth factor-β (TGF-β) and interleukin-10 (IL-10) (Chapter 
14), which also help promote tolerogenic responses to the mi-
crobiota. Recent studies suggest that microbes are also passed to 
the newborn via the breast milk.

MICROBIOTA-DEPENDENT MATURATION OF THE 
INTESTINAL IMMUNE SYSTEM
Microbial colonization prompts a rapid organization of im-
mune structures that are quickly seeded with immune cells. 
This process helps avoid overexuberant responses to the mi-
crobiota and sets the stage for continued tolerance of com-
mensals and for defense against pathogens in the future. The 
intestinal epithelium limits direct encounter between lumi-
nal microbes and the immune cells in the underlying lamina 
propria by forming a physical barrier and by the produc-
tion and/or transport of immune and antimicrobial factors   
(Fig. 22.4).

Gut-Associated Lymphoid Tissues
Although MLN and Peyer patches begin to develop before 
birth, complete maturation does not occur until after birth. 
Germ-free or “germ-reduced” mice display reduced size and 
cellularity and altered numbers and distribution of immune 
cells both in the gut and gut-associated lymphoid tissues 
(GALTs). Thus, maturation of the mucosal immune system 
is contingent on the acquisition of microbiota. A third type 
of secondary lymphoid tissue—isolated lymphoid follicles 
(ILFs), which are also induced by LTi cells—is also completely 
dependent on colonization with the microbiota and thus de-
velops postnatally.

LTi cells cluster at the base of the crypts in structures referred 
to as cryptopatches. Stimulation of cryptopatches by peptidogly-
can derived from gram-negative bacteria induces recruitment 
of B cells, thereby forming ILFs. The importance of ILFs in the 
direct control of bacterial growth is demonstrated by the fact 
that mice devoid of mature ILFs display an overrepresentation 
of gram-negative bacteria.10

collectively referred to as intraepithelial lymphocytes (IELs) can 
be found intercalated between the IECs. IELs display multiple 
features of activated cells and participate in the maintenance of 
epithelial barrier integrity by limiting bacterial translocation 
and  promoting epithelial repair following injury.5

Reproductive Tract Microbiota and the Immune System 
in Perpetuation of the Species
As viviparous organisms, the microbiota of the human genital 
tract appears to be a critical component of a healthy reproduc-
tive system. Dysbiosis in the genital tract is implicated in suscep-
tibility to infection, infertility, and recurrent miscarriage as well 
as premature delivery and placental malfunction.6 The human 
vagina harbors a stable community of microorganisms which, 
similar to the microbiota at other sites, figures  prominently 
in the maintenance of immune homeostasis and resistance to 
pathogen colonization.

The vaginal microbiota exists in a state of dynamic equilib-
rium with minor fluctuations induced by such factors as hor-
mones associated with the menstrual cycle, sexual behavior, 
and personal hygiene. This community is composed primarily 
of several species of the genus Lactobacillus. In non-pregnant 
women of reproductive age, the vaginal microbiota is relatively 
dynamic in comparison to the more stable composition present 
during pregnancy. The dominance of a few species is believed 
to be central to the relative stability and colonization resistance 
of the vaginal microbiota, especially during development of the 
fetus in the adjacent uterus. Though still dominated by Lactoba-
cillus, the dominant species detectable appears to vary with ges-
tational age, history of pregnancy, and ethnicity. For example, 
L. crispatus, L. iners, and L. acidophilus were the most domi-
nant in Caucasian, African American, and Hispanic cohorts, 
respectively. Historically, the uterus, and the placenta have been 
considered sterile. However, due primarily to the emergence of 
culture-independent methods for microbiota detection, it has 
been suggested that there exist low biomass microbial commu-
nities in both the endometrium and placenta, but this concept 
remains somewhat controversial. Nevertheless, dysbiosis of the 
vaginal reproductive tract microbiota is believed to contribute 
to reproductive difficulties and pregnancy complications that 
adversely affect the health of the mother, offspring, or both.

Lactobacillus spp. in the upper genital tract are believed to 
protect this region from infection via the production of lactic 
acid, maintaining a low pH of less than 4.5, which is prohibi-
tive to the growth of pathogens. The concept of an essential 
role for Lactobacillus reproductive health is supported by an in-
crease in the relative abundance of such species during puberty 
in response to the hormone estradiol. In general, a beneficial 
vaginal microbiota promotes robust expression of defensins and 
specific vaginal antimicrobial peptides (AMPs). In contrast, in-
creased expression of vaginal AMPs such as the secretory leu-
kocyte protease inhibitor and human epididymis protein 4 have 
been associated with a less beneficial vaginal microbiota. This 
microbiota must also facilitate the induction of an immune mi-
lieu characterized by reduced proinflammatory cytokines and 
sustained immune regulatory pathways.

Passive Acquisition of Antimicrobial Immunity
The microbiota of the neonate is acquired from his or her 
mother, who has already established a tolerogenic relationship 
with the same microbiota. The composition of the transmitted 
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Innate Lymphoid Cells
ILCs represent an early line of defense at mucosal surfaces. ILCs 
are classified as LTi or “LTi-like” (described above) cells or as 
“helper-like” cells. The progenitor of helper-like ILCs is distinct 
from that of LTi cells or natural killer (NK) cells. “Helper-like” 
ILCs are classified into three main subcategories based on their 
expression of particular sets of surface receptors, transcription 
factors, and secreted proteins. Unlike their adaptive, thymus-
derived counterparts, ILCs do not express antigen receptors and 
are therefore activated by cytokine signals. This enables ILCs to 
launch an initial rapid response to microbial challenge and fa-
cilitate the development of an adaptive lymphocyte-mediated 
immune response.

ILC1s, such as T-helper type 1 (Th1) cells, express the tran-
scription factor Tbet and secrete interferon-γ (IFN-γ) and tu-
mor necrosis factor-α (TNF-α) in response to intracellular bac-
teria. Similar to Th2 cells, ILC2s express GATA3 and secrete 
IL-13 and IL-5. ILC3s are arguably the most complex subset 
of ILCs and can be subdivided into “LTi-like” ILC3s, which 
populate the intestinal lymphoid follicles, and the more plastic 
NKp46+ ILC3s, which are distributed throughout the intestinal 
lamina propria. Both subsets express retinoic acid–related or-
phan receptor (ROR)γt and produce IL-22 and IL-17, although 
NKp46+ ILC3s can also express Tbet and secrete IFN-γ.11

The impact of the microbiota on ILC3 accumulation appears 
to commence in utero, as transient colonization of pregnant 

germ-free mice with nonpathogenic Escherichia coli increases 
accumulation of NKp46+ ILC3s and F4/80+CD11c+ mononu-
clear cells in newborn pups.3 In the normal intestine, ILC3s are 
the dominant source of IL-22.11 The microbiota, acting on innate 
cells, including macrophages and dendritic cells (DCs), induces 
expression of IL-23, which, in turn, stimulates the production 
of IL-22 and/or IL-17 by ILC3. IL-22 can induce the secretion 
of antimicrobial peptides, such as RegIIIγ, by intestinal epithe-
lial cells to limit bacterial invasion and within GALT to prevent 
systemic dissemination of resident microbes. Throughout life, 
ILC3 expressing major histocompatibility complex (MHC) class 
II molecules (Chapter 5) on their cell surface help regulate the 
pool size and function of commensal-specific CD4 T cells to 
prevent spontaneous inflammation.12

Invariant Natural Killer T Cells
A unique subset of thymus-derived cells, invariant NK T (iNKT) 
cells (Chapter 12) express an invariant T-cell receptor (TCR) 
(Chapter 4) that recognizes lipid antigens presented by the non-
classic MHC class I molecule CD1d (Chapter 5). iNKT cells are 
essential for the ulcerative colitis–like phenotype that develops 
in experimental mice treated with the chemical  compound 
oxazolone.

The role of the microbiota in iNKT cell expansion and 
function provides an example of how early postnatal coloniza-
tion can impact immune maturation and long-term function. 
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Germ-free mice harbor increased numbers of iNKT cells in 
both the colon and the lung and correspondingly demonstrate 
increased severity of experimental colitis and asthma. The dis-
ease phenotype can be reduced to that of conventionally raised 
mice if germ-free mice are colonized with commensals in the 
neonatal period, but not during adulthood.13

Regulatory T Cells
Regulatory T cells (Tregs) (Chapter 13) are crucial to the estab-
lishment and maintenance of immune homeostasis. Mice or hu-
mans with absent or defective expression of the signature Treg 
transcription factor Foxp3 (FOXP3 in humans) succumb to 
spontaneous multiorgan autoimmune disease very early in life. 
Commencing in the first few days of life, thymic FOXP3+ Tregs 
seed every lymphoid and nonlymphoid tissue. Most Tregs in 
the intestine express Foxp3, and most of these coexpress IL-10, 
TGF-β, and IL-35. However, other FOXP3− subsets also exist, 
including IL-10-producing Tr1 cells and human lamina propria 
CD4CD8αα T cells.14

Commensal-specific Foxp3-expressing Tregs in the intesti-
nal lamina propria are viewed as a mixture of thymic-derived 
Tregs (tTregs) and peripherally induced Tregs (pTregs).15 The 
inability to generate pTreg cells results in spontaneously intesti-
nal pathology late in life due to their essential role in tolerizing 
the host to colonization by epithelial “border-dwelling” organ-
isms.16 Colonization of germ-free mice with a benign cocktail 
of eight commensal microbes, collectively referred to as altered 
Schaedler flora, is sufficient to induce expansion and accumula-
tion of Foxp3+ cells in the large intestine, approaching the levels 
seen in conventionally raised mice. However, a case has been 
made for the ability of specific bacteria and/or bacterial com-
ponents to uniquely promote Treg induction. For example, a 
cocktail of 46 mouse Clostridium strains potently induced ex-
pansion of colonic Foxp3+ cells.17 This cocktail, which has since 
been reduced to 17 strains derived from a single human donor, 
recapitulates the phenotype in germ-free mice.

Several factors produced or induced by gut microbes have 
been shown to be essential for microbiota-dependent Treg ac-
cumulation, particularly in the colonic lamina propria. The 
capsular polysaccharide A (PSA) moiety of Bacteroides fragilis, 
which mediates the interaction between the bacterium and the 
colonic mucosa, can also act via the TLR–MyD88 pathway to 
promote expansion of IL-10–producing colonic Tregs.18 Clos-
tridial strains stimulate production of TGF-β by intestinal im-
mune cells and are very effective at limiting pathogen coloni-
zation of the GI tract.19 This, in turn, enhances Foxp3+ Treg 
induction. Clostridia are also very adept at anaerobic fermenta-
tion of indigestible fiber. Their production of butyrate may also 
enhance accumulation of Foxp3+ Tregs in the colonic lamina 
propria.20

CD4 T-Helper Cells
In the intestines of both mice and humans, both IFN-γ–pro-
ducing Th1 and T-helper “IL-17–producing” (Th17) cells are 
present (Chapter 11). These populations, which are reactive to 
microbial antigens, are largely held in check by the intestinal 
immunoregulatory system. In some cases, expression of the Th 
cell signature (transcription factors and cytokines) of distinct 
lineages can overlap with each other or with the Treg transcrip-
tion factor Foxp3, denoting either a common progenitor or the 
dynamic lineage transitions that can ensue in response to com-
peting immune signals. In the absence of regulatory pathways, 

for example, in IL-10 deficiency, the numbers and frequencies 
increase gradually, coincident with the onset of chronic inflam-
mation. The same is true during GI infection (see below), where 
the ability of invasive bacteria or viruses to enter a cell, or the 
physical interaction of the bacteria with the intestinal epithe-
lium, culminates in induction and expansion of Th1 and Th17 
cells, respectively, in the intestinal lamina propria.

Mucosal Antibody-Secreting Cells (ASC)
With increasing colonization comes an increased likelihood of 
epithelial breach, particularly by bacteria capable of penetrat-
ing the inner mucus layer and gain access to the intestinal epi-
thelium. By intercalating dendrites between epithelial cells and 
into the lumen, DCs in the intestinal lamina propria are able 
to sample the luminal bacteria. Antigen-loaded DCs migrate to 
the mesenteric lymph nodes, where they interact with B and T 
cells to induce production of anti-commensal IgA. These IgA-
producing plasma cells migrate to the intestinal lamina propria, 
where they secrete IgA dimers that migrate across the epithe-
lium and into the lumen. These predominantly polyreactive IgA 
antibodies bind conserved moieties on the surface of diverse 
bacterial species, helping to sequester these organisms away 
from the epithelial layer. Commensal organisms, most nota-
bly Bacteroides fragilis, can harnesses this anti-commensal IgA 
to facilitate their own colonization of the GI tract. One study 
showed that the IgA-bound fraction of commensal bacteria 
supports the development of more severe disease in an animal 
model of ulcerative colitis.

In germ-free mice, the absence of the microbiota and re-
sultant absence of IgA production is seemingly replaced by 
IgE class switching (Chapter 4) in mucosal lymphoid tissues 
with a corresponding increase in susceptibility to oral antigen-
induced systemic anaphylaxis.21 Therefore, the microbiota itself 
helps limit hyperreactivity to allergens and parasite challenge 
throughout an individual’s life.

IMMUNE CONSEQUENCES OF EARLY MICROBIAL 
MANIPULATION
Because the microbiota is so essential to the early postnatal mat-
uration of the immune system, the consequences of manipula-
tion or insufficiency of the microbiota can impact host immu-
nity throughout life. Microbial disruption, particularly during 
the neonatal–infancy period, is being associated with increased 
risk of autoimmunity and chronic inflammation later in life.

The increasing incidence of autoimmune disease in industri-
alized countries has been linked to use of antibiotics,22 improved 
sanitation, and consumption of processed foods rich in fat and 
carbohydrates but negligibly low in fiber.23 These practices limit 
microbiota diversity and deplete the bacteria that “educate” the 
developing immune system, leaving it prone to overreaction to 
subsequent challenges.

There is a growing body of experimental findings in support 
of this concept. For example, vancomycin treatment in young 
mice increases their susceptibility to asthma as well as food al-
lergy, in large part as a result of depletion of clostridial strains 
known to promote colonic Treg induction and expansion. Anti-
biotic treatment in early life can limit the success of subsequent-
ly administered vaccines. Early life treatment with low-dose 
antibiotics can also result in increased susceptibility to obesity 
and corresponding alterations in immune gene expression in 
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the ileum. Individuals who had limited sanitary amenities dur-
ing childhood or were raised around livestock are at reduced 
risk of developing IBD (Chapter 75) during adulthood. This lat-
ter phenomenon is commonly attributed to the acquisition of a 
diverse microbiota in these microbially enriched environments. 
However, such living conditions also pose an increased risk of 
parasitic helminth infection. This concept is supported by ex-
perimental data showing that treatment with Trichuris muris
prevents development of experimental colitis in mice deficient 
for the IBD-related gene Nod2.

IMMUNE SYSTEM—MICROBIOTA CROSSTALK 
IN INTESTINAL INFLAMMATION
The immune system and the microbiota are in constant dialogue 
at steady state. Throughout an individual’s life, the microbiota 
undergoes transient shifts in response to external influences. 
These include infections, medications (e.g., antibiotics), and di-
etary changes. The timing, magnitude, and targets of these per-
turbations can result in immune responses aimed at resetting this 
balance or limiting host collateral damage. Furthermore, feces 
of patients with certain extraintestinal chronic inflammatory 
diseases also display reduced microbial abundance and diversity 
relative to their healthy counterparts. This may reflect the role of 
the intestinal microbiota in the etiology of diseases, the impact of 
tissue-specific inflammation on the microbiota, or both.

Gastrointestinal Infection
The microbiota helps provide resistance to pathogenic invasion 
at mucosal sites. This can occur either indirectly by enhancing 
barrier defenses or directly by competing with harmful mi-
crobes. Nevertheless, several organisms still manage to breach 
these defenses. Such pathogen invasion induces production of 
proinflammatory cytokines by innate cells that can appropriately 
expand the magnitude of the immune response by signaling the 
differentiation of Th cells. The soluble products of these cells re-
cruit other immune cells and collectively aid in pathogen eradi-
cation and sometimes in repairing any physical damage to the 
intestinal barrier. Unimpeded inflammatory responses can be 
destructive to host tissue, and thus, immunosuppressive mecha-
nisms are induced that help to restore immune homeostasis.

In a healthy host, GI infections are largely self-limiting. 
However, the temporary disruption of microbial homeostasis 
(dysbiosis) can have lasting effects on host health. In the cases of 
Salmonella enterica serovar typhimurium (S. typhimurium) and 
E. coli infection in mice, the associated inflammation can drive 
production of substances that favor pathogen growth or enable 
the pathogen to outcompete resident microbes. The inflamma-
tory response to the enteric pathogen Citrobacter rodentium
promotes a restructuring of the microbiota that can predispose 
to chronic inflammation. Similarly, Yersinia pseudotuberculosis
infection results in chronic inflammation and long-term defec-
tive lymphatic communication between the gut and mesenteric 
lymph nodes. These changes are supported by the dysbiotic 
microbiota.24

Infection of mice with the protozoan parasite Toxoplasma 
gondii (T. gondii) induces production of IL-12, which, in turn, 
promotes the differentiation of IFN-γ–secreting Th1 cells. IFN-γ
is essential for pathogen control and promotes dysbiosis via tar-
geted destruction of Paneth cells. The production of IL-10 by a 
subset of the Th1 cells helps overcome the inflammation,  whereas 

IL-10–deficient mice succumb to the infection. However, even 
when the infection is controlled, the brief disruption in Treg ho-
meostasis enables systemic dissemination of commensal bacte-
ria and a temporary disruption in tolerance to the microbiota.25

Certain microbes also induce specific immune responses 
simply by their physical interaction with host cells. The ability 
of certain bacteria to bind directly to the intestinal epithelium 
is central to their ability to provoke a Th17 cell response that 
culminates in the accumulation of these cells in the underly-
ing lamina propria. In mice, this is vividly displayed follow-
ing infection with bacterial species, including the Clostridium
spp., Candidatus arthromitus (segmented filamentous bacteria 
[SFB]), Citrobacter rodentium, and enterohemorrhagic E. coli
(EHEC) O157:H7, which can breach the mucous barrier and 
adhere directly to intestinal epithelial cells. In the case of C. ro-
dentium and EHEC, this results in a temporary effacing of the 
epithelial cell layer, local inflammation, diarrhea, and weight 
loss and in robust induction of Th17 cells. The same phenom-
enon can be reproduced if germ-free mice are colonized with 
E. coli–adherent bacteria derived from patients with ulcerative 
colitis.26 Production of IL-17 as a result of the presence of SFB 
in the terminal ileum provides colonization resistance to C. ro-
dentium. Induction of this immune pathway is stimulated by a 
microbial breach and helps restore epithelial integrity and limit 
further invasion. This provides an explanation for the therapeu-
tic blockade of IL-17 being ineffective in the treatment of IBD—
and even exacerbating the disease—even though it was success-
ful in reversing symptoms of psoriasis (Chapter 64).27

Inflammatory Bowel Disease
IBD is a collective term that refers to a group of chronic 
relapsing–remitting inflammatory disorders that can occur any-
where along the GI tract. The two main forms of IBD, Crohn 
disease and ulcerative colitis, have similar clinical presentations 
but can differ in terms of histopathological features, affected 
sites, and risk of malignancy. Although disease onset can be im-
pacted by a vast array of genetic, environmental, and immune 
factors, IBD is characterized by dysregulated immune responses 
to microbial antigens.

Although no single causative microbe or microbial cluster 
has been identified, there is strong correlative evidence in sup-
port of a dominant role for the microbiota in disease develop-
ment and function. First, antibiotic therapy continues to be very 
effective in patients with inflammation in the lower bowel.28

Second, in treatment-naïve patients with IBD, there is increased 
abundance of mucosa-associated pathobionts, including En-
terobacteriaceae, Pasteurellaceae, Veillonellaceae, and Fuso-
bacteriaceae. Conversely, a decrease in “beneficial” microbes, 
including Erysipelotrichales, Bacteroidales, and Clostridiales, 
has been observed. Reduced abundance of Faecalibacterium 
prausnitzii, a member of Clostridium cluster IV that induces an 
anti-inflammatory phenotype in immune cells, has also been 
associated with IBD and risk of relapse. Whether dysbiosis is 
a cause or consequence of disease is debatable. Dysbiosis can 
occur in disease-free relatives of patients with IBD,29 which is 
consistent with a genetic influence on microbiota composition. 
However, several inflammatory mediators very effectively pro-
mote dysbiosis in experimental systems, supporting the notion 
that inflammation precedes microbial disruption.

Genome-wide association studies (GWAS; Chapter 18) have 
identified over 160 genetic loci that segregate with clinical dis-
ease. Several genes encode immune-related proteins involved 
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in detecting and/or responding directly to microbial products, 
inducing or amplifying the immune response to microbial chal-
lenge, or restoring and/or maintaining immune homeostasis 
with intestinal microbes.30

The first gene to be causally linked to IBD is NOD2, which 
encodes the nucleotide-binding oligomerization domain–
containing protein 2, a microbial sensor that enables the  immune 
system to recognize and respond to intracellular fragments of 
bacterial peptidoglycan.31 Loss-of-function (LOF) mutations in 
NOD2 (i.e., defective microbial recognition) predisposes to in-
testinal inflammation—but only in response to infection or inju-
ry. This is consistent with the “multiple hit” model of IBD patho-
genesis. NOD2 deficiency is associated with reduced numbers of 
intestinal goblet cells and, therefore, reduced mucus production, 
hyperactive IELs in the small intestine, and increased expansion 
of the commensal Bacteroides vulgatus.32 All of these abnormali-
ties can be prevented in mice infected with the helminth Trichu-
ris muris. However, helminth infection as a therapy for human 
IBD has been largely unsuccessful.

Another immune-related IBD risk allele identified by GWAS 
is IL10, which encodes the immunosuppressive cytokine IL-10. 
In addition, rare LOF mutations in IL-10RA or IL-10RB, which 
encode the IL-10 receptor α and β chains, respectively, are found 
in a subset of patients with very-early-onset IBD. Mice with 
global or even CD4- or Foxp3-specific deletion of IL-10 develop 
spontaneous colitis, which is dependent on the presence of the 
microbiota. The importance of the microbiota is highlighted by 
the varying kinetics and severity (ranging from complete pro-
tection to severe inflammation) of disease in different animal 
colonies or even in the same colony at different points in time. 
Disease is more consistent and severe and can even progress to 
colorectal cancer in mice colonized with Helicobacter spp. Thus, 
IL-10, which can be produced by multiple hematopoietic and 
nonhematopoietic cells, is critical for maintaining tolerance to 
the microbiota, particularly in the presence of species that can 
progressively disrupt the homeostasis of the microbiota.

Experimental studies have suggested a role for the nonpro-
karyotic inhabitants of the intestines in maintaining the status 
quo, thus limiting susceptibility to IBD. Fungi interact with the 
immune system via the receptor dectin-1. A single polymor-
phism in CLEC7A, which encodes dectin-1, has been linked to 
a severe form of ulcerative colitis. Accordingly, dectin-1 defi-
ciency in mice precipitates increased susceptibility to chemical-
induced colitis, and long-term antifungal treatment results in 
increased severity of acute and chronic experimental colitis.33

Members of the virome can either promote or prevent de-
velopment of IBD-like symptoms via their interactions with 
intestinal bacteria. Murine norovirus induces inflammation in 
mice with disruption in the IBD susceptibility gene Atg16L1. 
Antibiotic administration reverses this viral-induced disease.34

Conversely, antiviral pretreatment of otherwise healthy mice 
can exacerbate acute experimental colitis by disrupting the 
production of anti-inflammatory IFN-β.35

EXTRAINTESTINAL MANIFESTATIONS OF GUT 
MICROBIOTA–IMMUNE SYSTEM INTERACTION
Obesity develops when energy intake exceeds expenditure 
and culminates in deposition of excess adipose tissue. The as-
sociated chronic complications, collectively and clinically 
referred to as metabolic syndrome, include hyperglycemia, 

hypertriglyceridemia, dyslipidemia, and hypertension. Studies 
in mice and humans have revealed that there are alterations in 
the gut microbiota in obesity and associated metabolic diseases 
brought on by increased gut permeability, immune responsive-
ness, and aberrant bacterial translocation. For example, mice 
transplanted with human fecal microbiota from obese or lean co-
twins displayed increased weight gain and adipose tissue relative 
to those transplanted with the microbiota of the lean cotwins.36

Obesity has been associated with an increased abundance of 
Firmicutes relative to Bacteroidetes, and differential responses 
of the lean and obese microbiota to the caloric content of the 
diet.37 The altered composition can also lead to a reduction in 
microbial gene richness, which, in turn, affects the “inflamma-
tory tone” of the microbiota and likely contributes the chronic 
low-grade inflammation characteristic of obesity. Lipopolysac-
charides (LPSs), also known as endotoxins, derived from the 
outer cell membrane of gram-negative bacteria, are found at 
low concentrations in the circulation of healthy individuals, but 
are dramatically increased in obese individuals and even more 
so in those who develop type 2 diabetes. LPS infiltrates tissues, 
including the liver and adipose tissues, and the activation of 
macrophages via TLR4 initiates an innate immune response 
characterized by secretion of cytokines, including IL-6 and 
TNF-α. Obesity-related inflammation also contributes to defec-
tive insulin signaling or insulin resistance—a major player in 
the transition from metabolic syndrome to diseases, including 
type 2 diabetes, hepatic steatosis, and cardiovascular disease.38

Although the microbiota (usually fecal) is distinct in certain 
non-GI diseases, including ankylosing spondylitis (Chapter 
58), multiple sclerosis (Chapter 66), and asthma (Chapter 43), 
whether these changes precede or follow disease development 
is not clear. One measure might be the effect of microbiota-in-
duced immune mediators on disease pathology in extraintesti-
nal tissues. For example, although gut microbes that can adhere 
to the epithelial cells induce robust expression of IL-17, their 
functions in the gut are largely protective. In contrast, micro-
biota-induced IL-17 can be proinflammatory in extraintestinal 
tissues. In germ-free mice colonized with SFB and subjected to 
experimental models of arthritis or multiple sclerosis, severe IL-
17–dependent disease develops.39 Elevated induction of RORγt 
and IL-17 in the central nervous system is also a hallmark of 
virus-induced maternal immune activation (MIA), which can 
lead to autism spectrum disorder (ASD)–like symptoms in a 
murine model.

CANCER AND THE MICROBIOTA
The tissue-specific immune inflammatory response that is nec-
essary for pathogen eradication or to restore host–microbiota 
homeostasis can be deleterious to the host if allowed to reach 
chronicity. In addition to causing permanent tissue damage 
(scarring), such a chronic inflammatory response predisposes 
to tumor development and the production of neo-self-antigens 
that are now recognized as foreign to the host. The antitumor 
immunity that ensues possesses characteristics similar to those 
of the antipathogen response and ultimately has the same 
goal—eradication of a foreign body. Likewise, anti-inflamma-
tory or regulatory mechanisms are deployed to limit the mag-
nitude and duration of the inflammatory response in an effort 
to restore immune homeostasis (Fig. 22.5). However, continued 
tumor growth means that the “foreign” antigens have not been 
eradicated, and/or new ones are continually being generated. 
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In response to cancer, the host immune response needs to per-
sist, rather than being opposed by the host’s anti-inflammatory 
arsenal. Thus, similar nondiscriminatory immune regulatory 
mechanisms that are beneficial in curbing inflammation can 
impede antitumor immunity, thereby enabling tumor growth 
and eventual dissemination.40

There are several immune-related mechanisms whereby mi-
crobes directly impact the inflammation–cancer continuum. 
Some pathogens can promote an inflammatory milieu that 
encourages tumor development, whereas others can directly 
transform the eventual tumor-initiating cells. Oncogenic bac-
teria, including certain strains of Enterococcus faecalis, produce 
carcinogenic reactive oxygen species (ROS) capable of induc-
ing DNA-damaging compounds or can induce production of 
carcinogenic compounds by activated immune cells. Inflamma-
tion-induced cell turnover directly increases the likelihood of 
introducing mutations in replicating DNA.

Microbiota–Immune System Interactions in Cancer 
Susceptibility and Development
Not surprisingly, animal models in which deletions of immune 
genes favor the emergence of a dysbiotic microbiota tend to de-
velop spontaneous nonremitting intestinal inflammation. These 
include mice deficient in IL-10, Nod1, Nod2, Tbet, or Rag1. In 
several cases, microbiota reduction using antibiotics, rederiva-
tion in an axenic (germ-free) environment, or colonization with 
the microbiota derived from a wild-type animal is sufficient to 
significantly inhibit the development of inflammation, as well 
as the severity of cancer. Therefore, as a community, the micro-
biota has the potential to drive both gut inflammation and the 
eventual progression to cancer.

The gut microbial community has also been implicated in 
modulating carcinogenesis outside the intestines. Infection with 
Helicobacter hepaticus enhances mammary carcinoma in mice 
via mechanisms dependent on innate immune activation and 
TNF production. In addition, TLR5 signaling promotes pro-
gression of sarcomas in mice deficient for the tumor suppressor 
p53 and in which the protooncogene Kras has been activated. 
This disease phenotype can be abrogated by antibiotic-mediated 
reduction in commensal bacterial load.

In humans, approximately one of every six cancers develop 
downstream of a pathogenic infection. Notable pathogen–
cancer axes include Helicobacter pylori and gastric carcinoma, 
human papillomavirus (HPV) and cervical cancer, and hepatitis 
B and C viruses and hepatocellular carcinoma.41 As with intes-
tinal inflammatory diseases, the composition of the fecal and 
mucosal microbiota in patients with colorectal cancer (CRC) 
is distinct from that of healthy individuals. The differences be-
tween mucosal bacterial populations present “on” and “off ” the 
tumors in the same patient suggest a role for site-specific bacteri-
al community structure in disease development and/or produc-
tion.42 More specifically, correlations have been made between 
CRC and the presence of colonic microbes, including enterotoxi-
genic Bacteroides fragilis, Fusobacterium nucleatum, Enterococ-
cus faecalis, and E. coli. Animal studies support a role for all these 
strains in Wnt signaling and myeloid cell activation of nuclear 
factor-κB (NF-κB)–dependent inflammatory pathways.

The Microbiota in Cancer Immunotherapy
Because of its ability to educate the immune system to be con-
stantly poised to respond to challenge, the microbiota is now 
also recognized as an important ally in the fight against can-
cer. Seminal discoveries have been made recently in delineating 
the pathways whereby the microbiota-primed immune system 
is essential for the success of common anticancer therapeutic 
agents and the gut microbiota is being targeted in efforts to en-
hance cancer immunotherapy.1,43 Commensal bacteria support 
the potency of anti–IL-10R/CpG ODN treatment (a form of 
immunotherapy) as well as oxaliplatin (a form of platinum salt 
chemotherapy) in treating colon carcinoma by enhancing the 
production of myeloid-derived proinflammatory cytokines and 
ROS, respectively. The efficacy of the alkylating drug cyclophos-
phamide (CTX) is reduced in germ-free mice or mice treated 
with vancomycin, which depletes gram-positive bacteria, as a 
result of diminished antitumor adaptive immune responses. The 
microbiota is also critical for the antitumor effects of immune 
checkpoint inhibitors anti–programmed death ligand 1 (PD-L1) 
and anti–cytotoxic T lymphocyte antigen-4 (CTLA-4).44

In humans, anti–CTLA-4 treatment induces mucosal dam-
age and microbiota modification, partly as a result of par-
tial depletion of gut Tregs. The modified microbiota and the 
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FIG. 22.5 Microbiota–Immunity–Cancer Triad. The reciprocal interaction of intestinal microbiota and the immune system induces 
default regulatory pathways that help maintain intestinal immune homeostasis. Factors that promote microbial dysbiosis, such as in-
fection and other environmental insults, can disrupt immune homeostasis. This can result in proinflammatory responses targeting the 
causative agent that accompany immune regulatory responses that aim to reset immune balance. The perpetuation of the inflamma-
tory response enhances the likelihood of progression to cancer. In response to the novel antigens generated in the tumor, an immune 
response is initiated with the goal of eradicating the tumor. As this response bears similar characteristics to an antipathogen response, 
it is subject to the same immune suppressive mechanisms.
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consequent Th1-like immune response are critical for anti–
CTLA-4 antitumor functions. In this study, the microbiota of 
patients treated with anti–CTLA-4 was enriched with bacterial 
species, including Bacteroides thetaiotaomicron, Bacteroides 
fragilis, and Burkholderia cepacia. Transplantation of germ-free 
mice with B. fragilis and B. cepacia partially rescued the effi-
cacy of anti–CTLA-4 and prevented the mucosal toxicity of the   
antibody.

THE SKIN MICROBIOTA AND THE 
IMMUNE SYSTEM

Skin Microbes Maintain Barrier Integrity  
in the Steady State
With a surface area of approximately 1.8 m2, skin is the largest 
organ in the body. Skin functions as a physical barrier against 
foreign agents (Chapter 23) and also participates in thermo-
regulation. Unlike the warm, nutrient-rich intestinal tract, skin 
is cool, desiccates, and is limited in available nutrients for mi-
crobial species. Thus, skin is populated by microbial communi-
ties capable of tolerating its diverse physiology (Fig. 22.6).45 The 

total bacterial content of healthy human skin averages about 1 
million/cm2, for upward of 1010 total cells covering a single in-
dividual (or ≈1% of the number of bacterial cells per milliliter 
in the distal colon). The skin microbiota is generally acquired 
in concert with the colonization of other barrier surfaces in in-
fancy. However, coincident with the individual’s sexual matura-
tion during adolescence, his or her skin bacterial communities 
undergo a major shift.46

Unlike the gut microbiota, skin commensals are dispensable 
for the maturation of the immune compartment of the tissue. 
However, their involvement in resistance to infection and col-
lateral enhancement of skin disease risk are clear.47 In response 
to pathogen challenge, skin-resident microbes mount a robust 
innate immune response characterized by some of the more 
primitive and evolutionarily conserved immune system mes-
sengers—antimicrobial peptides (AMPs), including cathelici-
dins and β defensins, components of the complement system 
(Chapter 40), and IL-1. Epithelial cells constitutively express 
some AMPs, which can target a vast array of skin pathogens, 
including bacteria, fungi, viruses, and parasites. Other AMPs 
are induced in a microbiota-specific manner and are expressed 
secondary to activation of the complement system.
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In addition to being part of the innate response to microbial 
encroachment of skin, IL-1 stimulates robust adaptive immune 
responses that are essential for containment of both pathogens 
and commensals. In the skin of germ-free mice, there is re-
duced expression of IL-1, impaired induction of skin Th1, Th17, 
and IL-17-producing γδ T cells, and an elevated frequency of 
Foxp3+ Tregs. Consequently, these mice also mount a subopti-
mal response to skin infection. Additionally, in germ-free mice, 
the reduction in adaptive immunity results in impaired contain-
ment of skin commensals and their dissemination to the drain-
ing lymph nodes. In contrast, in immune-replete mice, intro-
duction of commensal organisms triggers the induction of CD8 
T-cell responses, including the production of IL-17—which is 
further reinforced by DC-derived IL-1—and helps preserve the 
integrity of the barrier.

Skin Microbes in Chronic Inflammatory Disease
Skin dysbiosis and resultant dysregulated immune responses 
have been associated with inflammatory disorders, including 
acne vulgaris, psoriasis (Chapter 64), and atopic dermatitis 
(AD) (Chapter 48). Modulation of AMP production is criti-
cal, although the specific AMP, and whether it is upregulated or 
downregulated, can vary from one condition to the next.

In acne vulgaris, sebaceous hyperplasia and the release of 
lipids into the follicular lumen ultimately clogs the follicle and 
promotes a self-perpetuating outgrowth of Propionibacterium 
acnes. The follicular wall is breached, triggering an influx of in-
flammatory neutrophils and pustule formation. The expansion 
of P. acnes, as well as Staphylococcus epidermidis, leads to dys-
regulated immune responses, including elevated expression of 
AMPs and TLR expression by keratinocytes. These factors sus-
tain the inflammatory response.48

Psoriatic lesions in human skin have been found to contain 
a reduced abundance of Actinobacteria, including the genus 
Propionibacterium, but an overrepresentation of Firmicutes. 
Overexpression of antimicrobial peptides, particularly IL-37 
produced by stressed cells, is also detectable in diseased tissue.49

IL-37 primes the innate immune response that subsequently in-
duces development of Th1 and Th17 cells in the draining lymph 
nodes. The culpability of IL-17 expression in psoriasis has been 
confirmed by early clinical trials in which antibody-based tar-
geting of IL-17 or the IL-17 receptor resulted in improvements 
in Psoriasis Area Severity Index (PASI) in at least 80% of pa-
tients after 12 weeks.49

Atopic dermatitis is characterized by dry skin (xerosis), 
which, along with the associated change in skin pH, favors the 
colonization and expansion of some microbes more than oth-
ers. Colonization with Staphylococcus aureus has been linked to 
development of AD. S. aureus is detectable in the skin lesions of 
over 90% of patients with AD.50 S. aureus infection induces both 
innate and adaptive immune activation. The expression of IL-
37 transcript is markedly reduced in AD lesions, whereas other 
AMPs, including psoriasin, human β-defensin-2 and RNase 7, 
are overexpressed.

THE RESPIRATORY TRACT MICROBIOTA 
IN HEALTH AND DISEASE
Inhaled air contains bacteria, viruses, and fungi, and the respi-
ratory tract serves as the main entry portal for these airborne 
microbes. However, for over a century, the healthy lung was 

considered a sterile environment, free of culturable and/or 
resident reproducing microbes. The detection of microbes in 
samples collected using instruments that had to traverse the 
mouth or nasal cavities was often assumed to have resulted from 
contamination with microbes from these sites. The emergence 
of culture-independent techniques for detection of microbial 
communities has precipitated an appreciation of the presence 
and diversity of microbial communities along the respiratory 
tract even in the absence of overt disease.51 Although the airway 
and lung microbiota resembles the bacterial populations of the 
upper respiratory tract, there are differences that point to the 
existence of a specific lung microbiota.

The concept of a lung microbiota during health is relative-
ly new, but the role of microbial agents in the pathogenesis of 
chronic lung diseases has been widely examined. In the healthy 
lung, the immune system eradicates potential pathogens and 
overcomes environmental disturbances that threaten to im-
pair lung function. Direct impairment or intrinsic failure of 
the pulmonary defense mechanisms can lead to infection and/
or chronic lung diseases, including asthma, chronic obstructive 
pulmonary disease (COPD), cystic fibrosis, and bronchiectasis.

Although microbial expansion in the lung is a characteristic 
of many lung diseases, it is not always clear whether the dysbiotic 
microbiota is the cause, the consequence, or both. Longitudinal 
studies have established a strong correlation between the early 
development of the respiratory tract microbiota and respiratory 
health both in infancy and adulthood. For example, the naso-
pharyngeal cavity is initially colonized with primarily S. aureus
in the first few weeks of life. This is rapidly followed by an expan-
sion of Corynebacterium and Dolosigranulum, with a subsequent 
transition to predominantly Moraxella spp. between 6 and 12 
weeks of age. However, a rapid transition from Staphylococcus
to Moraxella, essentially bypassing the Corynebacterium phase, 
occurred in infants who also experienced more frequent respira-
tory tract infections in the first year of life.

The Shaping of the Healthy Respiratory Microbiota
The bacterial density of inhaled air is approximately 104 to 106

cells/m3. Thus, with each breath, mammals are constantly ex-
posing their lungs to airborne bacteria. There are system-intrin-
sic mechanisms that serve to regulate entry and colonization of 
the lungs by microbes. The lung, like skin, and in stark contrast 
to the GI tract, is a very low nutrient resource. The thin mucus 
layer, which might seem to represent reduced barrier protection 
relative to the intestine, also means the absence of a valuable 
source of nutrients for certain mucophilic microbes. Further-
more, the combination of oxygen tension, temperature, re-
gional pH, the diverse architecture of the respiratory tract, and 
the proximity of inflammatory cells all help keep the bacterial 
biomass of the lungs extremely low relative to that of the gut.

In a healthy individual, community composition at any given 
time is largely determined by the relative amount of microbial 
immigration and elimination. The major routes of immigration 
are microaspiration, air inhalation, and direct dispersion along 
the mucosal surface. Elimination is a continuous process mediat-
ed by the ciliated epithelial cells, by coughing, and by the actions 
of the pulmonary immune system. Colonization and growth con-
tribute minimally to microbiota composition during homeostasis 
but are favored by changes in regional conditions that promote 
and/or sustain chronic inflammatory diseases of the lung.

Similar to the intestinal microbiota, the microbiota of the 
upper respiratory tract stabilizes in early childhood and can be 
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influenced by external factors, including breastfeeding, use of 
antibiotics, and social interactions as occurs in daycare and in 
multi-sibling households.52 In a healthy lung, there is little spa-
tial variation within the same individual. This lack of variation 
supports the theory that the composition of the lung microbiota 
is more heavily influenced by immigration and elimination than 
by local growth.

The most abundant bacterial phyla in the lung are Bacte-
roidetes and Firmicutes. At the genus level, Prevotella, Veillon-
ella, and Streptococcus predominate. There are also prominent 
fungal communities, with dramatic differences in composition 
observed in different healthy cohorts. The oral cavity is home to 
several genera of fungi, including Candida, Cladosporium, and 
Aspergillus; but the fungal colonization of a healthy lung is un-
clear. Considering the constant exposure of the lung to oral and 
inhaled fungi, it is likely that the immune apparatus of the lung 
does, indeed, encounter fungal antigens in the steady state.

The involvement of the bacterial communities of other body 
sites, particularly the intestines, in lung immune homeostasis 
is still being actively explored. This phenomenon is commonly 
referred to as the “gut–lung axis” and involves the action of sol-
uble mediators produced and/or induced by the gut microbiota 
that can enter the systemic circulation. By this rationale, this 
phenomenon is more a reflection of the intestinal microbiota on 
the organism as a whole and not representative of a unique rela-
tionship between these two organs. Nevertheless, there is com-
pelling evidence that modulation of the gut microbiota, particu-
larly during infancy, can have lifelong effects on lung immunity 
and susceptibility to chronic diseases.

MICROBES AS THERAPY
Certain infections or chronic inflammatory disorders are asso-
ciated with a severely damaged microbiota. Transplantation of 
healthy donor microbiota has emerged as a successful therapeu-
tic approach to repair and/or restore microbial communities. 
Fecal microbiota therapy (FMT), or fecal transplantation, has 
been safely and effectively utilized as a last resort to treat chronic 
Clostridium difficile infection. FMT presents the risk of adverse 
effects because the transplanted microbes, which are dormant 
in the donor, experience propathogenic conditions in the recipi-
ent. Because of the successes to date, empirical information re-
garding the long-term stability and resilience of one individual’s 
microbiota transplanted into another should emerge over time. 
Other, more focused approaches that employ distinct microbes, 
groups of microbes, or microbial products known to have im-
mune cell-specific effects to treat inflammatory diseases, such as 
IBD, are also being considered.

In Western, industrialized societies, there has been a con-
sistent upward trend in the incidence of autoimmune diseases, 
and this has been linked to improved sanitation and diets low 
in fiber but rich in unhealthy fats and carbohydrates. These fac-
tors have contributed to dramatic shifts in microbial diversity 
away from that of our ancestral microbiota. Restoration of the 
richness of the microbiota using probiotics—live microorgan-
isms that, when administered in adequate amounts, provide a 
measurable health benefit to the host—may be helpful in slow-
ing and possibly reversing this trend. Long-term persistence of 
probiotic organisms within the complex microbiota of the host 
is essential if these organisms are to induce durable shifts in 
microbiota dynamics. Complementary prebiotic regimens that 
support the growth and survival of the introduced microbes 

without detrimental alterations in the distribution of functions 
of other species will likely be helpful in this regard.

SUMMARY

• Improved understanding of the structure and function of the 
microbiota in health and disease:
• Microbial reconstruction in neonatal life to limit the immediate   

and long-term effects of cesarean delivery, preterm birth, and oral   
antibiotics on immune function.

• Commensal microbes as a rich source of biological agents that can 
be used to regulate community development and resistance.

• Improved approaches for the collection and study of organisms that 
inhabit the mucus layer of the gastrointestinal tract as  opposed to 
just those expelled in the feces.

• Precision medicine and the microbiome:
• Use of advanced genomic techniques for detailed assessment of 

microbiota functions in health and specific diseases.
• Application of host genome and microbiome data to predict 

disease susceptibility and responses to therapy.
• Targeting of the microbiota to enhance vaccine efficacy.
• Assembly of limited “designer microbiotas” to initiate therapeutic   

reconstruction of dysbiotic patient microbiota. 

ON THE HORIZON

The peaceful interaction between humans and the microbes 
that colonize them is essential for a healthy life. As such, the 
coexistence of the two entities occurs in an organized fashion, 
and we now know that this commences in utero and is subject to 
perturbations that can have dire consequences. The involvement 
of the microbiota as an instigator and/or sustainer of chronic 
inflammatory diseases and cancer continues to be explored. In 
the future, these studies may identify novel avenues for target-
ing certain conditions and restoring the immune balance. Our 
growing understanding of the essential roles of the microbiota 
in diverse physiological processes presents new opportunities to 
harness these capabilities across the clinical spectrum.
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Immunology of the Skin
Hui Xu, Nabiha Yusuf, and Craig A. Elmets

Skin, which is the largest organ in the body, is the major inter-
face between an individual and his/her environment. It com-
prises 12% to 16% of the body’s weight and functions chiefly to 
protect against environmental threats. It also plays an important 
homeostatic role in maintaining body temperature, water and 
electrolyte balance, and vitamin D production. It acts as a bar-
rier against invading pathogens, exogenous chemicals, and the 
destructive effects of physical agents, such as the sun, wind, and 
heat. To perform these various functions, the epidermis of the 
skin consists of three specialized compartments—the stratum 
corneum, the granular layer, and the basal layer—that are lay-
ered on top of each other (Fig. 23.1). In turn, the epidermis rests 
on the dermis, which then rests on the hypodermis. Adnexal 
tissues, which include hair, nails, sebaceous glands, and eccrine 
and apocrine sweat glands, are embedded within these tissues to 
provide specialized protective functions.

The outermost layer of skin is the epidermis. Blood and lym-
phatic vessels are absent. However, oxygen and nutrients diffuse 
to epidermal cells from the microvasculature that is housed in 
the dermis that lies beneath the epidermis. Approximately 95% 
of cells within the epidermis are keratinocytes. These form a self-
renewing stratified squamous epithelium, which differentiates 
from bottom to top from a regenerating basal layer containing   

cuboidal cells to the outer most superficial layer, called the 
stratum corneum, composed of flat, anucleate, compact scales. 
Keratin intermediate filaments are the major proteins produced 
by keratinocytes. The type of heterodimers that are made by 
keratins during differentiation affects the cytoskeletal structure 
and cell morphology.

Keratinocytes bind to one another through specialized ad-
herence junctions called desmosomes. Keratin filaments attach 
to desmosomal proteins to provide structural, tensile strength. 
As differentiation proceeds, the composition of the keratin and 
desmosomal proteins changes. For example, basal layer kerati-
nocytes synthesize keratins 5 and 14, and the desmosomal pro-
tein desmoglein 3 is more abundant than desmoglein 1. In the 
stratum corneum, keratins 1 and 10 and desmoglein 1 are all 
highly expressed, but keratins 5 and 14 and desmoglein 3 are 
absent. Finally, the compact tough outer scales (squames) of the 
stratum corneum are cross-linked with keratin filaments. The 
differences in protein localization between the epidermal lay-
ers have consequences for immunologically mediated skin dis-
eases. Pemphigus vulgaris, a disease in which autoantibodies are 
formed against desmogleins 1 and 3 (Chapter 63), presents with 
blisters that originate in the suprabasal layer of the epidermis. 
Conversely, the closely related disease pemphigus foliaceus, in 
which autoantibodies recognize only desmoglein 1, results in 
blisters located exclusively in the upper epidermis.1

The remaining cells located in the epidermis are pigment-
producing melanocytes, neuroendocrine Merkel cells (im-
portant for mechanoreception), and Langerhans cells (LCs) 
(specialized epidermal antigen-presenting cells [APCs]). Mela-
nocytes are derived from the neural crest, and progenitors seed 
the epidermis early in development. They synthesize melanin 
pigment in organelles called melanosomes. Melanosomes ma-
ture into the melanin-filled granules, which are then transferred 
and internalized by keratinocytes. Melanin absorbs the damag-
ing effects of ultraviolet radiation (UVR) and protects skin kera-
tinocytes. When stimulated by cytokines, melanocytes express 
several immunologically relevant proteins, including intracellu-
lar adhesion molecule 1 (ICAM-1; CD54), costimulatory recep-
tor CD40, and major histocompatibility complex (MHC) class I 
and II molecules (Chapter 5).2

Malignant melanomas arise from melanocytes. These tu-
mors evade the host immune response, at least in part, through   
expression of programmed death ligand 1 (PD-L1) (Chapter 17).   
PD-L1 is an immune checkpoint molecule found on tumor 
cells and myeloid derived suppressor cells (Chapter 80). The 
interaction of PD-L1 with PD-1 receptors on T cells inhibits 
their antitumor activity. The monoclonal antibodies (mAbs),   

KEY CONCEPTS
Primary Functions of Skin

• Body’s largest organ (12% to 16% of body weight with a surface area 
of ≈2 m2).

• Principal organ for homeostatic thermoregulation and regulation of 
fluid retention and evaporation.

• Specialized sensory cells create a skin-wide tactile interface with the 
environment (e.g., fingertips with >2500 sensory cells/cm2).

• Photosynthetic surface that uses ultraviolet radiation (UVR) to pro-
duce cholecalciferol (vitamin D3).

• Physical barrier to physical stresses, including shear forces, extreme 
temperatures, wind, water, and solar radiation. Tight junctions be-
tween granular layer keratinocytes block entry of small molecules and 
microbes.

• By virtue of detoxification enzymes, pharmacological barrier to chemi-
cals and other carcinogens (e.g., UVR and ionizing radiation).

• Regenerative organ that continuously replaces older, damaged 
skin cells, which are eliminated and shed from skin as anucleated 
squames.

• Immunological barrier using innate and adaptive immune mecha-
nisms against exogenous antigens, microbial pathogens, and endog-
enous neoplastic cells. 
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pembrolizumab and nivolumab, that block the PD-1 interaction 
with PD-L1 can restore antitumor responses. Tumor immuno-
therapy with these antibodies results in objective responses 
and prolonged survival in patients with metastatic melanoma. 
Ipilimumab, which blocks cytotoxic T lymphocyte antigen-4 
(CTLA-4), another immune checkpoint inhibitor, is also   
effective against melanoma.

The dermis lies beneath the epidermis and serves as a con-
nective tissue layer that provides elasticity and tensile strength 
to skin. It is filled with a matrix of collagen bundles, elastic fi-
bers, glycoproteins, proteoglycans, and glycosaminoglycans, all 
of which are produced by dermal fibroblasts. The production of 
collagen is a dynamic process that involves continual remodeling.   

Fibroblasts must balance ongoing synthesis of matrix com-
ponents with the production of matrix metalloproteinases 
(MMPs) that degrade the matrix. Scleroderma and morphea 
(also known as localized scleroderma) (Chapter 56) are inflam-
matory disorders that lead to the overproduction of dermal col-
lagen, thus hardening the skin.

Other cell types normally found in the dermis are mast cells 
and diverse sets of tissue macrophages (Chapter 44) and den-
dritic cells (DCs) (Chapter 6).3 The dermis also supports the 
microvasculature of skin. Endothelial cells of dermal arterioles, 
capillaries, and post capillary venules behave differently from 
those in larger vessels. They express E- and P-selectins, to which 
circulating skin-homing T cells bind through their homing re-
ceptors cutaneous lymphocyte-associated antigen (CLA) and 
P-selectin glycoprotein ligand (PSGL), respectively. Both ho-
meostatic T-cell trafficking and recruitment of inflammatory 
leukocytes into skin from the circulation require expression of 
E- and P-selectins (Chapter 16). The egress of leukocytes from 
blood occurs primarily through post capillary venules. Egress 
is regulated, in part, by endothelial responses to cutaneous cy-
tokines and chemokines. New vessels can also develop in skin. 
They can worsen immunologically mediated dermatological 
diseases and promote tumor development.

The dermis is separated from the epidermis by the base-
ment membrane. This structure creates a scaffold to which 
basal keratinocytes and melanocytes are attached. It acts as a 
selective diffusion barrier that permits passage of necessary 
small-molecule nutrients while retarding entry of macro-
molecules and inflammatory cells. In patients with systemic 
lupus erythematosus (SLE) (Chapter 52), antigen–antibody 
complexes accumulate at the basement membrane. In addi-
tion, skin-specific proteins present in the basement membrane 
are targets of such autoimmune blistering diseases as bullous 
pemphigoid and epidermolysis bullosa acquisita (Chapter 63).

The hypodermis lies beneath the dermis and attaches skin 
to underlying muscle. It is composed mainly of adipose tissue, 
which cushions skin impacts. Adipose cells produce leptin, 
which is implicated in a variety of inflammatory skin diseases, 
including psoriasis (Chapter 64).

The skin protects individuals from exogenous threats through 
three major barriers: (i) physical, (ii) pharmacological or detox-
ifying, and (iii) immunological. The physical barrier includes the 
hair and stratum corneum. The stratum corneum provides an 
impermeable hydrophobic cover of protein-filled squames that 
hinders the entry of invading microorganisms or toxic chemi-
cals into the body. It also reflects and scatters ultraviolet radia-
tion (UVR), blocking it from reaching the deeper, regenerating 
layers of skin. The pharmacological barrier includes detoxifying 
and repair enzymes synthesized by epidermal cells. Some me-
tabolize chemicals and xenobiotics, whereas others repair DNA 
damage resulting from UVR or environmental mutagens.

The immunological barrier includes cells and molecules 
unique to skin that are historically referred to as “skin-associated 
lymphoid tissue.” They include elements of both innate and ac-
quired immunity. Locally they enhance host defenses that pro-
tect affected skin from antigens and pathogens that are present in 
that site. Systemically, they alert the rest of the body to encourage 
and expand host defenses. Although these protective measures 
work exceedingly well, they do not work perfectly. Disturbances 
in these protective mechanisms can result in increased infections 
and malignancies when deficient or in immunologically medi-
ated skin diseases when excessive (Table 23.1).

FIG. 23.1 Histological Features of Normal Skin. The epider-
mis is made up of keratinocytes organized into stratified layers. 
The most superficial layer is the stratum corneum (light pink). 
Granular layer cells also secrete antimicrobial peptides (AMPs). 
The basal layer (tan) contains the proliferative cells that give rise 
to all the differentiated suprabasal keratinocytes. Keratinocytes 
are connected to each other through tight junctions (dark grey). 
Basal cells are bound to the basement membrane (black line) and 
share that scaffold with interspersed melanocytes (brown). Lang-
erhans cells (LCs) (green) are epidermal antigen-presenting cells 
(APCs) that reside in the suprabasal layer of the epidermis. The 
dermis contains a number of dendritic cell (DC) subsets, including 
langerin+ (orange) and langerin− (light blue) dermal DCs (dDCs). 
Plasmacytoid DCs (pDCs) are found in the dermis and secrete 
type I interferons (aqua). Resident memory T cells (TRM) (green)
represent previously primed T cells in many lineages (Th1, CTL, 
Th17, Tc17, Treg) poised to respond when their specific antigens 
are presented locally. They are quiescent in uninfected skin. Mast 
cells (purple) reside near endothelial venules (not shown). TGF, 
Transforming growth factor. (Drawing by Laura Timares, PhD.)
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tors (PRRs) recognize highly conserved sequences in macromo-
lecular components of microbial pathogens and host-derived 
danger indicators. Collectively, PRRs are promising therapeutic 
targets for cutaneous immune disorders and skin cancer.

Identification of pathogen-associated molecular patterns 
(PAMPs) and danger-associated molecular patterns (DAMPs) is 
principally undertaken by an array of PPRs, which include Toll-
like receptors (TLRs), NOD-like receptors (NLRs), RIG-I-like 
receptors (RLRs), and C-type lectin receptors (CLRs).4 Human 
keratinocytes express TLRs 1 to 6, and 9. Human melanocytes 
constitutively express TLRs 2 to 5, and 9.5

Human and murine DC subsets show differential TLR 
expression profiles. For example, conventional DCs (cDCs) 
express combinations of TLRs 1 to 5 and 8, whereas TLR ex-
pression is restricted to virus-detecting endosomal TLRs 7 
and 9 in plasmacytoid DCs (pDCs). The latter is consistent 
with their primary function as major interferon-α (IFN-α) 
producers.

TLR ligands are derived from conserved microbial products 
(e.g., lipopolysaccharides, lipoteichoic acid, peptidoglycans, man-
nans, nucleic acids from viral and bacterial pathogens, and en-
dogenous DNA from stressed host cells). DAMPs are recognized 
by NLRs. In the clinic, the TLR7 agonist imiquimod is used as 
an effective topical agent for eliminating human papillomavirus 
(HPV)–induced genital warts and nonmelanoma skin tumors.

The nucleotide-binding oligomerization domain-like recep-
tors (NLRs) have over 20 members in humans, reflecting the 
broad spectrum of PAMPs and DAMPs they recognize. Muta-
tions and gene single nucleotide polymorphisms are associated 
with inflammatory diseases in the skin. Also present are cyto-
solic  NLRs. Although often with partial overlap, TLR and NLR 

KEY CONCEPTS
Immunological Defenses of Skin

• Innate defenses provide the first line of protection against environ-
mental antigens and pathogens.

• In response to pathogen-associated molecular patterns (PAMPs) and 
danger-associated molecular patterns (DAMPs), granular layer kerati-
nocytes produce cutaneous microbicidal peptides and proinflamma-
tory mediators.

• At initial skin breach, neighboring keratinocytes and dendritic cells 
(DCs) initiate and perpetuate a proinflammatory cascade of events.

• Langerhans cells internalize microbes, produce cytokines, migrate 
from skin to regional lymph nodes, and mature into potent antigen-
presenting cells (APCs).

• In lymph nodes, DCs deliver antigens from affected skin to lymph 
node (LN) resident DCs to initiate and amplify skin-specific immunity.

• Keratinocyte-derived proinflammatory mediators and chemokines act 
on post endothelial venules to promote extravasation of neutrophils, 
monocytes/macrophages, natural killer (NK) cells, and memory T cells 
from the circulation into the dermis.

• In order to clear affected epidermis of invading pathogens and cel-
lular debris, immigrant inflammatory leukocytes attach to activated 
keratinocytes through interactions with CD54 (intercellular adhesion 
molecule 1 [ICAM-1]). 

TABLE 23.1 Immunodermatological Disorders That Affect the Skin
• Papulosquamous disorders

• Psoriasis
• Lichen planus
• Cutaneous graft-versus-host disease
• Acute, subacute, and discoid lupus erythematosus

• Eczematous disorders
• Atopic dermatitis
• Allergic contact dermatitis

• Urticarial disorders
• Urticaria and angioedema
• Erythema multiforme
• Stevens-Johnson syndrome
• Toxic epidermal necrolysis
• Autoinflammatory diseases (e.g., cryopyrin-associated periodic syndromes, 

Muckle-Wells syndrome, familial cold urticarial, neonatal-onset multisystem 
inflammatory disease [NOMID], deficiency of the interleukin-1–receptor 
antagonist [DIRA], tumor necrosis factor receptor–associated periodic syn-
drome [TRAPS])

• Purpuric disorders
• Leukocytoclastic vasculitis
• Medium vessel vasculitides (polyarteritis nodosa, granulomatosis with poly-

angiitis, eosinophilic granulomatosis with polyangiitis (EGPA))
• Vesiculobullous diseases

• Pemphigus
• Bullous pemphigoid
• Paraneoplastic pemphigus
• Epidermolysis bullosa acquisita
• Dermatitis herpetiformis
• Linear immunoglobulin A (IgA) bullous dermatoses
• Pemphigus gestationis

• Pigmentary disorders
• Vitiligo

• Hair disorders
• Alopecia areata

• Autoimmune disorders
• Acute, subacute, and discoid lupus erythematous
• Dermatomyositis
• Mixed connective tissue disease
• Scleroderma and morphea

• Photodermatoses
• Polymorphous light eruption
• Solar urticaria
• Chronic actinic dermatitis
• Photoallergic contact dermatitis

• Allergic drug eruptions
• Disorders of subcutaneous tissues

• Erythema nodosum
• Erythema induratum

• Immunodeficiencies
• Ataxia telangiectasia
• Chronic mucocutaneous candidiasis
• Chronic granulomatous disease
• Hyper-immunoglobulin-E (IgE) syndrome (HIES)
• Leukocyte adhesion molecule deficiency
• Severe combined immunodeficiency
• Warts–hypogammaglobulinemia–infections–myelokathexis 

syndrome (WHIM syndrome)
• Wiskott-Aldrich syndrome
• Organ transplant recipients on immunosuppressive medications

MOLECULES PRIMARILY ASSOCIATED WITH 
INNATE IMMUNITY AND SKIN

Pattern Recognition Receptors
By rapidly sensing and responding to microbial pathogens and 
environmental toxins, epidermal keratinocytes act as innate first 
responders (Chapter 3). Keratinocyte pattern recognition recep-
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TABLE 23.2 Cytokines Produced by the 
Skin
• Keratinocytes

• Proinflammatory (IL-1, IL-6, IL-33, TNF-α)
• Immunosuppressive and antiinflammatory (IL-10, TGF-α, TGF-β, IL-1 

receptor antagonist [IL-1RA])
• Colony-stimulating factors (GM-CSF, G-CSF, and M-CSF)
• Immunomodulatory (IL-7, IL-12, IL-15, IL-18, IL-19, IL-20, IL-23)
• Chemokines (CXCL8/IL-8, CCL2/MCP-1, CCL20/MIP3α, CCL5/

RANTES).
• Langerhans cells

• Proinflammatory (IL-1α, IL-1β)
• T-cell maturation (IL-12, IL-23)
• Chemokines (CCL3/MIP1α, CCL4/MIP1αβ, CCL5/RANTES)

• Melanocytes
• Proinflammatory (IL-1β, IL-6, TNF-α)
• Type I interferons (IFN-α, IFN-β)
• Chemokines (CXCL8/IL-8, CCL2, CCL3, and CCL5)

expression profiles differ among epidermal and leukocyte cell 
subsets.

NLRs can be divided into four subfamilies: (i) NLRA, 
(ii) NLRB, (iii) NLRC, and (iv) NLRC. NLRC is expressed in many 
tissues, including keratinocytes in the skin. Primary human kera-
tinocytes also express mRNA transcripts for 11 of 14 NLRP fam-
ily genes.4 NLR units that recruit and activate the inflammatory 
protease caspase-1 are known as inflammasomes. NLRs act inde-
pendently, but in synergy with TLR signals, to trigger fast-acting 
potent innate immune responses against microbes. They can   
either promote nuclear factor kappa B (NF-κB) activation or 
form inflammasomes that generate interleukin-1 (IL-1) and IL-
18 family proinflammatory mediators. The set of TLRs and NLRs 
triggered determines the type and magnitude of the immuno-
modulatory or inflammatory response that will result.

CLRs are involved in recognition of types of viruses. Several 
CLRs, including DC-specific ICAM-3 grabbing non-integrin 
(DC-SIGN), Langerin, mannose receptor, C-type lectin domain 
family 4 member A (CLEC4A), C-type lectin domain family 5 
member A (CLEC5A), and C-type lectin domain family 9 mem-
ber A (CLEC9A), bind to viruses that invade the skin. Dectin-1 
is a membrane-associated glycoprotein that is found on kerati-
nocytes, DCs, and monocytes. It recognizes β-glucan and is in-
volved in the host response to fungal pathogens. Its activation 
results in production of IL-1β, IL-6, and IL-23 (Chapter 14), 
which promotes development of Th17 cells, which are important 
antifungal effector cells (Chapter 11). Patients lacking dectin-1 
exhibit Th17-cell deficiency, recurrent vulvovaginal Candida al-
bicans infections, and onychomycosis (Chapter 29). Mutations in 
Card9, a mediator of dectin-1 signal transduction, also lead to 
Th17 deficiency and chronic mucocutaneous candidiasis.6

RLRs, (RIG-I, MDA5, and LGP2) sense viral dsRNA during 
cutaneous viral infections and DNA released from damaged 
host cells. RLRs have an important role in type I IFN produc-
tion.7 RIG-I signaling can drive IL-23 production and induce 
psoriasis-like skin disease in mice.8

Antimicrobial Peptides
Skin is a production site for antimicrobial peptides, which are 
important components of the innate immune response.9 Over 20 
antimicrobial peptides have been identified. They function at the 
earliest stages of infection by microorganisms that breach the stra-
tum corneum. These antimicrobial peptides disrupt bacterial and 
fungal membranes, and viral envelopes. They have broad effects 
on innate and adaptive immune responses. The two best char-
acterized skin antimicrobial peptides are the cathelicidins and 
β-defensins. They are synthesized by keratinocytes, cells of the 
epidermal sebaceous and eccrine glands, and dermal mast cells. 
Cathelicidins are secreted as precursor proteins (e.g., hCAP18), 
which are then processed to an active form (e.g., LL-37). They 
are detected at low levels in unperturbed skin and are strongly in-
creased following infection or disruption of the epidermal barrier.

Cathelicidins interact with a variety of cell-surface receptors 
(e.g., TLR-like and endothelial growth factor [EGF] receptors). 
In skin, they enhance leukocyte migration, stimulate the secre-
tion of cytokines (Chapter 14) and chemokines (Chapter 15), 
and promote angiogenesis. Vitamin D3, whose synthesis is initi-
ated in skin by UVR, plays an important role in regulating cat-
helicidin production through epigenetic mechanisms.10

Abnormalities in antimicrobial peptides have been impli-
cated in a variety of immunological and non-immunological 
skin diseases. Deficiencies in antimicrobial peptides have been 

found in patients with atopic dermatitis (Chapter 48), which 
may explain why they are at risk for viral (herpes simplex, vac-
cinia, HPV-induced warts, poxvirus-induced molluscum con-
tagiosum) and bacterial (Staphylococcus aureus) skin infections.

Rosacea manifests as an acneiform eruption with erythema, 
telangiectasias, and flushing of the face. Excessive amounts of 
cathelicidins are associated with the characteristic inflamma-
tion and angiogenesis in that disease.11

In psoriasis (Chapter 64), cathelicidins are postulated to 
combine with self-DNA from damaged keratinocytes. This 
stimulates type I IFN production by pDCs, which is a key to the 
development of pathogenic Th17 cells.12

Non-immune mechanisms that cause physical disruption 
of the skin barrier (e.g., shear forces, chemical, thermal, or UV 
damage) stimulate “sterile” inflammatory responses that pro-
duce similar proinflammatory mediators and antimicrobial 
peptides to protect vulnerable sites during wound healing.

Cytokines and Chemokines in the Skin
Skin is a rich source of cytokines (Chapter 14) and chemokines 
(Chapter 15). They are involved in both innate and adaptive im-
mune responses. They influence the magnitude and type of cuta-
neous immune response generated (Table 23.2).13 Although many 
chemokines and cytokines produced in skin are identical to those 
secreted by non-skin cells, in skin they can have unique effects.

Cutaneous cytokines and chemokines are also important 
contributors to systemic responses to injury, wound healing, car-
cinogenesis, and pigmentation. For example, IL-1 can remodel 
the dermis by inducing matrix metalloproteinases (MMP) 
production and augmenting collagen production. Production 
of these mediators in skin involves several different cell types 
and environmental stimuli (see Table 23.2). Polymorphisms in 
cytokine genes and their receptors have been associated with a 
variety of inflammatory diseases. For example, polymorphisms 
in the tumor necrosis factor (TNF) signaling pathway and in the 
IL-23 receptor are risk factors for psoriasis.

Two cytokines produced by keratinocytes and epidermal 
LCs are particularly important for activation of T cells. IL-12 
facilitates the generation of Th1 cells; IL-23 has a stimulatory 
role for the generation of Th17 cells (Chapter 11). Because IL-23 
promotes Th17-cell development, antibodies that block the p19 
subunit of IL-23 (guselkumab, risankizumab, tildrakizumab,   
bimekizumab) or the p23 subunit common to both IL-12 and IL-23   
(ustekinumab) are effective therapeutic agents for psoriasis.
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Chemokines facilitate leukocyte migration and thus skin 
inflammation and antigen-specific responses (Table 23.3).13

CXCL12 facilitates DC migration out of skin. CCL17 and 
CCL27, produced by keratinocytes and dermal cells, facilitate 
transmigration of circulating skin-homing T cells (express-
ing the chemokine receptors CCR4 and CCR10). Human 
skin– resident T cells are retained through the interaction of 
their chemokine receptor CCR8 and its ligand CCL1 bound 
to the dermal matrix.13 Secondary lymphoid chemokine (SLC, 
CCL21) attracts CCR7+ DCs and T cells from skin to lymph 
nodes. During inflammation, CXCL1 and CXCL8/IL-8 expedite 
infiltration of granulocytes and monocytes into skin. Cutaneous 
T-cell lymphoma (Chapter 78) is a disease in which a malignant 
population of skin-homing T cells accumulate in skin. The ma-
lignant T cells express CCR4 chemokine receptor. Humanized 
mAbs directed against the CCR4 receptor on T cells (mogamu-
lizumab) are effective at treating this condition.14

CYTOKINE SIGNALING
The Janus kinase/signal transducer and activator of tran-
scription (JAK/STAT) pathway is important for downstream   

signaling of several inflammatory cytokines and multiple growth 
factors. When cytokines bind to their receptors, it causes phos-
phorylation of JAK and STAT proteins. The dimerized STATs 
translocate to the nucleus, and regulate transcription of inflam-
matory cytokine genes.15 Numerous inflammatory skin diseases 
are triggered by soluble inflammatory mediators, which depend 
on JAK/STAT signaling. Therapeutic intervention can thus   
simultaneously block the functions of several cytokines. Cur-
rently, JAK inhibitors (JAKi) are approved in oral formulations 
(tofacitinib and baricitinib). They are being tested as therapeutic 
agents for alopecia areata, atopic dermatitis, dermatomyositis, 
cutaneous graft-versus-host-disease, hidradenitis suppurativa, 
lichen planus, lupus erythematosus, psoriasis, and vitiligo.15 Be-
cause of adverse effects associated with JAKi, nanoformulations 
with greater cutaneous absorption are in development for topi-
cal treatment.

Cytokine-Related Autoinflammatory Diseases
Mutations in cytokines are a common feature of autoinflam-
matory disorders.16 Examples are familial Mediterranean fever, 
cryopyrin-associated periodic syndromes, deficiency of the 
IL-1 receptor antagonist (DIRA), and TNF receptor associated   

TABLE 23.3 T-Cell Subsets and Trafficking in Skin

T-Cell Subset Homing-Ra Chemokine-R From Homing to
Ligands for Homing and 
Chemokine Receptors

Naïve T cells L-selectin (CD62L) 
Lymph node (LN) 
homing receptor

CCR7+ Blood LN L-selectin ligand: GlyCAM-1 integrin 
on LN HEVb

Central memory 
T cells (TCM) 
CD45RA+

L-selectin CCR7+ LN LN and the circu-
lation

CCR7 ligand: LN-derived chemo-
kine CCL21 (also called 6Ckine), 
secondary lymphoid-tissue 
chemokine (SLC)

Resident memory 
T cells (TRM) 
CD45RO+

Cutaneous lympho-
cyte-associated 
antigen (CLA+) (P-
selectin glycoprotein 
ligand-1 [PSGL-1])

Skin-homing receptor

CCR4+ LN Blood/dermis CLA ligand: E-selectin on activated 
post capillary venules CCR4 
ligand: skin-derived inflamma-
tory chemokines: MCP-1, MIP-1, 
RANTES, TARC, CCL22

TRM Subsets 
Resident in 
Dermis Homing-R Chemokine-R Function

Cytokines 
Produced Notes

T regulatory (Treg) CLA+ CCR5+ Regulatory; resolution 
phase; inhibit auto-
reactivity

Interleukin (IL)-10, 
transforming 
growth factor 
(TGF)-β

Tregs are 5%–10% of CLA+ dermal 
T cells

Treg two-way trafficking–migration 
from dermis to LN, then recircu-
late back to dermis

CCR5 binds RANTES, MIP-1
T-helper (Th)1, Tc1 CLA+ CCR4+ Type I antiviral Interferon (IFN)-γ, 

tumor necrosis 
factor (TNF)-α, 
IL-2

Promotes cellular immunity
Development of cytotoxic T cells 

(CTLs)

Th2, Tc2 CLA+ CCR4+ Type II parasites 
cleared

IL-4, IL-5, IL-10, 
and IL-13

Promotes humoral immunity
Recruitment of eosinophils

Th17, Tc17 CLA+ CCR4+ Inflammatory; anti-
fungal; antibacterial

Activation is dependent on IL-23 
derived from keratinocytes/
Langerhans cells (LCs)/dendritic 
cells (DCs)

T-cell distribution density in skin ≈1 million T cells/cm2.
aHoming-R—an adhesion molecule on leukocytes that recognizes and binds site-specific adhesion molecules expressed on high endothelial venules in the lymph node (LN) and 
activated post capillary venules in the dermis and other organs.
bSelectin is the lymph node homing receptor, whereas CLA is the skin-homing receptor.
HEV, High endothelial venules; these are post capillary venous swellings in lymph nodes and most secondary lymphoid organs.
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of DCs for recognition by antigen-specific T-cell receptors 
(TCRs) (Chapter 4) on naïve and/or memory T cells. Through 
integration of environmental signals, LCs and DCs are able to 
program naïve T cells into appropriate, functionally distinct 
subsets of skin-homing effector cells that can respond to a spe-
cific pathogen.

Epidermal Langerhans Cells
LCs are specialized epidermal DCs originally discovered by 
Paul Langerhans in 1868. They are potent APCs for activation of 
T cells. In normal skin, resting LCs reside in the suprabasal layer 
of the epidermis. There they cover the entire skin surface in a 
net-like structure (see Fig. 23.2). LCs represent 1% to 3% of all 
cells in the epidermis. They are poised to sense and respond to 
microbial infections or physical breaches of epidermal integrity. 
LCs are identified by selective expression of the antigen capture 
receptor langerin (CD207), a C-type lectin. Langerin internal-
izes to form a definitive “tennis racket–shaped” organelle called 
the Birbeck granule, which is a specialized antigen-processing 
compartment (see Fig. 23.2). Human LCs are also identified by 
their expression of CD1a. This protein is structurally similar to 
MHC/HLA class I molecules but presents lipid and glycolipid 
microbial antigens, rather than peptides, to specialized popula-
tions of T cells. In vivo studies of mouse LCs reveal that they can 
extrude their dendritic processes across the skintight junction 
present in the granular layer, through a specialized pore, called 
tricellulin, to sample the microbial environment in the stratum 
corneum. Langerin receptors concentrate at the tips of the ex-
truded dendrites to aid in the capture of external pathogens.

LCs have long been considered the paradigm-defining cDCs 
that transfer site-specific antigens to the lymph node, where 
they inform and activate CD4 and CD8 T cells (Chapter 9) to 
develop into differentiated skin-homing helper and cytotoxic 
effector T cells to eliminate the invading threat. Limited stud-
ies of primary human LCs indicate they are potent inducers of 
cytotoxic CD8 T cells and CD4 Th2 cells.17

In addition to their potent cross-presenting activity to CD8 
T cells (Chapter 12), human LCs also favor development of 
CD4 regulatory T cells (Tregs) (Chapter 13), antimicrobial 
Th17 cells, and T follicular helper (Tfh) cells for antibody   
development (Chapter 11).17,18 LCs that emigrate from the 
epidermis leave a hole in the skin surface network. This hole 
is subsequently replenished for the short term under inflam-
matory conditions by iDCs and for the long term by resident 
LC-committed stem cells that seed the epidermis during fetal 
development.

Dermal Dendritic Cells
Dermal DCs efficiently present to T cells antigens that have 
reached the dermis. In normal skin, multiple subpopulations 
of resident dermal DCs can be detected.19 In mice, langerin-
positive and -negative DCs are found in the dermis. Both are 
developmentally distinct from LCs. In humans, most dermal 
DCs are langerin negative; only a small number of langerin-
low dermal DCs can be detected. Nevertheless, human langer-
in-negative dermal DCs share functional characteristics with 
mouse  langerin-positive dermal DCs. They are able to cross-
present captured intracellular bacterial or viral antigen from 
infected skin cell debris to activate CD8 T cells without being 
infected themselves. Thus, they are able to forgo the canonical 
MHC class I antigen processing pathway, which requires infec-
tion for endogenous expression of the pathogen antigens. Mouse 

periodic syndrome (TRAPS). These diseases cause fever and 
arthralgias. Cutaneous manifestations are also particularly 
common and include atypical urticarial and vasculitic rashes, 
and other unusual expressions of cutaneous inflammation. 
For example, DIRA, associated with a mutation in the gene 
that encodes the IL-1–receptor antagonist, causes severe pus-
tulosis, ichthyosiform lesions, psoriasis-like changes, and nail   
abnormalities.16

KEY CONCEPTS
• Skin-resident and recirculating immunocompetent cells and immune 

mediators defend against microorganisms, noxious exogenous chemi-
cals, and somatically mutated cells.

• Excessive or dysregulated immune system activity can give rise to 
autoimmune skin diseases (e.g., production of desmogleins-1 and -3 
binding antibodies in pemphigus).

• Underperforming immune system activity can lead to cutaneous im-
munodeficiency (e.g., skin cancers in patients receiving immunosup-
pressive medications).

• Skin-specific immune system components provide targets for new 
therapies (e.g., treatment with neutralizing IL-17 binding antibodies in 
psoriasis). 

CELLULAR COMPONENTS OF THE CUTANEOUS 
ADAPTIVE IMMUNE RESPONSE
Innate immunity forms the first line of defense against micro-
bial threats in an antigen-nonspecific manner. The host’s adap-
tive immune response provides a second line of protection. 
In contrast to innate immunity, adaptive immunity is able to 
distinguish self from nonself to eliminate microbial-infected 
or mutated cancer cells in an antigen-specific manner without 
damaging normal cells. The adaptive immune response in skin 
is carried out primarily by T cells. T-cell mediated immunity is 
dependent on activation by antigen-presenting DCs.

DENDRITIC CELLS
DCs are a heterogeneous group of leukocytes that, as the name 
implies, are composed of a central nucleated body from which 
dendrites emanate. This ensures a large surface area for inter-
action with T cells and with which to sample the surrounding 
environment (Fig. 23.2) (Chapter 6). Under resting conditions, 
two different types of DCs are present in skin: myeloid-derived 
cDCs and pDCs. cDCs are potent APCs. pDCs are less dendrit-
ic and are ineffective APCs, but produce type I IFNs in the skin. 
pDCs reside in the dermis and are a cellular component of the 
innate immune response. Unlike conventional DCs, pDCs func-
tion primarily to release type I IFN-α and -β. pDCs have also 
been implicated in the pathogenesis of psoriasis (Chapter 64).   
In perturbed skin, inflammatory DCs (iDCs) accumulate to 
produce abundant levels of TNF-α and inducible nitric oxide 
synthase (iNOS). They are derived from circulating monocytes 
that differentiate into DCs upon transendothelial migration 
into inflamed dermis.

To perform antigen-presenting function, LCs and DCs ex-
press antigen capture receptors that internalize bound microbes 
and antigens into processing endosomes, where antigens are 
cleaved and trimmed into short peptides and then loaded into 
the peptide-binding groove of MHC (human leukocyte anti-
gen [HLA]) molecules in human) (Chapters 5 and 6). Peptide–
MHC molecular complexes are then “presented” at the surface 
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langerin-positive dermal DCs are also critical for activating Tfh 
cells for IgG2a/c and IgG2b isotype antibody production. In the 
resting state, all DCs are poor stimulators of T cells. Interac-
tion with so-called immature DCs can generate unresponsive 
antigen-specific T cells, a key mechanism for maintaining im-
mune tolerance, which is needed to prevent the immune system 
from attacking self-tissues.

T-CELL SUBPOPULATIONS AND THE SKIN
In response to instructional cues from cutaneous DCs, antigen-
specific T cells differentiate into specialized subsets, each with 
functions that focus on eliminating specific types of pathogens 
(see Table 23.3). Pre-sensitized, functionally committed T cells 
that home to skin remain in the dermis as long-lived resident 
memory T cells (TRM). The skin of a healthy adult contains 
nearly 20 billion TRM cells, about twice the number present in 
the entire blood volume.20 Among the best-characterized dif-
ferentiated CD4 T-cell subsets are Th1, Th2, Th17, Th22, and 

Tregs, each of which has a distinct cytokine profile. CD8 T cells 
primarily function as cytotoxic effector cells, but also express 
cytokine profiles analogous to CD4 subsets, termed Tc1, Tc2, 
and Tc17.21

Th1 Responses
Th1 cells are the principal mediators of immunity that eradicate 
intracellular pathogens and tumors. Their major effector cyto-
kine is IFN-γ. IFN-γ from Th1 cells stimulates macrophages 
to phagocytose and generate oxidative bursts that aid intra-
cellular killing of microbes. IFN-γ also upregulates expression 
of class I and class II MHC molecules and ICAM-1 (CD54) 
on keratinocytes, dermal microvascular endothelial cells, and   
fibroblasts, and induces them to secrete proinflammatory   
cytokines and chemokines. Deficiencies in Th1 cells increase 
susceptibility to cutaneous microbial infections and tumors. 
Th1 cells are responsible for cutaneous delayed-type hyper-
sensitivity responses (e.g., tuberculosis skin test reaction) and   
allergic contact dermatitis (Chapter 48).

FIG. 23.2 Langerhans Cells (LCs). (A) A horizontal view of epidermis (murine) stained with an antibody to major histocompatibility 
complex (MHC) class II molecules. Only LCs are positive in unperturbed skin. Dendritic shaped LCs are spaced throughout the epi-
dermis with dendrites stretching out to meet and communicate with neighboring LCs. (B) High-power view of an LC. Note contact 
between adjacent LCs. (C) Transmission electron microscopy of Birbeck granules in LCs from human epidermis. The Birbeck granule 
has a “tennis racket” morphology and is formed by internalized langerin molecules. (From Romani N, Clausen BE, Stoitzner P, et al. 
Langerhans cells and more: langerin-expressing dendritic cell subsets in the skin. Immunol Rev. 2010:234[1]:120–141.)
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Th2 Responses
Th2 cells are involved in immune responses important for eradica-
tion of extracellular parasites and bacterial infections. They pro-
duce IL-4, IL-5, IL-10, and IL-13. Th2 cell-mediated inflammation 
is characterized by the presence of eosinophils (Chapter 45) and 
basophils as well as extensive mast cell degranulation. In mice, 
Th2-cell deficiency profoundly increases susceptibility to Leish-
mania infection in skin. In humans, Th2 cells play a critical role 
in the pathogenesis of atopic dermatitis (Chapter 48). Dupilumab 
is a monoclonal antibody that inhibits IL-4/IL-13 signaling. It ef-
fectively blocks the decrease of skin barrier function, class switch 
to IgE, and differentiation of Th2 cells. It is approved for the treat-
ment of moderate to severe atopic dermatitis.22

Th17 Responses
Th17 cells produce IL-17A, IL-17F, IL-21, and IL-22. Th17 cells 
protect against extracellular bacterial and fungal infections in 
skin. Both IL-17A and IL-17F enhance protective immune 
responses by inducing keratinocytes production of granulo-
cyte colony-stimulating factor (G-CSF), and antimicrobial 
peptides. Mice deficient in IL-17A are highly susceptible to S. 
aureus infections in skin. IL-17 and IL-22 are important me-
diators of psoriasis and are implicated in other autoimmune 
skin disorders. Anti-human IL-17 antibodies (secukinumab 
and ixekizumab) and an IL-17 receptor antagonist (brodalum-
ab) are effective in over 75% of individuals with moderate to 
severe psoriasis.23 Because IL-23 promotes Th17-cell develop-
ment, antibodies that block p19 subunit of IL-23 (guselkumab, 
risankizumab, tildrakizumab, bimekizumab) or the p40 sub-
unit common to both IL-12 and IL-23 (ustekinumab) are ef-
fective therapeutic agents for psoriasis.23

Regulatory T Cells
Tregs diminish immune responses in skin, an important func-
tion for dampening inflammatory responses and limiting tissue 
damage (Chapter 13). Conversely, an increase in Treg suppres-
sion can impair host immune surveillance against cutaneous tu-
mors. Natural Tregs (nTregs) develop in the thymus in response 
to self-antigens, whereas induced Tregs (iTregs) develop in the 
periphery in response to foreign antigens. Both are commonly 
characterized as CD4+/CD25+/Foxp3+. Both produce immu-
nosuppressive cytokines (IL-10 and/or transforming growth 
factor [TGF]-β). They can also express immunoregulatory sur-
face molecules, such as CTLA-4, PD-1, glucocorticoid-induced 
TNFR family–related gene (GITR), and lymphocyte activation 
gene 3 (LAG-3). They can directly inhibit T-cell activation and 
function, and suppress the antigen-presenting activity of cDCs. 
A defect in Treg function will result in autoimmune and inflam-
matory diseases. About 5% to 10% of the T cells resident in nor-
mal human skin are Tregs.24

CD8 T-Cell Immunity
CD8 T cells differentiate into cytotoxic T lymphocytes (CTLs), 
which are essential for the elimination of viral infections and 
cancerous cells (Chapter 12). CD8 T cells are important effec-
tors of immune surveillance. Their presence in tumor tissues is a 
good prognostic factor for certain types of cancer.25 Diminished 
CD8 T-cell function increases the susceptibility to squamous 
cell and basal cell carcinomas. Cytotoxic CD8 T cells and CD8 
T cells producing IFN-γ or IL-17 (Tc1 and Tc17, respectively) 
are key mediators in allergic contact dermatitis (Chapter 48).26

γδ T Cells
γδ T cells, also known as dendritic epidermal T cells (DETCs), 
bridge innate and adaptive immunity. In place of conventional αβ
chain TCRs, they express a more restricted repertoire of γ and δ
chain T-cell receptors (TCRs) (Chapter 4). They reside in epithelial 
tissues of skin, gut, lungs, and reproductive tract.27 In humans, γδ 
T cells account for at least 10% of the T cells in the epithelium. 
Epithelium-resident γδ T cells differ from circulating γδ T cells 
with respect to their development, selection, TCR diversity, and 
effector functions. Epithelial γδ T cells are not restricted by MHC 
class I or class II molecules (Chapters 5 and 6). Instead, they recog-
nize PAMP and DAMP molecules presented by non-classic MHC 
molecules, such as CD1. They use alternate sets of costimulatory 
molecules, such as the junctional adhesion molecule–like protein 
(JAML) and its ligand, the coxsackievirus and adenovirus receptor 
(CAR). They are thought to be partially activated under static con-
ditions. This enables them to mount responses to pathogenic stim-
uli rapidly. γδ T cells are also involved in epidermal wound repair, 
can influence DC activation, and can directly present antigens.

MAST CELLS
Skin is a rich source of mast cells (Chapter 44).28 These cells are 
derived from CD34+ progenitors in bone marrow and migrate 
into tissues at environmental interfaces. In skin, they are present 
in the dermis at a density of up to 20,000/mm2. They are typical-
ly concentrated around the dermal microvasculature, append-
ages, and nerves. Their cytoplasmic granules contain a plethora 
of preformed mediators that include histamine and heparin; the 
proteases tryptase, chymase, carboxypeptidase, arylsulfatase 
A, β-hexosaminidase, and β-glucuronidase; and the cytokines 
TNF-α, GM-CSF, IL-3, IL-4, IL-5, IL-6, IL-8, and IL-13.

Mast-cell activation plays a prominent role in urticaria 
and angioedema. Mast-cell activation is also implicated in the 
pathogenesis of bullous pemphigoid, leukocytoclastic vasculitis, 
atopic dermatitis, allergic contact dermatitis, and mastocytosis 
(urticaria pigmentosa).

EVENTS INVOLVED IN THE GENERATION OF A 
PROTOTYPIC INNATE AND ADAPTIVE IMMUNE 
RESPONSE IN THE SKIN
Keratinocytes constitutively produce a pool of inactive proin-
flammatory precursors: pro–IL-1α, pro–IL-1β, pro–IL-18, and 
others. In response to immunological and inflammatory stimuli, 
these molecules can be immediately processed into active media-
tors by inflammasomes, which are rapidly formed in the presence 
of DAMPs. IL-1β, a potent stimulator of endothelial cell activa-
tion, permits rapid infiltration of inflammatory myeloid cells and 
T cells from blood into the dermis. TNF-α contributes to dermal 
microvascular endothelial cell activation and augments expres-
sion of ICAM-1 (CD54) on keratinocytes and endothelial cells. 
Infiltrating T cells express the β2-integrin molecule leukocyte 
function–associated antigen-1 (LFA-1), which binds to ICAM-
1 expressed on affected cells in the dermis and epidermis. IL-6 
helps drive the development of IL-17–producing Th17 cells. IL-6 
can also perpetuate chronic inflammation.

Activated keratinocytes respond to these proinflamma-
tory mediators by generating a second set of cytokines and che-
mokines (including GM-CSF, TNF-α, and CXCL8/IL-8) with   
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autocrine and paracrine effects. They activate unaffected neighbor-
ing keratinocytes to amplify proinflammatory signals. These cyto-
kines are a key to triggering adaptive immune responses by activat-
ing cutaneous LCs and DCs to become mature potent APCs. APC 
interaction with antigen-specific, skin-resident memory T cells 
stimulates proliferation and expansion of differentiated effector T 
cells at the affected skin site. Keratinocyte-derived IL-8 is a potent 
chemoattractant for neutrophils. The influx of leukocytes further 
amplifies local immune responses, inflammation, and associated 
tissue damage. Stimulation of TLRs 7 and 9 within small numbers 
of resident dermal pDCs leads to abundant production of type I 
IFN-α, inducible nitric oxide synthase (iNOS), and arginase, which 
aid in eradication of viral infection and other invading organisms.

This first-wave innate immune response is followed by a slower,   
but more specific, second-wave adaptive immune response to 
control and eliminate antigenic stimuli (FIG. 23.3). Antigens are 
taken up by epidermal LCs and dermal DCs. They carry antigens 
from the affected skin site to draining lymph nodes, where they 

present those antigens to activate and expand T cells specific for 
the antigens to which the skin was exposed (Chapter 6). To emi-
grate from the epidermis to regional lymph nodes, LCs down-
regulate E-cadherin, allowing them to detach from surrounding 
keratinocytes. During migration to the draining lymph node, LCs 
and DCs undergo changes that halt antigen capture activity (by 
downregulation of antigen capture receptors) and increase expres-
sion of T-cell interactive molecules: MHC class I and II molecules, 
costimulatory molecules CD80 and CD86, and ICAM-1 (CD54).

Naïve T cells in lymph nodes that express TCRs for the 
antigens in skin form APC–T cell conjugates during which T 
cells are programmed to differentiate into functionally distinct 
T-cell subsets. These newly activated T cells leave the lymph 
node by downregulating their lymph node–homing receptors, 
CCR7, and L-selectin (CD62L) and upregulating the skin-
specific homing receptor CLA and chemokine receptors CCR4 
and CCR10 to enter the affected skin site.13 Unless antigen is 
present in skin for an extended period, the sensitization phase 

FIG. 23.3 Phases for the Development of Immune Responses in Skin. During the sensitization phase, dendritic cells (DCs) capture 
antigens in skin and migrate through afferent lymphatics to the skin-draining lymph nodes (LNs) where they present the antigens 
to naïve T cells. T-cell differentiation is induced by activated cutaneous DCs, and they develop into resident memory T (TRM) cells and 
central memory T (TCM) cells representing different lineages (Th1, CTL, Th17, Tc17), depending on DC programming. Activated TCM that 
leave LNs and migrate to skin become skin resident TRM, whereas non-activated TCM remain in lymph nodes. The effector phase occurs 
in response to subsequent exposures to antigen. DCs become activated, which, in turn, stimulates local TRM to become effector cells 
in situ. Activated cutaneous DCs that reach the draining LN activate TCM to become skin-homing T effector cells, which are recruited to 
the inflamed dermal site. These effector cells, in concert with recruited cells, will enter into the epidermal layer by binding intercellular 
adhesion molecule 1 (ICAM-1) molecules present on activated keratinocytes. They act to clear infection, eliminate pathogen-infected 
cells, remove debris, and repair the skin barrier. (Drawing by Laura Timares, P   h                                                          D                     .   )    
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on first exposure to antigen does not cause an inflammatory re-
action and often goes unnoticed.

In the dermis of resting skin, resident memory T cells (TRM), 
previously activated during the sensitization phase, persist in 
the absence of antigens and are readily available for further en-
counters with the same antigen. Central memory T cells (TCM) 
reside in lymph nodes. Unlike TRM, TCM do not express high lev-
els of skin-homing receptors CLA and CCR4 or exhibit imme-
diate robust responses to antigen restimulation. TCM in lymph 
nodes or spleen can be activated by presentation of antigen by 
skin-draining LCs or DCs. Activated TCM enter the circulation, 
express skin-homing receptors, and extravasate into skin sites 
where antigen is present, thereby further contributing to the 
immune response. CD4 and CD8 TRM and recruited TCM that 
interact with antigen-activated LCs and DCs in the dermis are 
further stimulated to proliferate in situ to (i) amplify effector 
cell numbers, (ii) augment cytokine and chemokine production, 
and (iii) recruit additional inflammatory leukocytes, all of which 
act in concert to eradicate the antigen present in skin. Events 
are terminated by regulatory T cells and immunosuppressive 
cytokines such as IL-10, TGF-β, and IL-1 receptor antagonist 
(IL-1RA). This allows the skin to return to its non-inflamed sta-
tus. IL-10 is a potent inhibitor of adaptive and inflammatory 
cellular responses, whereas IL-1RA effectively blocks the activ-
ity of IL-1β. In addition, macrophages and certain DC subsets 
can inhibit ongoing adaptive immune responses through their 
expression of indoleamine 2,3-dioxygenase (IDO), an enzyme 
that alters tryptophan metabolism in T cells.

ANTIBODIES AND SKIN
Although the role of IgG, IgA, and IgE antibodies (Chapters 4 
and 8) in normal skin homeostasis is not well understood, Igs 
often play key roles in the pathogenesis of several different der-
matological diseases. Pathogenic IgG causes blistering disor-
ders, including pemphigus, bullous pemphigoid, epidermolysis 
bullosa acquisita, paraneoplastic pemphigus, and leukocyto-
clastic vasculitis. IgA is key to the pathogenesis of dermatitis 
herpetiformis, linear IgA bullous dermatosis, and IgA-mediated 
cutaneous vasculitis. IgE-dependent skin diseases include urti-
caria and angioedema and bullous pemphigoid.

Urticaria
Urticaria (Chapter 46) is a form of IgE antibody–mediated adap-
tive immunity in the skin. Mast cells express high-affinity surface 
receptors for the Fc portion of IgE (FcεRI), which binds and re-
tains IgE for long periods. Antigen-induced cross-linking of IgE 
bound to FcεRI initiates calcium- and energy-dependent events 
that culminate in fusion of granules to the plasma membrane and 
release of granule contents. Degranulation releases potent pros-
tanoids, histamines, and inflammatory cytokines that rapidly re-
cruit inflammatory cells. Non-antigenic stimuli, such as opiates, 
C5a, anaphylatoxin, stem cell factor, and substance P, can activate 
degranulation through FcR-independent opioid, adenosine, and 
β-adrenergic receptors. The products and contents of mast-cell 
granules are causative agents of acute vasodilatation, edema, pru-
ritus, and rapid influx of leukocytes and eosinophils into skin.

Hyper-Immunoglobulin E Syndrome
Hyper-immunoglobulin E (IgE) syndrome (HIES) is an autoso-
mal dominant disease that develops cutaneous manifestations 
of severe dermatitis, recurrent infections of staphylococcal 

abscesses, and, sometimes, cutaneous candidiasis. Dominant 
negative mutations in the signal transducer and activator of 
transcription 3 (STAT3) gene are associated with this disease. 
Deficient STAT3 signaling leads to impaired β-defensin expres-
sion, which may explain some of the clinical manifestations.29

ENVIRONMENTAL CHALLENGES AND 
THE SKIN-ASSOCIATED LYMPHOID TISSUE

Chemicals
Environmental chemicals that are able to breach the cutaneous 
physical barrier are often identified by the host, correctly or in-
correctly, as unwelcoming molecules that should be neutralized 
or eliminated by the immune system. When this occurs to a 
seemingly innocuous molecule, it causes allergic contact der-
matitis. Examples include urushiol, the active moiety in poison 
ivy, oak, and sumac, and nickel sulfate, responsible for the der-
matitis caused by nickel-containing jewelry. Once beyond the 
stratum corneum, these chemicals bind to epidermal proteins, 
generating “modified self ” proteins as immunogenic complete 
antigens. Animal models of allergic contact dermatitis have 
been studied extensively to understand the mechanism of ac-
tion of T-cell-mediated adaptive immune responses in the skin.

Solar Ultraviolet Radiation
Sunlight is the major environmental agent to which skin is ex-
posed. Injudicious exposure to UV spectrum can lead to sun-
burn, skin aging, skin cancers, and photosensitivity diseases, 
many of which have an immunological pathogenesis. Although 
much of the investigation into the immunological effects of 
UVR was conducted in animal models, many of the observa-
tions have been corroborated in humans.

In mice, as in humans, chronic exposure to UVR results in 
the development of highly antigenic skin tumors, capable of 
stimulating a vigorous antitumor response in untreated mice. 
Despite their antigenic nature, these tumors grow progressively 
in their original host. This apparent paradox was resolved in 
studies showing that, in addition to producing mutant neoplas-
tic cells, UVR also impairs cell-mediated immune surveillance, 
which, under normal circumstances, eliminates mutant cells 
before they develop into clinically apparent tumors. Thus, mu-
tant cells progress to become tumors only in an environment of 
immune suppression. For example, organ transplant recipients 
who are treated with immunosuppressive medications have a 
greatly increased risk of developing aggressive skin cancers.30

UVR mediates its effects on the immune system by perturb-
ing the function of skin APCs. UV-irradiated APCs are poor 
stimulators of Th1 cells but are able to activate Tregs, which pro-
mote antigen-specific immunological tolerance. Enhanced pro-
duction of the suppressive cytokines IL-10 and TGF-β, as well 
as by a reduction in the Th1 activation cytokine IL-12 also play 
a role. It may seem surprising that an environmental carcino-
gen, such as UVR, suppresses immunological function in skin. 
One proposed hypothesis is that altered epithelial proteins are 
constantly generated by UVR exposure, necessitating chronic 
induction of immune tolerance to UVR-damaged proteins to 
preserve the integrity of the skin barrier.

The immunosuppressive effect of UVR has been exploited 
for therapeutic purposes. UVR phototherapy is used to suppress 
pathological immune responses in such inflammatory skin dis-
eases as psoriasis and atopic dermatitis.30
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ON THE HORIZON
• Development of small-molecule inhibitors of JAK/STAT signaling that 

can be given orally or topically for the treatment of psoriasis.
• Elucidation of the mechanisms underlying comorbidities, such as met-

abolic syndrome and major adverse cardiovascular events in patients 
with psoriasis.

• Development of new cytokine inhibitors to treat a spectrum of skin 
diseases (such as IL-17 and IL-23 inhibitors for the management of 
hidradenitis suppurativa).

• Targeting of dendritic cell subsets (DCs) in order to optimize vaccina-
tion.

• Use of cytokines or cytokine inhibitors to manipulate cutaneous im-
mune responses in immunologically mediated skin diseases (such as 
vitiligo, alopecia areata, cutaneous lupus erythematosus, and derma-
tomyositis). 
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Mammals have evolved into a sophisticated network of cells 
and molecules that serves to maintain homeostasis on exposed 
mucosal surfaces. This system is anatomically and functionally 
distinct from its bloodborne counterpart and is strategically 
located at the portals through which most pathogenic micro
organisms enter the body. This specific branch of the immune 
system may have developed in response to the size of the muco
sal surfaces, which cover an area of ≈70 m2 in the airways and 
≈400 m2 in the gut of an adult human, and the large numbers 
of commensal bacteria and exogenous antigens to which the 
mucosae are exposed.1

THE INNATE MUCOSAL DEFENSE SYSTEM
Cells and molecules that contribute to innate defense of the 
mucosa include the physical barrier provided by epithelial cells, 
the movement of the epithelial cilia, the production of mucus 
by goblet cells, the secretion of molecules with innate antimi
crobial activity, and the cytolytic activity of natural killer (NK) 
cells (Fig. 24.1, A). Innate lymphoid cells (ILCs; Chapter 3) were 
identified recently as key players in innate mucosal immunity 
(See Fig. 24.1, B). In concert with the commensal microbiota 
(Chapter 22), these innate mechanisms provide a first line of de
fense against exogenous antigens and invading pathogens. Epi
thelial Cells and Other Effectors of the Mucosal Physical Barrier

the  lumen by goblet cells. This layer of glycoproteins interferes 
with the attachment of microorganisms to the mucosal surface. 
The replacement of damaged or infected enterocytes by crypt 
epithelial cells, which differentiate into enterocytes as they mi
grate toward the desquamation zone at the villus tip, ensures the 
integrity of this barrier. Multilayered squamous epithelial cells 
cover other mucosal surfaces, including the oral cavity, phar
ynx, tonsils, urethra, and vagina. These epithelia lack tight junc
tions. Instead, mucus coats the intercellular space between the 
lower stratified epithelial cell layers. Polymeric immunoglobu
lin A (pIgA) and commensal microbes support the physical bar
rier function of mucosal tissues. Perturbation of the commensal 
microbiome, which is present in the mucus ecosystem, facili
tates opportunist infections by pathogens such as Clostridium 
difficile.

Defensins and Other Mucosal Antimicrobial Peptides
Selected epithelial cell subsets contribute to innate responses 
through the production of antimicrobial peptides, iron trans
porters, and enzymes. Defensins are 30 to 40 amino acid βsheet 
peptides with antiviral activity and antimicrobial effects similar 
to those of antibiotics. Defensins are structurally segregated into 
α and β categories. αDefensins are secreted by tracheal epithe
lial cells and by Paneth cells in intestinal crypts. αDefensins 
are homologous to peptide mediators of nonoxidative microbial 
cell killing in neutrophils (termed human neutrophil peptides
[HNPs]).2 Human βdefensin 1 (HBD1) is expressed in the 
epithelial cells of the oral mucosa, trachea, bronchi, mammary 
glands, and salivary glands, whereas HBD5 is expressed in the 
gut. Inflammatory cytokines (Chapter 14), including interleu
kin1 (IL1), IL17, tumor necrosis factor (TNF), and bacterial 
lipopolysaccharide (LPS), regulate defensin production.

Other antimicrobial products of the epithelium include 
lactoferrin, lysozyme, peroxidases, secretory phospholipase 
A2 (SPLA2), and cathelinassociated peptides. Lactoferrin, 
a member of the transferrin family, is found in exocrine se
cretions. SPLA2 and lysozymes are released by Paneth cells 
and high concentrations of lysozyme (1209 to 1325 μg/mL) are 
found in tears, saliva, colostrum, serum, and urine. Human 
milk contains lysozyme in concentrations ranging from 20 to 
245 μg/mL, depending on the lactation period. Milk leukocytes 
produce myeloperoxidase (MPO), and mammary gland cells 
produce human lactoperoxidase (hLPO). Both peroxidases 
display properties similar to those of human salivary peroxi
dases (hSPO). Secretory leukocyte protease inhibitor (SLPI) is 
found in human saliva, nasal secretions, tears, cervical mucus, 
and seminal fluid. It is believed to be responsible for the anti–
human immunodeficiency virus (HIV) properties of external 
secretions.

The innate defenses of the mucosal immune system provide a first line 
of protection against the entry of exogenous antigens and microbes, as 
well as invading pathogens. These defenses include:
• Physical and chemical barriers: the epithelium, epithelial cell cilia, 

goblet cell mucus production, acid production by the stomach, lipid 
production by skin.

• Mucosal antimicrobial molecules: Paneth cell production of 
α-defensins in the small intestine; epithelial cell production of β de-
fensins in the oral mucosa, trachea, bronchi, mammary glands, and 
salivary glands: lactoferrin, lysozyme, lactoperoxidase, and secretory 
leukocyte protease inhibitor (SLPI).

• Cellular innate immunity: mucosal natural killer (NK) cells, innate 
lymphoid cells (ILCs), dendritic cells (DCs), polymorphonuclear 
neutrophils (PMNs), mast cells and eosinophils. 

KEY CONCEPTS
Innate Defenses of the Mucosal Immune System

All mucosal surfaces are covered by epithelial cells, which 
contribute to their selective barrier function. In the gastrointes
tinal (GI) tract, tightly joined enterocytes constitute the  cellular 
component of the physical barrier and are covered by a blan
ket of mucus. Mucus consists of glycoproteins secreted into 
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FIG. 24.1 Innate Mucosal Host Defense Factors. (A) A thick 
coat of mucus prevents penetration of exogenous macromol-
ecules, commensal microbes, and potential pathogens. The 
epithelial cell barrier is connected via tight junctions and con-
tains both αβ and γδ intraepithelial T lymphocytes (IELs). The 
crypt regions contain Paneth cells, which produce cryptins 
(α-defensins). β-Defensins are products of epithelial cells and 
form a defensin  network. Other innate factors such as lysozyme, 
lactoperoxidase, lactoferrin, and phospholipases, also serve in 
antimicrobial defense. (B) Three types of innate lymphoid cells 
are identified based on their cytokine production.

A

Mucus

Mucus

Density
• Mucus
• Commensal microbes

Tight junctions

Small intestine Large intestine

Outer
mucus

Inner
mucus

Cryptdins:
• α-Defensins
• HD-5 (34 aa)
• HD-6 (35 aa)

• β-Defensins
• TAP (38 aa)
• HBD-1 (36 aa)

αβ
IELs

γδ
IELs

ILCs ILCs ILCs

NK

plgA

Plasma cells

HNP
(1 to 4)

Lactoperoxidase
Lactoferrin
Lysozyme

PMN Other
myeloid

cells

Antimicrobial
peptides

B • Natural helper cells
• IL-5, IL-9, IL-13, and amphiregulin
• Worm clearance (eosinophil)
• Tissue repair (amphiregulin)
• Allergic asthma induction

ILC2: • NK cells (perforin/granzyme)
• IFN-γ and TNF-α
• Killer function

ILC1: 

• Lymphoid tissue inducer (LTi)
• Produce IL-22 and IL-17A
• Intestinal epithelial cell repair
• Protect from extracellular
  pathogens (i.e. Salmonella etc.)
• IBDs

ILC3: 

CD103/CD160

CD90 (mouse)

CD127

CD127

IL-23R

CCR6

IL-25R

IL-33R

TSLP-R
ILCs



308 PART III Host Defenses to Infectious Agents

Mucosal Innate Lymphoid Cells
ILCs, recently described, constitute groups of lymphoid cells 
that are predominantly found in mucosal tissues. ILCs lack T
and Bcell receptors. They contribute to innate regulation of 
homeostasis through their ability to rapidly produce cytokines. 
Similar to CD4 Thelper (Th) cells (Chapter 11), ILCs can be 
divided into three major groups according to the cytokines they 
produce.3,4 Group 1 ILCs (ILC1) produce interferonγ (IFNγ) 
and are considered similar to Th1 cells. Cells with ILC1 phe
notypes express CD103/CD160 and CD127 and include NK 
cells, which are large granular lymphocytes found in the lamina 
propria and the intraepithelial compartment. Group 2 ILCs are 
similar to Th2 cells and produce IL5, IL9, IL13, and amphi
regulin. ILC2 are responsible for innate responses in allergies 
and asthma. As with Th17 cells, group 3 ILCs (ILC3) secrete IL
17 and/or IL22. Although lymphoid tissue inducer (LTi) cells 
are ILC3,  functional properties of these cells are distinct from 
other mucosal ILC3.3,4

Two types of ILC1 occur in the tonsils and the mucosa of 
the GI tract. CD103+, CD160+ ILCs are found in the intraepi
thelium compartment of the intestines and produce “perforin” 
a granzyme like NK cells. This ILC1 subset requires Nfil3 and 
Tbet transcription factors for its development. An ILC1 pop
ulation expressing low levels of RORγt and aryl hydrocarbon 
receptor (Ahr) similar to ILC3 was identified in humans. These 
ILCs express IL7Rα (CD127), but not conventional lympho
cyte lineage or NK cell markers. Both subsets of ILC1 may be 
involved in the induction of inflammatory bowel disease (IBD).3

ILC2 are seen in the lungs, upper respiratory mucosa, gut, and 
skin. By producing IL5, IL13, and amphiregulin, they play key 
roles in the clearance of parasites, including Nippostrongylus 
brasiliensis and Trichuris muris. ILC2 are also important in the 
development of asthma and allergies, including atopic dermati
tis. Although ILC2 were reported to promote airway hypersen
sitivity during acute influenza virus infection, the amphiregulin 
they produce could also help maintain lung epithelial cell ho
meostasis.3 A recent study showed that ILC2 also play a key role 
in the induction of IgA Ab responses. Thus, absence of ILC2 
prevented the induction of IgA Abs that protect the stomach 
by eliminating IgAcoated bacteria, including pathogenic Heli-
cobacter pylori.5

ILC3 display heterogenic cytokine profiles in both humans 
and mice. Thus, human ILC3 bearing NKp44 and CCR6 pro
duce IL22 alone. However, human ILC3 isolated from patients 
with Crohn disease produce IL17 and IFNγ. Mouse LTi and 
LTilike ILC3 produce both IL17 and IL22. NKp46+ ILC3 se
crete IL22, as well as IFNγ under certain conditions, but not 
IL17. Another subset of mouse ILC3 that produces IFNγ, IL
17, and IL22 can be found in the large intestine. ILC3derived 
IL22 induces antimicrobial peptide responses by intestinal epi
thelial cells (IECs). Furthermore, IL22 from ILC3 was reported 
to enhance innate immunity against Salmonella and bacterial 
infection secondary to influenza virus infection.3,4 Because ILC3 
are also involved in the induction of colonic inflammation and 
colorectal cancer, they may act as a doubleedged sword in the 
mucosal immune system.3,4

THE COMMON MUCOSAL IMMUNE SYSTEM
Higherorder mammals have developed an organized second
ary lymphoid tissue system in the GI and upper respiratory 
tracts. Gutassociated lymphoid tissues (GALTs) include Peyer 

patches (PPs), the appendix, and solitary lymphoid nodules in 
the GI tract (Chapter 2). Tonsils and adenoids comprise naso
pharyngealassociated lymphoid tissues (NALTs). Experimental 
animals, such as rabbits, rats, and guinea pigs, exhibit organized 
bronchusassociated lymphoid tissues (BALTs) that also oc
cur in human airway branches with inflammation.1 Together, 
GALTs and NALTs in humans and GALTs, BALTs, and NALTs 
in experimental species are termed mucosa-associated lymphoid 
tissue (MALT).

The vast areas of the mucosal immune system characterized 
by diffuse collections of lymphoid cells are termed “effector tis-
sues.” These include the interstitial tissues of the mammary, 
lacrimal, salivary, sweat, and all other exocrine glands, as well 
as the lamina propria and the epithelium of the GI tract. The 
lamina propria areas of the upper respiratory and genitourinary 
tracts are also lymphoid effector sites. MALT is connected with 
effector sites through the migratory patterns of effector cells.

The term mucosa-associated lymphoid tissue (MALT) comprises dis-
crete and diffuse collections of lymphoid tissues that share distinctive 
features, including a unique type of epithelium, a distinct architecture, a 
unique set of antigen-presenting cells (APC) and B cells, where switching 
to immunoglobulin A (IgA) predominates. The involved tissues  include:
• Gut-associated lymphoid tissues (GALTs): Peyer patches (PPs), the 

appendix, and solitary lymphoid nodules in the gastrointestinal (GI) 
tract

• Nasopharyngeal-associated lymphoid tissues (NALTs): tonsils and 
adenoids

• Effector tissues: the interstitial tissues of the mammary, lacrimal, 
salivary, sweat, and all other exocrine glands; the lamina propria and 
the epithelium of the GI tract; and the lamina propria areas of the 
upper respiratory and genitourinary tracts. 

KEY CONCEPTS
The Common Mucosal Immune System

Mucosa-Associated Lymphoid Tissue  
as an Inductive Site
MALT has a unique type of epithelium for antigen uptake. Its fea
tures include a characteristic architecture, antigenpresenting cell 
(APC), and Bcell areas with germinal centers where switching to 
IgA predominates. The columnar epithelium that covers MALT is 
infiltrated with lymphocytes and APCs, leading to the term folli
cleassociated epithelium (FAE). Lacking goblet cells, the FAE is 
covered with far less mucus than normal enterocytes. Soluble and 
particulate luminal antigens are taken up by microfold (M) cells 
and are delivered to adjacent APCs. M cells have been described 
in PPs, the appendix, and tonsils, and represent 10% to 15% of 
cells within the FAE.5 M cells are also found in isolated lymphoid 
follicles (ILFs) and at the tips of the villus, where they are termed 
“villous M cells.”5 The microvilli of these cells, which are less 
dense than those of adjacent enterocytes, offer a portal of entry 
into MALT (Fig. 24.2). The M cell is often identified by an in
vagination of the basolateral membrane into a “pocket”  normally 
occupied by lymphocytes and APCs (Fig. 24.3).

M cells appear ideal for antigen uptake owing to a well 
developed microvesicle system that includes endosomes. How
ever, it remains unclear whether M cells act as classic APCs. M 
cells also provide a portal of entry for some pathogens, such 
as invasive strains of Salmonella typhimurium, but not for 
noninvasive strains of S. typhimurium and reoviruses.
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GALT Bcell follicles are enriched in IgAbearing B cells, 
suggesting that they are major sites for Bcell μ to α switching 
(Chapters 4 and 7). The interfollicular regions of PPs contain 
high endothelial venules (HEVs) (Chapters 2 and 16). Both 
CD4 and CD8 TCRαβ T cells are found in these interfollicular 
regions, with CD4 T cells representing the predominant phe
notype. Both naïve and memory T cells are present in PPs, with 
onethird in cell cycle (see Fig. 24.4; Table 24.1). Lymphotoxinα
(LTα), lymphotoxinβ (LTβ), and TNF (Chapter 14) are criti
cal for lymphoid tissue organogenesis (Chapter 2). LTα−/− mice 
are deficient in secondary lymph nodes, whereas LTβ−/− mice 
have mesenteric and cervical lymph nodes but lack peripheral 
lymph nodes and PPs. Tumor necrosis factor–receptor I (TNF
RI)−/− mice lack or display abnormal PP structures, whereas 
TNF−/− mice exhibit normal PPs.

Nasopharyngeal-Associated Lymphoid Tissues (NALTs)
Strategically positioned at the entry of the respiratory and 
the digestive tracts are the accumulations of lymphoid tissues 
that comprise the palatine, lingual, and nasopharyngeal ton
sils, which collectively form the Waldeyer ring. These tissues 
resemble both lymph nodes and PPs, including a FAE with M 
cells in the tonsillar crypts that is essential for selective antigen 
uptake (see Fig. 24.3). Germinal centers containing B and T 
cells, plasma cells, and APCs are also present. Tonsillar tissues 
can serve as a source of precursors of IgA plasma cells found 
in the upper aerodigestive tracts, as well as inductive sites for 
systemic and mucosal immune responses.6 The LTα1β2 – LTβ
receptor signaling pathway is essential for the maintenance, but 
not the initiation of NALT organogenesis.7 Signaling via the 
IL7/IL7R and the Lselectin/peripheral lymph node addressin 
(PNAd) adhesion molecules both play important roles in the 
organization of NALTs.8

Other Sites for Mucosal Induction  
of an Immune Response
The follicular structures analogous to PPs in the large intestine 
are known as rectalassociated lymphoid tissues (RALTs). Un
like most other mucosal tissues in humans, the large intestine 
lamina propria is home to more IgA2 than IgA1producing 
cells.8 Eye drop administration of antigen elicits secretory 
immunoglobulin A (SIgA) antibody responses in ocular and 
nasal mucosae. Thus, both tearduct associated lymphoid tissue 
(TALT) and conjunctiva associated lymphoid tissue (CALT) 
take up antigens for the initiation of mucosal immune  responses 
as a component of MALT.9 Immunization via the  epicutaneous 
and sublingual routes is emerging as a potential method for 
induction of mucosal immunity, and structures facilitating 
these responses are being investigated.

LYMPHOCYTE HOMING INTO MUCOSAL 
COMPARTMENTS

Mesenteric lymph node cells of orally immunized animals can 
repopulate the lamina propria of the gut, mammary glands, 
lacrimal glands, and salivary glands with antigenspecific IgA 
plasma cells (see Fig. 24.4, B),1 pointing to the existence of a 
“common” mucosal immune system. This concept has under
gone further refinement, with evidence that migration of cells 
into and from NALTs follows rules different from those for 
GALTs and the GI tract.

FIG. 24.2 The Microfold (M) Cell. A scanning electron micro-
graph of an M cell with adjacent enterocytes. The M cell has 
selectively bound Escherichia coli 0157. Note that a thick brush 
border is lacking, facilitating the binding and uptake of micropar-
ticles. (Courtesy of Dr. Tatsuo  Yamamoto, Niigata University.)
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FIG. 24.3 Microanatomic Features of Microfold (M) Cells.
The M cell forms a “pocket” containing memory lymphocytes. 
It actively pinocytoses soluble antigens and phagocytoses par-
ticulates such as viruses, bacteria, and microspheres. (Courtesy 
of Dr. Svein Steinsvoll, University of Oslo.)

Gut-Associated Lymphoid Tissues
Each PP contains a dome region that is positioned under the 
FAE. This dome region is populated by T cells, B cells, mac
rophages (MØs), and dendritic cells (DCs). It includes follicles 
that contain germinal centers. The presence of all three major 
APC types in the dome (i.e., memory B cells, MØs, and DCs) 
makes it likely that antigen uptake occurs immediately follow
ing release from M cells (Fig. 24.4, A). M cell pockets in PPs 
contain approximately equal numbers of T and B cells, but fewer 
MØs. Approximately 75% of the T cells are Th cells.
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FIG. 24.4 Structural Features and Cellular Components of Gut-Associated Lymphoreticular Tissues (GALTs). (A) The dome 
region is covered by the follicle-associated epithelium (FAE) with its characteristic microfold (M) cells. Major features of the dome 
include M cells with lymphocyte pockets, scattered plasma cells, and immature dendritic cells (DCs). The B-cell area contains five or 
more germinal centers with high frequencies of surface immunoglobulin (Ig)A+ B cells. The adjacent T-cell area contains mature inter-
digitating DCs and precursors of CD4 Th and CD8 CTL. (B) Structural features and cellular characteristics of mucosal effector sites. 
The lamina propria is equally populated by B1 and B2 cells, both of which differentiate into IgA+ plasma cells. Note that memory B 
and T lymphocytes are also both present in this compartment. Although intraepithelial lymphocytes (IELs) in humans are mainly T-cell 
receptor (TCR) αβ+, significant numbers of TCRγδ+ T cells are also found in this compartment.
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Lymphocyte Homing in the Gastrointestinal Tract
Naïve lymphocytes enter mucosal or systemic lymphoid tis
sues from blood through specialized HEVs (Fig. 24.5, A) 
(Chapter 16). In GALTs, HEVs are present in the interfollicu
lar Tcell zones.10 In effector sites such as the lamina propria 
of the gut, the HEVs tend to occur near villi crypts (see Fig. 
24.5, B). Mucosal addressin cell adhesion molecule1 (MAd
CAM1) is the most important addressin expressed by PP 
HEVs or lamina propria venules (LPVs). PNAd and vascular 
cell adhesion molecule 1 (VCAM1) are the principal ad
dressins expressed by peripheral lymph node and skin HEVs, 
respectively (Chapter 16).

FIG. 24.5 Structural Features and Lymphocyte Homing to Gut-Associated Lymphoreticular Tissues (GALTs). (A) High endothelial 
venules (HEVs) occur in T-cell areas and express the ligands mucosal addressin cell adhesion molecule-1 (MAdCAM-1), intercellular ad-
hesion molecule 1 (ICAM-1), and CCR7. Naïve T and B cells, which are L-selectin+, α4β7+, and leukocyte function–associated antigen-1 
(LFA-1)+, all participate in rolling, binding activation, arrest, and diapedesis in the HEV. Memory B and T cells express α4β7 and LFA-1 at 
a higher level. (B) Lymphocyte receptors and addressin ligands involved in homing to mucosal effector sites of the gastrointestinal (GI) 
tract. The majority of B and T cells exhibit a memory phenotype with co-expression of high levels of α4β7 and LFA-1. The expression of 
the G-protein–coupled receptor CCR9 allows the homing steps that occur on lamina propria venules.
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TABLE 24.1 Major T-Cell Subpopulations 
Associated With Murine Peyer Patches

T-Cell Phenotype
Percentage of 
Total T Cells

CD3+αβ T-cell receptor (TCR)+ 95–97
CD3+γδ TCR+ 3–5
CD3+, CD4+ (precursors of T-helper [Th] cells) 65–70
CD3+, CD8+ (precursors of cytotoxic T lymphocytes 

[CTLs])
30–35

Naïve (CD45RBHi) 50–60
Memory (CD45RBLo, CD45ROHi) 40–50
Blasts (in cell cycle) 30–35
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Integrins are a large class of homing receptors characterized 
by heterodimeric α and β chains (Chapter 16). In general, the 
β1 integrin characterizes the homing receptor for skin, whereas 
the β7 integrin characterizes the receptor for the gut. The pair
ing of α4 with β7 is thus responsible for lymphocyte binding to 
MAdCAM1, which is expressed on HEVs in PPs and gut LPVs 
(see Fig. 24.5).10 The Ctype lectins—L, E, and Pselectins 
(Chapter 16)—also serve as homing receptors. For example, L
selectin can bind to carbohydratedecorated MAdCAM1 and 
is an  important initial receptor for homing into GALT HEVs.

Chemokines (Chapter 15) are also involved in immune
cell homing in mucosal tissues. For example, loss of secondary 
lymphoid tissue chemokine (SLC) results in lack of naïve Tcell 
or DC migration into the spleen or PPs. Conversely, memory   
α4β7hi T cells that express the receptor for thymusexpressed 
chemokine (TECK), CCR9, migrate into the lamina propria of 
the GI tract. Both human αEβ7+ and α4β7hi CD8 T cells express 
CCR9, suggesting that TECKCCR9 is also involved in lympho
cyte homing and the arrest of intraepithelial lymphocytes (IELs) 
in the GI tract epithelium (see Fig. 24.4) (Chapters 15 and 16).

PPs and GALTs contain both naïve and memory T and B
cell subsets, whereas the lamina propria consists of memory T 
and B cells and terminally differentiated plasma cells (see Table 
24.1 and see Fig. 24.4). Naïve lymphocytes destined for GALTs 
express Lselectin, moderate levels of α4β7 (α4β7+) and lympho
cyte function–associated antigen1 (LFA1). Memory lympho
cytes destined for lamina propria express higher levels of α4β7 
(α4β7hi) and lack Lselectin. Initial rolling is dependent on α4β7
interactions with LPV MAdCAM1. Activation dependent 
binding and extravasation require LFA1–ICAM binding. α4β7 
also mediates binding to Ecadherin, and CCR9 expression 
can result in activationdependent entry into the epithelial cell 
compartment.

Cryosections of human tissues have revealed naïve lympho
cytes in HEVs that express both Lselectin and α4β7, whereas 
memory lymphocytes in efferent lymphatics express α4β7, but 
not Lselectin. The majority of cells in mesenteric lymph nodes, 
including Bcell blasts, tend to be of the memory phenotype and 
are α4β7hi, Lselectinlo. Igcontaining Bcell blasts also express 
high levels of α4β7. This separation of naïve and memory T and 
B cells for entry into GALT HEVs or LPVs has important impli
cations in vaccine development (Chapter 87).

An oral cholera vaccine was reported to elicit transient IgA 
antibodyforming cells (AFCs) in blood and subsequent IgA an
ticholera toxin AFCs in duodenal tissues.11 In a separate study, 
peripheral blood AFCs induced after parenteral immunization 
were Lselectin+, whereas those induced after oral and rectal 
immunization were predominantly α4β7+ AFCs.11 In the latter 
study, most of the AFCs produced IgA, but some also expressed 
IgG. After nasal immunization, AFCs expressed both Lselectin 
and α4β7 homing receptors. The APCs in GALTs were shown 
to produce high levels of retinoic acid, which promotes expres
sion of α4β7. Thus, enteric immunization of GALTs more effec
tively triggers α4β7 memory IgA and IgG B cells, which can then 
migrate into the bloodstream.

Lymphocyte Homing in Nasopharyngeal-Associated 
Lymphoid Tissues and Lung-Associated Tissues
Unlike PP HEVs, which are found in Tcell zones, murine 
NALT HEVs are found in Bcell zones and express PNAd, either 
alone or associated with MAdCAM1. Moreover, anti–Lselectin 

antibodies—but not anti–MAdCAM1 antibodies—block the 
binding of naïve lymphocytes to NALT HEVs, suggesting a role 
for Lselectin and PNAd in the binding of naïve lymphocytes to 
these HEVs.12

During pulmonary immune responses, induction of VCAM
1, Eselectin, and Pselectin in the pulmonary vasculature is 
matched by increased expression of Pselectin ligand on periph
eral blood CD4 and CD8 T cells.13 As the cells accumulate in 
the bronchoalveolar lavage (BAL) fluid, the number of cells that 
express Pselectin ligand in blood declines. Very late antigen4 
(VLA4) appears to be involved, as migration of VLA4+ T cells 
into BAL fluid is impaired following treatment with antiα4 an
tibody. Following systemic immunization, most NALT effector 
B cells express Lselectin, with only a few cells expressing α4β7.

14 
Effector B cells induced by nasal immunization display a more 
promiscuous pattern of adhesion molecules, with a large major
ity expressing both Lselectin and α4β7.

The Common Mucosal Immune System Revisited
The homing pattern that has been elucidated in the GI tract af
ter immunization of GALTs has been the model for all mucosal 
immune sites. As summarized above, the specific set of hom
ing receptors and ligand addressins expressed in the GI tract are 
absent in NALTs and associated lymph nodes. It remains pos
sible, and even likely, that memory lymphocytes from the gut 
may enter NALTs for additional priming and reprogramming of 
homing receptors. Likewise, memory lymphocytes induced in 
NALTs may traffic to lung and genitourinary tract tissues as well 
as to the GI tract. Thus, the rules for the homing of naïve lym
phocyte precursors to NALTs need to be more clearly defined.

INDUCTION OF MUCOSAL IMMUNITY
Mucosal immune responses are typified by SIgA antibodies, the 
predominant Ig isotype in external secretions. The resistance of 
SIgA to endogenous proteases makes them uniquely suited to 
protect mucosal surfaces. The development of mucosal adaptive 
immunity requires cytokine signals from CD4, as well as from 
CD8, T cells, DCs, MØs, B cells, and nonclassic APCs (e.g., epi
thelial cells). Bcell commitment (Cμ to Cα switching) and the 
interactions of B and T cells are of central importance for induc
tion of pIgAproducing cells.

Mucosal Antigen-Presenting Cells
Large macromolecules are taken up by M cells in the GI tract. 
Just beneath the follicle epithelium, N418+, 2A1+, NLDC145−, 
and M342− DCs, form a dense layer of cells in the subepithelial 
dome (SED) where CD4 T cells can be found.15 Another subset 
of DCs, N418+, 2A1+, NLDC145+, and M342+ DCs populate 
the interfollicular Tcell regions, where both CD4 and CD8 T 
cells reside. DCs in the dome region are immature, highly en
docytic, and express low levels of major histocompatibility com
plex (MHC) (Chapter 5) and B7 molecules. DCs in the Tcell 
area are mature, with low endocytic activity, high levels of MHC   
class I and II molecules, and B7 molecule expression (see   
Fig. 24.4, A). DCs are also found in NALTs, where they play es
sentially the same role as in GALTs.

IECs express MHC class II and class I molecules and present 
peptides to primed CD4 and CD8 T cells. Human and murine 
IECs also express CD1d, a nonclassic MHC class I molecule 
involved in the presentation of lipid and glycolipid antigens 
(Chapter 5).



313CHAPTER 24 Immunology of Mucosal Surfaces

CD4 T-Helper Cell Subsets in Mucosal Immunity
Th cells are classified as Th1, Th2, Th17, regulatory T cells 
(Treg), or follicular Th (Tfh) cells, according to the cytokines 
they produce (Chapter 11). Th1 cells produce IFNγ, LTα, 
LTβ, and TNF, whereas Th2 cells produce IL4, IL5, IL6, 
IL9, IL10, and IL13 (Fig. 24.6). In mice, mucosal Th1type 
responses are associated with cellmediated immunity and B
cell responses with characteristic IgG2a antibodies. Th2 cells 
support the production of IgA, as well as IgG1, IgG2b, and IgE. 
In humans and mice, Th1 and Th2 cells regulate the develop
ment of the opposite subset reciprocally through IFNγ and 
IL4 secretion, respectively (see Fig. 24.6). Human Th1 cells 
and IFNγ responses are associated with IgG1, IgG3cfixing 
antibodies with low IgG2, and undetectable IgG4 antibody lev
els,16 suggesting that in humans IL4 promotes IgG4 and IFNγ
promotes IgG1 (see Fig. 24.6).

Treg and Th17 cells play a role in mucosal homeostasis and 
inflammatory responses (Chapter 13). Human tonsil CD4 T 
cells expressing the Bcell follicle homing receptor CXCR5 are 
identified as Tfh cells that help Bcell differentiation.17 Foxp3+

Treg in PPs can apparently differentiate into Tfh cells, which ex
press the chemokine CXCR5, the transcription factor Bcl6, and 
the cytokine IL21, to promote germinal center formation and 
IgA synthesis in the gut.18

B-Cell Isotype Switching and Immunoglobulin  
A Plasma Cell Differentiation
Isotype switching is preceded by transcriptional activation of 
the isotype in question (Chapter 4). IL4 and TGFβ induce 
surface IgMpositive (sIgM+) B cells to switch to IgE and IgA. 
TGFβ1 can induce sIgM+ to sIgA+ Bcell switches, and addition 

FIG. 24.6 T-Helper (Th) Cell Subset Development in Mucosal Tissues. The cellular and cytokine environment induces Th0 cells 
to develop into Th1, Th2, or Th17 subsets that can be discriminated, based upon their cytokine production. Antigen-presenting cells 
(APCs) produce IL-12 in response to microbial assault and, together with interferon (IFN)-γ produced by natural killer (NK) cells and 
group 1 innate lymphoid cells (ILC1), induce mature Th1 cells. Th1 cells express select chemokine receptors and through IFN-γ syn-
thesis, activate macrophages (MØs), and induce B cells to produce opsonizing antibodies. Other cells, such as NK1.1, mast cells, and 
ILC2, respond to parasite/antigen/allergen with interleukin (IL)-4 production. IL-4 induces Th0 to Th2 differentiation. Epithelial cells (ECs) 
also produce cytokines that facilitate Th2 cell differentiation. Th2 cells produce IL-4, -5, -6, -9, -10, and -13, which help regulate mucosal 
secretory immunoglobulin A (SIgA) antibody responses. Transforming growth factor (TGF)-β, IL-6, and IL-23 produced by epithelial cells, 
MØs and other cells, help promote the differentiation of Th17 cells. The cytokines produced by Th17 cells contribute to several func-
tions for the host response to commensal bacteria and protection against fungal infections. Follicular T-helper cells (Tfh) are a subset 
of Th cells that help the germinal center formation and the development of high-affinity antibodies (Abs).



314 PART III Host Defenses to Infectious Agents

of TGFβ1 to LPStriggered mouse Bcell cultures increases IgA 
synthesis. In humans, antiCD40 stimulation of tonsillar B cells, 
together with TGFβ1 in the presence of IL10, stimulates IgA 
synthesis1Cα1 transcripts can also be induced by Bcell mito
gen plus TGFβ, and Cα2 transcripts can be induced by TGFβ
together with IL10.

DCs can also induce surface IgA+ B cells via direct stimula
tion of B cells with Bcell activation factor of the TNF family 
(BAFF) and a proliferationinducing ligand (APRIL).19 APRIL–
transmembrane activator and CAML interactor (TACI) signal
ing play a key role in CD40independent IgA class switching in 
mice.19 In humans, functional mutations in TACI can result in 
IgA deficiency (IgAD; Chapter 33). Differentiation of sIgA+ B 
cells into IgAproducing plasma cells is dependent on IL5 and 
IL6.20

VACCINE DEVELOPMENT AND MUCOSAL 
IMMUNE RESPONSES
Mucosal SIgA antibodies, as well as Th cell and cytotoxic T 
lymphocyte (CTL) responses, can be induced by pathogens 
triggering organized mucosal inductive sites. Effective protec
tion against virulent mucosal pathogens requires prophylac
tic immune responses that can be achieved through mucosal 
vaccines. In contrast to conventional injected vaccines, those 
administered via mucosal routes can stimulate organized 
mucosal inductive sites and trigger both mucosal immune 
responses as a first line of defense at the portal of pathogen 
entry, and systemic immune responses that neutralize patho
gens that have penetrated that barrier. Thus, safe adjuvants 
and delivery systems boosting SIgA antibodies and mucosal   
immunity are being developed for immunization by needlefree   
vaccines. These efforts are in large part as a result of knowledge 

gained from studies of bacterial enterotoxins and nontoxic de
rivatives (Fig. 24.7).

Lessons From Studies of Bacterial Enterotoxins
Earlier studies of cholera toxin (CT) and heatlabile toxin I (LT
I) from Escherichia coli helped establish that mucosal (i.e., oral 
or nasal) administration of vaccines was an effective approach 
for the induction of both mucosal and systemic immunity, to 
coadministered vaccine antigens (Chapter 87). These closely 
related molecules are ABtype toxins consisting of two structur
ally and functionally separate enzymatic A subunits and bind
ing B subunits (see Fig. 24.7). The B subunit of cholera toxin 
(CTB) binds to GM1 gangliosides, whereas the B subunit of 
heatlabile toxin I (LTB) binds to GM1 as well as GM2 asialo
GM1 gangliosides. The A subunits of these toxins are adenos
ine diphosphate (ADP)–ribosyl transferases. Binding of the B 
subunits to ganglioside receptors on target cells allows the A 
subunits to reach the cytosol where they elevate cyclic  adenosine 
monophosphate (cAMP) levels.

Cellular Targets of Vaccine Adjuvants Can Shape  
the Immune Response
Studies with CT and LTI revealed the importance of the cellu
lar targets for shaping the profile of immune responses induced 
by mucosal adjuvants. In fact, CT promotes CD4 Th2 and Th17 
responses, whereas LTI also induces a CD4 Th1 (i.e., IFNγ) 
response.21 As discussed below, studies with mutants of these 
enterotoxins and other toxins (e.g., Bacillus anthracis edema 
toxin22) have shown that their enzymatic activities are dispens
able for vaccination.

Potential Central Nervous System Targeting  
Is a Safety Concern with Nasal Vaccines
Cholera induces diarrhea as a result of its ability to elevate 
cAMP in epithelial cells, thereby promoting secretion of water 
and chloride ions into the intestinal lumen. Diarrhea is thus 
the primary limiting factor for the use of oral enterotoxin as an 
adjuvant in humans. The olfactory neuroepithelium in the naso
pharynx constitutes approximately 50% of the  nasal surface and 
has direct neuronal connection to the  olfactory bulbs (OBs) in 
the central nervous system (CNS).  Nasally  delivered enterotox
ins can enter and/or target  olfactory  neurons and therefore gain 
access to OBs and deeper structures in the brain parenchyma. 
These adverse  effects are, in large part, mediated by the ADP–
ribosyl transferase activity and the nature of the cellular recep
tors targeted. Both CT and LTI bind to GM1 on epithelial cells 
and require  endocytosis followed by transport across the epithe
lial cell to reach the basolateral membrane. GM1 gangliosides 
are also abundantly expressed by the neuronal and microglial 
cells of the CNS.23 CT or CTB, when administered nasally to 
mice, enters the olfactory nerves and epithelium (ON/E) and 
OBs by mechanisms that are selectively dependent on GM1.24

The targeting of CNS  tissues by nasally administered bacterial 
enterotoxins is  clearly related to a higher incidence of Bell palsy 
(facial paresis) among volunteers of a nasal vaccination trial 
given LTI as a mucosal adjuvant. Bell palsy occurring among 
study  subjects who received a nonliving nasal influenza vac
cine  (Nasalflu) led to its withdrawal from the market in the year 
2000.
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FIG. 24.7 Dendritic cell (DC) targeting with a nasal adjuvant.
Nasal administration of CpG oligodeoxynucleotide (ODN) and 
plasmid expressing FLT3 ligand cDNA (pFL) specifically target 
DCs in nasopharyngeal-associated lymphoid tissues (NALTs). 
These nasal DC-targeting vaccines successfully elicit protective 
antigen-specific secretory immunoglobulin A antibody (SIgA Ab)  
responses in older adults.
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New Mucosal Adjuvants and Delivery Systems
Nontoxic Derivatives of Bacterial Enterotoxins
To circumvent the toxicity of enterotoxins, mutants of CT 
(mCT) and LT (mLT) molecules were generated by sitedirected 
mutagenesis in the active site of the A subunit of CT or LT, or in 
the proteasesensitive loop of LT. These mutants induced com
parable levels of antigenspecific serum IgG and IgA antibodies 
as wildtype CT and significantly higher levels than those in
duced by recombinant CTB.25 One of the mutants also induces 
Th2type responses through a preferential inhibition of Th1
type CD4 T cells. mLT molecules, whether possessing a residual 
ADP–ribosyltransferase activity (e.g., LT72R) or totally devoid 
of it (e.g., LT7 K and LT6 K3), can also function as mucosal 
adjuvants for nasal vaccine antigens in mice.26 As LT induces a 
mixed CD4 Th1 and Th2type response,21 one might envisage 
the use of mLTs when both Th1 and Th2type responses are 
desired.

The use of GM1receptor binding holotoxins as nasal muco
sal adjuvants is currently not recommended because of the risk 
for their accumulation in the CNS. However, nontoxic mCT 
could overcome these potential problems. To this end, a model 
adjuvant has been developed by combining the ADPribosyl
ating ability of native CT (nCT) with a dimer of an Igbinding 
fragment, D, of Staphylococcus aureus protein A.27 This CTA1
DD molecule directly binds to B cells of all isotypes, but not to 
MØs or DCs. Despite the lack of a mucosal binding element, 
the Bcell–targeted CTA1DD molecule is as strong an adjuvant 
as nCT. Notably, CTA1DD promoted a balanced Th1/Th2 re
sponse with little effect on IgE antibody production. CTA1DD 
did not induce inflammatory changes in the nasal mucosa and, 
most importantly, did not bind to or accumulate in the OBs or 
the CNS.27 CTA1DD is an example of the use of nonganglioside 
targeting adjuvants and delivery systems as new tools for the 
development of safe and effective nasal vaccines.

Nucleic Acid Toll-Like Receptor Ligands
Tolllike receptor 3 (TLR3) and TLR9 recognize the pathogen
associated microbial pattern doublestranded RNA (dsRNA) 

and unmethylated DNA, respectively (Chapter 3). The latter 
contains immunostimulatory sequences consisting of short pal
indromic nucleotides located around a CpG dinucleotide core 
(e.g., CpG motifs). CpG motifs bind to intracellular TLR9 and 
induce cytokine secretion (i.e., IL6, IFNα, IFNβ, IFNγ, IL
12, and IL18) by a variety of immune cells. CpG motifs can 
enhance both systemic and mucosal immune responses when 
given nasally to mice.28 An injection of bacterial DNA or CpG 
motifs with a DNA vaccine or with a protein antigen promotes 
Th1type responses even in mice with preexisting Th2type im
munity. Stimulation of TLR3 by dsRNA results in the produc
tion of type I IFNs (i.e., IFNα/β), which stimulate antibody 
responses to injected vaccines.29 The synthetic TLR3 ligand 
polyinosinic–polycytidylic acid (poly I:C) has been shown to 
enhance responses of CD8 T cells to an experimental nasal 
influenza vaccine in mice and promote heterosubtypic protec
tion via stimulation of TLR3 signaling by nonhematopoietic 
radioresistant cells.30

Cyclic dinucleotides that bind stimulator of interferon gam
ma genes (STING) were recently shown to be potential alterna
tives to cAMPinducing bacterial toxins, and derivatives as vac
cine adjuvants for induction of mucosal immunity. For example, 
STING ligands of bacterial origin, including 3′3′cGAMP, c
diAMP, and cdiGMP, have been shown to effectively elicit 
mucosal and systemic immune responses following nasal or 
sublingual immunization. Like the enterotoxins CT and LT, the 
STING ligands stimulate Th17 responses, an important obser
vation since Th17 cells are believed to be crucial for production 
of highaffinity Tdependent IgA.31

Mucosal Cytokines and Innate Factors as Adjuvants
Mucosal delivery of cytokines offers a means to prevent the ad
verse effects associated with the large and repeated parenteral 
doses often required for the effective targeting of tissues and 
organs. For example, nasal delivery permits acquisition of sig
nificant serum levels of IL12 at onetenth the dose required for 
inhibition of serum IFNγ by parenteral administration.1 Earlier 
studies have shown that nasal administration of tetanus toxoid 
with IL12 as adjuvant induced high titers of SIgA antibody 
responses in the GI tract, vaginal washes, and saliva.32 Similar 
results were reported when mice were nasally immunized with 
soluble influenza H1 and N1 proteins and IL12. Related studies 
showed that mucosally administered IL12 can redirect antigen
specific Th2type responses toward the Th1 type or promote 
mixed Th1 and Th2type responses, depending on the mucosal 
route and timing of delivery.1

FMSlike tyrosine kinase 3 ligand (FL) binds to the FMSlike 
tyrosine kinase receptor Flt3/Flk2. FL mobilizes and stimulates 
myeloid and lymphoid progenitor cells, DCs, and NK cells. Al
though FL dramatically augments numbers of DCs in vivo, it 
fails to induce their activation. Treatment of mice by systemic FL 
injection can induce marked increases in the numbers of DCs in 
both systemic (i.e., spleen) and mucosal lymphoid tissues (i.e., 
iLP, PPs, and mesenteric lymph nodes). Although this increase 
in mucosal DCs can, in some cases, initially enhance induction 
of oral tolerance, it favors the induction of immune responses 
by mucosal or systemic vaccines. Nasal administration of plas
mid or adenovirus encoding FL cDNA (pFL or  AdFL) with 
protein antigens was shown to induce antigenspecific secretory 
IgA (SIgA) and protective immunity.28 Thus FL cDNA may be 
an alternative to costly treatments with FL protein.

Genetically Engineered Bacterial Toxins
• Examples are derivatives of the enterotoxin cholera toxin (CT) and 

heat-labile toxin (LT-I) from Escherichia coli.

Nucleic Acid Toll-Like Receptor Ligands
• These sequences typically contain a transcription unit designed to 

express the antigen in question that is coupled to an adjuvant/ mitogen 
unit, such as CpG motifs.

Mucosal Cytokines and Innate Factors as Adjuvants
• Mucosal delivery of specific cytokines or innate factors can reduce 

the risk of adverse systemic effects while targeting the immune 
response to the mucosa.

Transgenic Plants
• Plants, such as potatoes, bananas, lettuce, and rice, can be engi-

neered to express both B- and T-cell antigen epitopes, providing a 
simple  delivery system for oral vaccination or oral tolerance induction. 

CLINICAL RELEVANCE
Examples of Mucosal Adjuvants and Delivery 
Systems for the Induction of Targeted Immunity
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Transgenic Plants
Edible plants have been engineered to synthesize and assemble 
one or more antigens that retain both T and Bcell epitopes, 
thereby inducing systemic and mucosal immune responses in 
both mice and humans.33,34 To circumvent potential denatur
ation of the plant antigen during cooking, recombinant bananas 
that can accumulate up to 1 mg of vaccine antigen per 10 g of ba
nana were developed. Most recently, the CTB subunit has been 
expressed under the control of the rice seed storage protein 
glutelin promoter (MucoRiceCTB). Oral feeding of powdered 
MucoRiceCTB to mice and nonhuman primates resulted in 
the induction of both systemic and mucosal antibody responses 
for protection against CT.35 Unlike plant vaccines expressed in 
banana, tomato, or lettuce, MucoRice vaccines were shown to 
be stable for years at room temperature.

bronchi, and tracheobronchial glands. Expression in the lower 
lungs is restricted to the pulmonary alveolar cells.

In female reproductive tissues, the expression of pIgR is in
fluenced by the sex hormones. It is low in the vagina, absent 
in the ovary and myometrium, and very high in the fallopian 
tubes and uterus. Normal kidneys do not express pIgR, whereas 
epithelial cells in the lower urinary tract may normally express 
pIgR and transport pIgA into urine. The expression of pIgR can 
be upregulated by several cytokines, such as IFNγ, TNF, IL1α, 
IL1β, and TGFβ.

IgA-Mediated Inhibition of Microbial Adherence
The inhibition of microbial adherence plays a critical initial 
role in the protection of the host. This inhibition is mediated 
by both specific and nonspecific mechanisms. The surface of 
microorganisms interacting with SIgA becomes less hydro
phobic and thus more likely to be entrapped in mucus. A 
series of recent studies have revealed that binding of SIgA to 
intestinal microbes is more sophisticated than originally envi
sioned. Thus, individual SIgA can specifically bind to a broad, 
but welldefined subset of bacteria.36 Furthermore, while most 
commensals are dually targeted by SIgA1 and SIgA2 in the 
small intestine of humans, the situation appears to be different 
in the large intestine where some bacteria are either prefer
entially or exclusively recognized by IgA2. Finally, SIgA an
tibodies are more effective at agglutinating microorganisms 
than membranebound IgA, and the agglutinating ability of 
SIgA specific for capsular polysaccharides of Haemophilus in-
fluenzae appears to be crucial to preventing colonization by   
H. influenzae.

Neutralization by SIgA of Viruses, Enzymes, and Toxins
SIgA antibodies have been shown to be effective at neutralizing 
viruses in several experimental systems (e.g., influenza virus, 
EpsteinBarr virus [EBV], HIV) and at different steps in the 
infectious process. SIgA specific for influenza hemagglutinin 
can interfere with the initial binding of influenza virus to target 
cells or with the internalization and the intracellular replication 
of the virus. In vitro experiments employing polarized murine 
epithelial cells have demonstrated that antibodies specific to 
rotavirus and hepatitis virus can neutralize the viruses inside 
epithelial cells. Finally, SIgA can neutralize the catalytic activity 
of many enzymes of microbial origin.

• The MucoRice system is a novel strategy for vaccine development.
• The MucoRice system may also be used as a passive neutralizing 

antibody delivery system. 

ON THE HORIZON
Development of Transgenic Plants as Vehicle 
for Vaccine Administration

SYNTHESIS AND FUNCTIONS OF SECRETORY 
ANTIBODIES
Mucosal SIgA differs from serum IgA in both molecular com
position and specific antibody activity. Humans possess two 
Cα gene segments, Cα1 and Cα2 (Chapter 4), the use of which 
defines the two IgA subclasses, IgA1 and IgA2.8 These IgA sub
types differ primarily in their hinge regions (Chapter 8). IgA1 
antibodies contain an additional 13 amino acids in the hinge 
region, and this renders them more flexible and susceptible to 
IgA1specific proteases produced by certain bacteria. IgA1 
secreting cells are prevalent in most human mucosal tissues, 
especially the small intestine and the respiratory tract, whereas 
the human colon and genital tract are enriched by IgA2secret
ing cells. SIgA is mostly viewed as a barrier at mucosal surfaces 
to regulate interactions with commensals and prevent adhesion 
and colonization of pathogens, as well as an effective means 
to neutralize viruses and toxins. Nonetheless, these antibodies 
confer the additional advantage of having antiinflammatory 
properties.8

In external secretions, adult levels of SIgA are reached con
siderably earlier (1 month to 2 years) than in the serum (ado
lescence). Approximately 98% of SIgA antibodies are produced 
locally in mucosal tissues, with only a minor fraction deriving 
from the circulation.Polymeric Immunoglobulin Receptor and 
plgA Transport

The polymeric Ig receptor (pIgR) is synthesized as a 
transmembrane protein by epithelial cells and is found on the 
basolateral surface of epithelial cells. It acts as a receptor for 
the endocytosis of pIgA(dimeric) and pentameric IgM, both 
of which contain a Jchain. The pIgR is produced by bronchial 
epithelial cells, renal tubules, glands, and the epithelia of the 
small and large intestines.1 The pIgR is not expressed by the FAE 
(including M cells) of PPs, but only by the adjacent columnar 
epithelial cells. Furthermore, pIgR is expressed in the upper re
spiratory tract, which includes the nasal cavity, tonsils, trachea, 

• Unlike serum immunoglobulin A (IgA), mucosal secretion of IgA 
reaches adult levels early in life (1 month to 2 years after birth).

• The polymeric Ig receptor (pIgR) is expressed on the basolateral 
surface of epithelial cells and facilitates the active transport of poly-
meric (mainly dimeric) IgA, as well as pentameric IgM into mucosal 
secretions.

• SIgA protects the host by inhibiting microbial adherence, neutraliz-
ing viruses, enzymes, and toxins, and engaging in anti-inflammatory 
activities by means of inhibiting IgM and IgG complement activation.

• Although selective IgA deficiency could occur, the most common 
is primary immune deficiency; normally, it is clinically inconsequen-
tial. Some affected subjects develop recurrent mucosal infections, 
including sinusitis, otitis media, bronchitis, and pneumonias of viral or 
bacterial origin, as well as acute diarrhea caused by viruses, bacteria, 
or parasites such as Giardia lamblia. 

KEY CONCEPTS
Secretory Immunoglobulin A
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• After enteric infection or immunization, antigen-stimulated cytotox-
ic T lymphocytes (CTLs) are disseminated from Peyer patches into 
mesenteric lymph nodes via the lymphatic drainage.

• Oral immunization with a live virus can induce antigen-specific CTLs in 
both mucosal inductive and effector tissues for mucosal immune re-
sponses, as well as in systemic lymphoid tissues for serum immune 
responses. 

KEY CONCEPTS
Mucosal Cytotoxic T Lymphocytes

Anti-Inflammatory Actions Mediated by SIgA Antibodies
IgA antibodies are unable to activate complement by either the 
classical or the alternative pathway (Chapter 40). Nevertheless, 
they can interfere with IgM and IgGmediated complement 
activation.8 SIgA can inhibit phagocytosis, bactericidal activity, 
and chemotaxis by polymorphonuclear neutrophils (PMNs), 
monocytes, and MØs. IgA can downregulate the synthesis of 
TNF and IL6, as well as enhancing the production of IL1R 
antagonists by LPSactivated human monocytes. Thus, the anti
inflammatory properties of IgA are of significant importance for 
the integrity of the mucosa in that IgA can limit bystander tis
sue damage that may result from the continuous interactions of 
the mucosa with myriad dietary and environmental antigens. 
Systemically, circulating IgA also appears to help limit inflam
matory reactions that result from complement fixation and 
phagocyte activation, and it contributes to the inhibition of 
IgEdependent anaphylactic responses.

IgA Deficiency
Selective IgAD is the most common primary immune defi
ciency (PID) in individuals of European descent (Chapter 33). 
The clinical diagnosis of IgAD depends on the relative absence 
of IgA in the serum. However, the most important manifesta
tions of the disorder primarily reflect the absence of both SIgA1 
and SIgA2 in the external secretions. Thus IgAD affects both 
the mucosal and systemic immune compartments, with only 
rare individuals exhibiting a superselective loss of either IgA1 
or IgA2 alone.

MUCOSAL CYTOTOXIC T LYMPHOCYTES
M cells have specific receptors for mucosal virus that allow cer
tain viruses, such as reoviruses, to enter the cells in both NALTs 
and GALTs. It is likely that enteric viruses, such as rotavirus, and 
respiratory pathogens, such as influenza virus and respiratory 
syncytial virus (RSV), also enter the mucosal inductive pathway 
via M cells.37 After enteric infection or immunization, antigen
stimulated CTLs are disseminated from PPs into mesenteric 
lymph nodes via the lymphatic drainage. Oral immunization 
with live virus can thus induce antigenspecific CTLs in both 
mucosal and systemic lymphoid tissues. 

Enteric Viruses and Mucosal Cytotoxic T Lymphocytes
CD8 CTLs (Chapter 12) play a central role in rotavirus and reo
virus immunity. Reovirusinduced CTL precursors (pCTLs) in 
GALTs migrate to the systemic compartment. Reovirusspe
cific CD8 CTLs associated with the αβ Tcell population are 
also observed in intraepithelial T lymphocytes. Oral delivery 
of rotavirus increases pCTLs in GALTs and results in their dis
semination throughout the murine lymphoid system within 

3 weeks. Moreover, adoptively transferred CD8 T cells medi
ate the  clearance of rotavirus infection in severe combined 
immunodeficiency mice.

Respiratory Viruses and Mucosal Cytotoxic  
T Lymphocytes
Studies of immune responses after nasal infection with influen
za virus in CD4coreceptor knockouts, or other mice in which 
this subset had been depleted, have shown that CD4 T cells do 
not affect the induction of pCTLs or significantly alter clearance 
of infection. Clearance of influenza is unaltered by the use of 
β2microglobulin knockout mice, which lack CD8 T cells, or 
of mice that have been treated with monoclonal antiCD8. γδ T 
cells with several Vδ chain specificities increase in the infected 
site as clearance occurs, which suggests a regulatory role for γδ
T cells in antiviral immunity.

Mucosal AIDS Models for Cytotoxic T-Lymphocyte 
Responses
Approximately 80% of new HIV1 infections result from sexual 
transmission (Chapter 41). Studies using the rhesus macaque 
and the simian immunodeficiency virus (SIV) vaginal infection 
model have provided evidence that pCTLs occur in female ma
caque reproductive tissues and that infection with SIV induces 
CTL responses. This important finding was extended to vaginal 
infection with an SIV/HIV1 chimeric virus (SHIV) containing 
the HIV1 89.6 env gene. Other studies have shown that nasal 
immunization with SIV/HIV components induces antibody   
responses in vaginal secretions.

Other Mucosal Cytotoxic T-Lymphocyte Systems
Salmonella can elicit CD8 Tcell responses, including CTLs, 
to expressed proteins, and CD8 T cells induced by the parasite 
Toxoplasma gondii have been shown to be protective. Thus, mu
cosal CD8 CTLs can also be induced in nonviral situations. Sig
nificant questions remain as to the mechanism by which naïve 
CD8 T cells can be triggered to expand into pCTLs and to the 
rules for expression of effector CTLs and memory in the actual 
mucosal compartment that manifests the infection. pCTLs ac
cumulate in immunologically privileged sites, but they do not 
develop a cytotoxic function until they encounter infected class 
I MHCpresenting target cells. It is possible that this mechanism 
protects the common mucosal immune system network from 
inadvertent cytotoxic inflammatory events.

MUCOSAL IMMUNE RESPONSES 
IN EARLY LIFE AND AGING
Although most of its structures are present at birth, the mu
cosal immune system requires further postnatal development 
and maturation before becoming fully functional (Chapter 21). 
GALTs, NALTs, and tonsils are present in humans at birth. The 
bacterial colonization after birth increases the number of im
mune cells and germinal centers in these sites and the num
ber of secondary lymph nodes (e.g., mesenteric lymph nodes 
and cervical lymph nodes; Chapter 2) and generates innate 
lymphoid follicles (ILFs). Significant changes that occur after 
bacterial colonization include an increase in SIgA levels and in 
the numbers of IgAsecreting cells, Treg, and Th17 cells. BALT 
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only  develops after birth. It is clear that the immature mucosal 
immune system in early life cannot protect against infectious 
pathogens entering mucosal surfaces. This gap is filled by mater
nal antibodies, which are acquired either before birth through 
the placenta or after birth via ingestion of milk.

• Early mucosal aging is evident in the gastrointestinal (GI) tract  immune 
system.

• Nasal immunization is an effective route for the induction of mucosal 
and systemic immune responses in aging mice.

• Dendritic cell (DC)–targeting mucosal adjuvants are able to elicit 
protective pathogen-specific secretory immunoglobulin A (SIgA) 
antibody responses in aged mice. 

KEY CONCEPTS
Mucosal Immunosenescence

Immune functions are known to deteriorate as a result of 
aging in several species (Chapter 21). The risk and severity of 
infections are higher, and the susceptibility to certain types of 
autoimmune diseases and cancer are greater in older adults, 
and responses to vaccination are diminished. Agingassociated 
alterations of the systemic immune compartments have been 
studied extensively. Dysfunctions occur in both B and T cells, 
although the latter are considered more susceptible to immu
nosenescence.38

In humans, older subjects were reported to have significantly 
higher concentrations of salivary SIgA antibodies compared 
with younger subjects, whereas whole gut lavages of aged and 
young subjects contain similar amounts of antibodies.28 Analo
gous results have also been obtained for total IgA antibody re
sponses in the serum of aged animals and humans. These results 
indicate an absence of agingassociated impairment in total IgA 
antibody levels in external secretions.

The GI tract in older adults is particularly susceptible to infec
tious diseases. Antigenspecific mucosal IgA antibody responses 
are diminished in aged animals, especially those in GALTs.28 In 
older humans, pathogens that invade through mucosal surfaces 
of the airways, such as influenza virus, SARSCov2, and the 
bacterial pathogen Streptococcus pneumoniae, cause more se
vere and more frequently lethal infections. The development of 
effective vaccines for older adults remains a largely unmet goal. 
To provide effective protection against influenza, S. pneumoniae
and COVID19 for this population, one should strongly con
sider developing a new generation of vaccines that could induce 
pathogenspecific immunity in the respiratory tract.28 Although 
it has been shown that effective protection can be provided by 
pathogenspecific systemic IgG without mucosal IgA responses, 
pathogenspecific SIgA responses are a necessary component 
for providing a first line of effective immunity against these re
spiratory pathogens at their entry site.
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Viruses as obligate intracellular parasites require their host to 
replicate them and to facilitate their spread to others. In hu-
mans, most clinically relevant infections were derived from oth-
er animals, and this process continues. Recent examples include 
human immunodeficiency virus (HIV), Ebola virus, Zika virus, 
and severe acute respiratory syndrome (SARS) virus, including 
the novel coronavirus (CoV), SARS-CoV-2, that is responsible 
for the ongoing COVID-19 pandemic. In contrast to these ex-
amples, viral infections are rarely lethal, even if they are highly 
cytolytic to individual cells. Mortality commonly occurs when 
viruses jump species (SARS-related coronaviruses are believed 
to have originated in horseshoe bats in China), when the virus 
undergoes a major antigenic change (i.e., influenza viruses), or 
when host immunity is compromised. HIV (see Chapter 41) 
represents one of the more dramatic human examples of an ex-
otic virus that kills its host. However, HIV kills slowly, providing 
ample time to spread to new hosts and an effective strategy for 
persistence in the species. Death or dire consequences follow-
ing virus infection in mammals with inadequate immunity are 
well illustrated by observations that fetuses or neonates, espe-
cially if deprived of passive immunity, succumb to many agents 
well tolerated by healthy adults. The science of viral immunol-
ogy seeks to understand mechanisms of virus-host interactions 
with a view to applying this knowledge to the design of effective 
vaccines and immunomodulators that control virus infections. 
These objectives are facilitated by an increasing wealth of im-
munological techniques, an expanding array of genetically ma-
nipulated animal models, and an abundance of high-through-
put technologies, which generate data that can be subjected to 
complex computational analysis. Such analyses can yield signa-
tures indicative of optimal immunogenicity and vaccine efficacy 
or failure and can explain the variable outcome of infections in 
individual hosts. In most situations, defense against viruses in-
volves multiple immune components, and the impact of a single 
mechanism varies greatly according to the method by which in-
dividual viruses enter, replicate, and spread within the host. In 
this chapter, we highlight the principal means by which the host 
achieves immunity after infection by viruses. Table 25.1 pres-
ents an overview.

VIRAL ENTRY AND INFECTION
Access to target tissues presents numerous obstacles for entry 
and infection by most human viruses. Most effective of these 
are the mechanical barriers provided by skin and the mucosal 
surfaces, as well as the chemically hostile environment of the 
gut (Fig. 25.1). A number of common human viral pathogens 

enter through the gastrointestinal tract, including rotavirus, 
enteric adenoviruses, and hepatitis A virus (HAV). These are 
usually spread via person-to-person contact or contaminated 
food and water. Respiratory infections caused by influenza vi-
ruses, rhinoviruses, coronaviruses (including the SARS coro-
naviruses), measles virus, varicella-zoster virus (VZV), and 
respiratory syncytial virus (RSV) are often spread by aerosol 
transmission, as well as person-to-person contact. Many of the 
herpes viruses target the skin or the mucosae, such as herpes 
simplex virus (HSV) and VZV. HSV, in particular, can infect 
the oral and genital mucosae, the eye, and skin through small 
cuts and abrasions. Other herpes viruses, such as Epstein-Barr 
virus (EBV) and cytomegalovirus (CMV), target mucosae. 
CMV can also spread vertically from mother to baby or rarely 
via blood transfusions. Human papillomavirus (HPV) targets 
skin and mucosae and causes warts and may transform cells, 
inducing cancers, such as cervical cancer. Some viruses, such 
as West Nile virus, sengue virus, Semliki Forest virus, and Zika 
virus, can enter through the skin via insect vectors. HIV and 
hepatitis B virus (HBV) are commonly spread via sexual con-
tact. HIV, HBV, and hepatitis C virus (HCV) can also infect 
humans by direct entry into the bloodstream via transfusions 
or contaminated needles.

Most human viruses replicate only in certain target tissues, 
this being mainly the consequence of viral receptor distribution. 
Many viruses use two receptors, such as the use of the CD4 co-
receptor and the chemokine receptor CCR5 on T cells by HIV. 
After attachment to a cellular receptor, viruses may fuse with 
the cell membrane or be endocytosed and then gain entry into 
the cytoplasm or nucleus by fusing with the vesicular membrane 
(enveloped viruses, such as HSV and HIV), or translocate across 
the cell membrane or induce lysis of the endocytic vesicle once 
in the cytoplasm (nonenveloped viruses, such as Norwalk virus 
and poliovirus).1 Viruses then utilize host cell machinery and 
specialized virally encoded proteins to replicate rapidly within 
the cell. Once they have multiplied within the cell, many viruses 
induce cytolysis to facilitate the release of new infectious virions 
(e.g., poxviruses, poliovirus, and herpes viruses). Other viruses 
are released from infected cells by budding through the cell 
membrane in the absence of cell death (e.g., HIV and influenza 
virus). Having entered the body, however, viruses encounter nu-
merous innate defenses and activate the components of adap-
tive immunity. The latter usually assures that clinical disease, if 
not infection, will not become evident. Successful exploitation 
of these defenses through the use of vaccines (see Chapter 87) 
remains a central challenge for many human viruses, particu-
larly those that cause chronic infections, such as HIV and HCV.2
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INNATE IMMUNITY TO VIRUSES
Viral infection induces an extensive array of defense mech-
anisms in the host. Innate defenses come into play to block 
or inhibit initial infection, protect cells from infection, or 
eliminate virus-infected cells. Innate mechanisms occur well 
before the effectors of adaptive immunity become active, but 
they are critical for the initiation of adaptive immunity via the 
elicitation of inflammation that promotes immune cell acti-
vation. The innate immune defenses are initiated via pattern 
recognition receptors (PRRs), which recognize pathogen-as-
sociated molecular patterns (PAMPs)3 (see Chapter 3). These 
include transmembrane receptors of the Toll-like receptor 
(TLR) family, two families of intracellular receptors including 
the NOD-like receptors (NLRs) and the RIG-I–like helicases 
(RLHs), as well as the sensor molecule absent in melanoma-2 
(AIM2). Additionally, the molecules cyclic guanosine mono-
phosphate–adenosine monophosphate (GMP-AMP) synthase 
(cGAS), DDX41, IFI16, and Z-DNA–binding protein 1 (ZBP1) 
can sense cytosolic DNA (Table 25.2). These cellular sensors 
promote the expression of interleukin-1 (IL-1) and IL-18, type 
I (α/β) interferon (IFN-I), and a variety of IFN-stimulated 
genes and inflammatory cytokines, and chemokines. TLRs 
are cell surface or endosomal membrane-bound proteins 

expressed by numerous cells, including dendritic cells (DCs), 
macrophages, lymphocytes, and parenchymal cells. Expres-
sion of TLRs is largely inducible in most cell types, although 
some (TLR7/8/9) are constitutively expressed at high levels by 
specialized plasmacytoid DCs for rapid IFN production. Dif-
ferent TLR molecules recognize specific viral products, such as 
single- and double-stranded RNA (TLR 3 and TLR7/8, respec-
tively) or double-stranded DNA (TLR9).

The RLHs retinoic acid-inducible gene I (RIG-I) and mela-
noma differentiation-associated gene (MDA-5) mediate cyto-
plasmic recognition of viral nucleic acids. These activate mi-
tochondrial antiviral signaling (MAVS) proteins to stimulate 
IFN-I production and activate inflammasomes, which are mo-
lecular complexes that facilitate the activation of caspases and 
induce the production of proinflammatory IL-1β and IL-18. 
NLRs are a second class of cytosolic sensors of PAMPs that acti-
vate inflammasomes via the adapter protein ASC. These include 
the NLRP (or NALP), NOD, and IPAF/NAIP receptors. Three 
major inflammasomes have been shown to be involved in anti-
viral immunity: the NLRP3 inflammasome, the RIG-I inflam-
masome, and the AIM2 inflammasome.3

The innate defense system consists of multiple cellular com-
ponents and many specialized proteins. The longest known and 
best-studied antiviral proteins are the α/β IFNs, which act by 
binding to the type I IFN receptor and result in the transcrip-
tion of more than 100 IFN-stimulated genes. One consequence 
of this “antiviral state” is the inhibition of cell protein synthe-
sis and the prevention of viral replication. Multiple leukocyte 
subsets are involved in innate defense, including macrophages, 

TABLE 25.1 Viral Infections and Immunity

Viral Event Obstacles Time Course

Transmission Mechanical and chemi-
cal barriers

0

Infection and replication Innate immunity 0 →
Infection stopped or 

spreads
Viral antigens trans-

ported to lymphoid 
tissues

Within 24 h

Infection controlled Specific antibodies 
and cell-mediated 
immunity

4–10 days

Sterile immunity Immune memory 14 days to 
years

Viral persistence if infec-
tion not controlled

Immune disruption or 
evasion

Weeks to years

FIG. 25.1 Common Routes of Entry and Infection for Human 
Viral Pathogens. CMV, Cytomegalovirus; HBV, hepatitis B  virus; 
HIV, human immunodeficiency virus; HSV, herpes simplex virus; 
RSV, respiratory syncytial virus; VZV, varicella-zoster virus.

TABLE 25.2 Sensors of Viral Infection

Toll-Like Receptors (TLRs)
TLR3 dsRNA, MCMV, VSV, LCMV, HSV, EBV
TLR7 and TLR8 ssRNA, influenza virus, HIV, VSV
TLR9 dsDNA, HSV, MCMV
TLR2 MV hemagglutinin protein, HSV, HCMV
TLR4 MMTV envelope protein, RSV

RIG-I–Like Helicases (RLHs)
RIG-I Influenza virus, VSV, HCV, JEV, MV, RSV, Sendai 

virus, EBV
MDA-5 Poly(I:C), MV, Sendai virus, VSV, MCMV, picorna-

viruses

NOD-Like Receptors (NLRs)
NLRP3 Influenza virus, Sendai virus, adenovirus, vaccinia 

virus
NOD2 Influenza virus, VSV, RSV

Other Sensors
AIM2 Vaccinia virus, MCMV
ZBP1 (DAI) Cytosolic dsDNA, HSV
IFI16 Cytosolic dsDNA, HSV
cGAS Cytosolic dsDNA, HSV

AIM2, Absent in melanoma-2; cGAS, cyclic GMP-AMP synthase; DAI, DNA-dependent 
activator of IFN; dsRNA, double-stranded RNA; EBV, Epstein-Barr virus; HCMV, hu-
man cytomegalovirus; HCV, hepatitis C virus; HIV, human immunodeficiency virus; 
HSV, herpes simplex virus 1/2; IFI16, Gamma-interferon-inducible protein Ifi-16; JEV, 
Japanese encephalitis virus; LCMV, lymphocytic choriomeningitis virus; MCMV, murine 
cytomegalovirus; MDA-5, melanoma differentiation-associated gene; MMTV, mouse 
mammary tumor virus; MV, measles virus; RSV, respiratory syncytial virus; ssRNA, 
single-stranded RNA; VSV, vesicular stomatitis virus; ZBP1, Z-DNA–binding protein 1.
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DCs, neutrophils, natural killer (NK) cells, natural killer T cells 
(NKT cells), and γδ T cells. Furthermore, tissue cells, including 
fibroblasts, epithelial cells, and endothelial cells, express PRRs 
and respond to viral infection via the production of innate cyto-
kines, including IFN-I and IL-1. IFN-I is a critical link between 
the innate and adaptive immune systems via activation of DCs 
and T cells, as well as protecting T cells from NK cell–mediated 
attack.4 IFN-Is can also activate NK cells and induce other cyto-
kines that promote NK responses, such as IFN-γ and IL-12. NK 
cells produce proinflammatory cytokines; they can kill infected 
cells and interact with DCs and are an important component of 
innate defense against viruses. NK cells can protect against some 
herpes viruses, which downregulate major histocompatibility 
complex (MHC) expression in the cells they infect. NK cells are 
also important in resistance to mouse and human CMV and pos-
sibly to HIV, influenza virus, and Ebola virus.5 NK cells have also 
recently been shown to possess traits of adaptive immunity and, 
like T and B cells, can form populations of memory cells.6 NK 
cells are regulated by an array of activating and inhibitory re-
ceptors, whose expression and function are just beginning to be 
understood. Uninfected cells are usually protected from NK cell 
cytolysis as they deliver negative signals, such as high expression 
of MHC molecules. In contrast, virus-infected cells are killed ei-
ther because they deliver positive signals or because they lack 
adequate MHC-negative signals. NK cells may also control ex-
cessive immune responses to viruses by killing CD4+ T cells and 
indirectly regulating cytotoxic T lymphocyte (CTL) responses. 
NKT cells may provide some antigen-specific innate immune 
protection against certain viruses, such as influenza virus.

Several classes of innate host proteins function in antiviral de-
fense. These include natural antibodies, which may play a role in 
defense against some viral infections, as well as pentraxins and 
complement proteins. Some viruses may be directly inactivated 
by complement activation or be destroyed by phagocytic cells 
that bind and ingest complement-bound virions. Several proin-
flammatory cytokines and chemokines induced by virus infec-
tion also play key roles in defense. Foremost among these are IL-1 
and other members of the IL-1 family, including IL-18 and IL-
33. These cytokines influence both innate and adaptive immune 
cells and play critical roles in antiviral defense. Other antiviral 

cytokines are produced early, following infection, such as tumor 
necrosis factor (TNF), IFN-γ, IL-12, IL-6, and chemokines, such 
as MIP-1α. In particular, IL-12 is a potent inducer of IFN-γ from 
NK cells. Inflammatory chemokines also play an important role 
in innate antiviral defense by orchestrating macrophage, neutro-
phil, DC, and NK cell responses at the site of infection. Not only 
are these components of innate immunity involved in mediating 
initial protection against viruses but also several components 
(e.g., the PRRs; the cytokines IFN-I, IL-I, IL-33, and IL-12; and 
phagocytes, including macrophages, monocytes, and DCs) serve 
to shape the nature and effectiveness of the subsequent adaptive 
response to viral pathogens. For instance, DCs require innate sig-
nals, such as IFN-I and IL-12, for maturation and optimal T-cell 
activation. Furthermore, CD8+ T cells responding to viruses need 
IFN-I and IL-33 signals for expansion and memory formation. 
Thus, both the magnitude and the type of innate response in-
duced by virus infection have a marked influence on the genera-
tion of adaptive immune responses.

ADAPTIVE IMMUNITY TO VIRUSES
Innate immunity generally only slows, rather than stops, viral 
infection, allowing time for the adaptive immune response to 
begin. The two major divisions of adaptive immunity, antibody-
mediated and T-cell–mediated, are mainly directed at different 
targets. Antibodies usually function by binding to free viral 
particles and, in so doing, block infection of the host cell (see 
Chapter 8). In contrast, T cells act principally by recognizing 
and destroying virus-infected cells or by orchestrating an in-
flammatory response that includes several antiviral components 
(see Chapter 12). As all viruses replicate within cells and many 
can spread directly between cells without reentering the extra-
cellular environment, resolution of infection is reliant more on 
T-cell function than on antibody function. However, broadly 
neutralizing antiviral antibodies have the potential to be effec-
tive therapies against many different human infections, includ-
ing HIV, influenza viruses, and Ebola virus. Recent advances 
have allowed researchers to isolate and identify human mono-
clonal antibodies (mAbs) against these and other pathogens,7

offering promise of new therapies as well as significant insight 
for vaccine design. Antiviral antibodies are also very important 
as an immunoprotective barrier against reinfection. It is the 
presence of antibodies at portals of entry—most often muco-
sal surfaces—that is of particular relevance to influenza, HSV, 
and HIV infections. Yet, how to generate vaccines that induce 
optimal antibody responses, including broadly neutralizing an-
tibodies, remains an important unsolved problem.

In some individuals, highly potent or highly cross-reactive 
antibodies are generated naturally in response to viral infection. 
Such broadly neutralizing antibodies, sometimes called super-an-
tibodies, offer many potential advantages for therapy, especially 
if engineered to have a long half-life in vivo.8 Current single-cell 
approaches to identify and isolate B cells for human monoclonal 
antibody generation will be decisive for the use of broadly cross-
reactive human monoclonal antibodies for therapy, including 
against emerging and pandemic viruses, such as SARS-CoV-2, 
the causative virus of the recent COVID-19 pandemic.

Initiation of adaptive immunity is closely dependent on 
early innate mechanisms that activate antigen-presenting cells 
(APCs), principally subsets of DCs. APCs and lymphocytes are 
drawn into lymphoid tissues by chemokine and cytokine sig-
nals and are retained there for a few days to facilitate effective 

Acting to block infection:
Natural antibodies
Complement components
Some cytokines and chemokines

Acting to protect cells from infection:
Interferon-α/β (IFN-I)
Interferon-γ (IFN-γ)
Interleukin-1 (IL-1),18

Acting to destroy or inhibit virus-infected cells:
Natural killer (NK) cells
Natural killer T cells (NKT cells)
Macrophages
Neutrophils
γδ T cells
Nitric oxide

Involved in regulating antiviral inflammatory response:
ILs-1, 6, 10, 12, 18, 23, 33
Transforming growth factor (TGF)-β
Chemokines (CCL2, 3, 4, 5) 
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and APCs, costimulatory molecules (e.g., CD28 and 4–1BB), and 
inflammatory cytokines (e.g., IFN-I and IL-12), are required to 
program the development of functional effector lymphocytes.12

In some infections, CD4 T-cell help is also important to prime ro-
bust CTL responses via signals, including CD40 that are delivered 
to DCs. Activated CTL effectors then exit lymphoid organs and 
access almost all body locations via the bloodstream. However, 
effectors do not stay activated for long once the virus is cleared, 
and approximately 95% die by a process termed activation-in-
duced cell death. Following this contraction phase, the remaining 
cells differentiate into memory cells, which remain as a more or 
less stable population in the host for many years. They represent 
an expanded pool of CTL precursors that can be activated upon 
secondary encounter with antigen and provide enhanced protec-
tion upon reinfection with the same virus (see next section). Al-
though much of our knowledge of T-cell responses to viruses has 
been obtained from murine studies, it is increasingly clear that 
the fundamental principles are the same or similar in humans.

T-cell immunity against a particular virus involves both CD4 
and CD8 T-cell subsets that recognize peptides derived from 
viral antigens bound to surface MHC proteins (class II and class 
I, respectively) (see Chapters 5 and 6). Complexes of viral pep-
tides bound to MHC class II proteins are generated by APCs 
from scavenged and processed virus-infected cells or viral par-
ticles. Antigen–MHC class I complexes are expressed on the 
surface of infected cells, and antigen can also be transferred to 

intercellular interactions. The architecture of the secondary 
lymphoid tissues supports the coordinated interactions among 
the cells of the adaptive immune system through a network of 
supportive stromal cells and local chemokine gradients (see 
Chapter 2). The induction events occur in lymph nodes drain-
ing an infection site or in the spleen if the virus enters the 
bloodstream. The passage of viral antigens to lymph nodes usu-
ally occurs in DCs. Some viruses are able to compromise the 
function of APCs, such as HSV and measles virus, which can 
inhibit DC maturation.

B-cell activation occurs following antigen encounter in the B-
cell follicles, and possibly the T-cell zones, in the spleen or lymph 
nodes. Some activated B cells become short-lived plasma cells, 
whereas others move to the edges of the B-cell follicles and inter-
act with antigen-specific helper CD4 T cells via the presentation 
of antigenic peptides on B-cell MHC class II molecules. These 
Bcl6-dependent CD4 T follicular helper (Tfh) cells are specialized 
for providing help for B-cell responses and are needed to promote 
and regulate B-cell responses.9 Activated B cells initiate germinal 
center (GC) reactions with the help of CD4 Tfh cells, ensuring so-
matic hypermutation and affinity maturation for the selection of 
high-affinity, antibody-producing, long-lived plasma cells, as well 
as memory B cells.10 At the molecular level, upregulation of the 
transcription factors Blimp-1, XBP-1, and IRF-4 dictates plasma 
cell formation, whereas Pax-5 expression delineates B cells des-
tined for GC reactions and the memory B-cell lineage.

Antibody binding to epitopes expressed by native proteins at 
the surface of free virions usually blocks viral attachment or pen-
etration of target cells. Sometimes the consequence is viral lysis 
(with complement proteins also involved), opsonization, or sen-
sitization for destruction by Fc receptor-bearing cells that me-
diate antibody-dependent cellular cytotoxicity (ADCC). Occa-
sionally, however, Fc receptor binding of antibody-bound virus 
may facilitate infection and result in more severe tissue damage. 
This occurs in dengue fever and may happen in some instances 
in HIV infection. This antibody-dependent enhancement (ADE) 
effect occurs in dengue fever, some vaccines against dengue, and 
possibly in some instances in HIV infection.11 Although ADE 
was a concern with the development of coronavirus vaccines 
because animal models challenged with SARS-CoV were found 
to develop ADE, this has not proven to be a problem following 
SARS-CoV-2 vaccination with current approved vaccines.

The antibody involved in the protection of mucosal surfac-
es in humans is predominantly secretory immunoglobulin A 
(IgA), but serum-derived IgG may also be protective, particu-
larly in such sites as the vaginal mucosa. Both antibody isotypes 
act mainly to block infection of epithelial cells, although, in 
some instances, the antibody may transport antigen from with-
in the body across epithelial cells to the outside. Mucosal anti-
body persists for a much shorter period compared with serum 
antibody, which explains, in part, why immunity to mucosal 
pathogens is usually of much shorter duration compared with 
immunity to systemic viral infections.

Like B-cell responses, T-cell responses to viral infections also 
begin within lymphoid tissues. Specific CD8 CTL precursors rec-
ognize antigen in the context of major histo compatibility com-
plex (MHC) class I–peptide antigen complexes on DCs. The CD8 
T cells become activated, proliferate, and differentiate into effec-
tors. Expansion of these naïve antigen-specific precursors is con-
siderable, often exceeding 10,000-fold, and results in an effector 
population that can account for 40% or more of a host’s total CD8 
T-cell population (Fig. 25.2). Various factors, including antigen 

KEY CONCEPTS
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Effector Systems
Recognized 
Molecules

Control 
Mechanisms

Antibody Surface proteins or 
virions

Neutralization of 
virus, opsonization, 
or destruction of 
infected cells by 
ADCC

Antibody + comple-
ment

Surface proteins ex-
pressed on infected 
cells

Infected cell destruc-
tion by ADCC or 
complement-medi-
ated lysis

Mucosal antibody 
(IgA)

Surface proteins or 
virions

Viral neutralization, 
opsonization, and 
transcytosis

CD4 T cells Viral peptides (10–20 
mers) presented 
on MHC class II 
surface, internal 
or nonstructural 
proteins presented 
by APCs

Antiviral cytokine and 
chemokine produc-
tion; help for CD8 
T-cell and B-cell 
responses; killing 
infected cells; regu-
latory functions to 
reduce immunopa-
thology

CD8 T cells Viral peptides (8–10 
mers) presented 
on MHC class I 
surface, internal, or 
nonstructural pro-
teins presented on 
infected cells or by 
cross-presentation

Killing infected cells 
or purging virus 
without cell death; 
antiviral cytokine 
and chemokine 
production

ADCC, Antibody-dependent cellular cytotoxicity; APC, antigen-presenting cell; IgA, 
immunoglobulin A; MHC, major histocompatibility complex.
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FIG. 25.2 Expansion/Contraction/Memory Phases of Adap-
tive Immunity and Memory Cell Subsets. (A) Dynamics of 
primary and secondary (recall) T-cell responses to viral infec-
tion (red line). Both primary and recall T-cell responses undergo 
expansion and contraction phases, followed by stable immune 
memory. Recall responses induce a larger effector pool and re-
duced contraction, further boosting the memory pool. (B) Ef-
fector and memory T-cell differentiation. Antigen stimulation 
expands effector cells, most of which die during the contraction 
phase. Effector memory T cells (TEM) that are formed gradually 
convert to central memory T cells (TCM) over time, with corre-
sponding changes in surface marker expression. Some effector 
T cells develop into resident memory T cells (TRM) that persist in 
the tissues and do not reenter the circulation.
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APCs from infected cells by a process known as cross-presenta-
tion. Recent experiments in mice have also demonstrated a role 
for the transfer of antigen between DCs as they migrate from 
infected tissues to the lymphoid tissues. Multiple subsets of DCs 
exist and specialize somewhat in antigen presentation on MHC-
I or MHC-II.13 During the process of activation, T cells can re-
ceive signals from multiple DC types in a temporally controlled 
sequence that coordinates CD4 and CD8 T-cell interactions.12

Use of MHC class I and class II tetramers to directly visualize 
antigen-specific CD8 and CD4 T-cell responses, respectively, 
has demonstrated the significant size of T-cell responses to vi-
ruses, such that the majority of the activated T cells seen at the 
peak of the response are virus-specific.

CTLs function by recognizing virus-infected cells and kill-
ing them; this often involves perforins and cytotoxic granules 
containing granzymes. Effector CTLs can also induce death in 

target cells following engagement of the Fas ligand on the CTL 
with Fas on target cells. Both pathways lead to apoptosis of the 
target cell, involving the degradation of nucleic acids, includ-
ing those of the virus. Alternatively, CD8 T cells also mediate 
defense through the release of various cytokines after antigen 
recognition. Some of the cytokines and chemokines most high-
ly produced by CTLs include IFN-γ, TNF, lymphotoxin-α, and 
RANTES (CCL5) (see Chapters 14 and 15). These cytokines can 
have multiple antiviral effects on infected cells and on the cells 
around them, including the purging of virus from infected cells 
without killing the cells. This is particularly important for such 
viruses as HSV, which infects non-rejuvenating cells, such as 
nerve cells.

CD4 T cells are involved in antiviral defense as well as be-
ing modulators of inflammatory reactions to viruses. Multiple 
functional subsets of CD4 T cells are recognized based largely 
on the types of cytokines produced when they recognize anti-
gen. CD4 T cells are more broadly reactive than CD8 T cells; 
they recognize larger peptides processed from viral proteins and 
are restricted by MHC class II. These CD4 T cells participate 
in antiviral immunity in several ways. They can act as helper 
cells for the development of high-affinity antibody responses 
and for more functional CD8 T-cell responses.9,14 Addition-
ally, CD4 T cells act as effectors and orchestrate inflammatory 
reactions, which either serve a protective function or, in some 
cases, become prolonged, causing chronic tissue damage (see 
Chapter 11). The latter can happen in HCV-mediated hepati-
tis and HSV-mediated stromal keratitis. Occasionally, CD4 T 
cells can mediate direct cytotoxicity, but they are less effective 
than CD8 T cells. The principal subsets of CD4 T cells involved 
in inflammatory reactions are T helper-1 (Th1) cells (produc-
ing mainly IFN-γ, TNF, IL-2) and Th17-producing cells (IL-17 
and IL-22). A third effector subset, Th2 cells producing (IL-4, 
IL-5, and IL-13), also participates in inflammatory reactions, 
although in the case of viruses, these are usually more tissue-
damaging than protective. This situation can occur in response 
to RSV infection. Regulatory T cells (Tregs) are a further subset 
of CD4 T cells of particular importance since these cells largely 
act to regulate the function of effector subsets and, in so doing, 
influence the severity and duration of inflammatory reactions 
(see Chapter 13).15 Tregs produce antiinflammatory cytokines, 
such as IL-10 and transforming growth factor-β (TGF-β), and 
can be distinguished from other CD4 subsets by their expres-
sion of a unique transcription factor, FoxP3. The balance of CD4 
T-cell subset representation in response to a viral infection is 
critical. In situations where responses become overtly tissue-
damaging and chronic, the balance favors effector subsets. In 
such situations, changing the balance to favor Tregs can result in 
diminished lesions. How to achieve this objective by acceptable 
therapeutic approaches represents an active area of research.

IMMUNOLOGICAL MEMORY
Immunological memory is a cardinal feature of adaptive immu-
nity. The goal of vaccinology is to induce long-lived immuno-
logical memory to protect against reinfection (see Chapter 87). 
Following infection with certain viruses, memory can be ex-
ceptionally long-lived, potentially for the life of the host (e.g., 
yellow fever and smallpox viruses).16,17 Memory is defined by 
the persistence of specific lymphocytes and antibody-producing 
plasma cells rather than that of antigen to induce continuous 
lymphocyte activation. Humoral memory to viruses involves 
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long-lived plasma cells in bone marrow, which provide a contin-
uous, low-level source of serum antibodies. This maintenance 
of humoral immunity also involves a population of homeo-
statically maintained memory B cells, which may be required 
to maintain stable numbers of long-lived plasma cells over time. 
The pool of memory T cells is regulated by low-level homeo-
static division controlled by the cytokines IL-7 and IL-15. For 
memory CD8 T cells, IL-7 is primarily important for survival, 
whereas IL-15 is crucial for low-level proliferation to maintain 
the size of the memory T-cell pool.

Studies suggest that TCM are capable of mounting stronger pro-
liferative responses following reinfection. Tissue-specific homing 
of TEM cells permits them to enter sites of potential viral infection, 
such as skin and mucosae. However, we now know that many 
memory T cells found at sites of previous viral infections take 
up long-term residence in tissues.21 This includes skin, intestines, 
lungs, the liver, and the brain (Fig. 25.3, A). These tissue-resident 
memory T cells (TRM cells) are sequestered from the circulation 
and provide rapid protection against viruses, such as HSV in the 
skin, where they localize with a unique dendritic morphology and 
undergo slow surveillance of the tissue (Fig. 25.3, B). TRM cells can 
produce various cytokines, including IFN-γ  and IL-17. Notably, 
activation of TRM cells can trigger enhanced early inflammation 
to drive local immunity. This is in contrast to TCM, which migrate 
largely through lymphoid organs (spleen and lymph nodes), and 
TEM cells, which can migrate through nonlymphoid tissues. These 
differences may define the physiological raison d'être for these 
memory T-cell subsets, highlighting that measurement of mem-
ory T cells in human peripheral blood is a poor representation of 
the total-body memory T-cell pool.

TRM cells can be detected in tissues by using markers, such 
as CD69 and CD103, although these are imperfect identifi-
ers and may not identify TRM in all human tissues. TRM cells 
in different anatomic locations share a common genetic sig-
nature and require common transcription factors for their 
formation, including T-bet, Eomes, Blimp1, and Hobit, as 
well as cytokines including TGF-β and IL-15. Yet, these cells 
also adopt a unique gene expression that is imprinted by 
the tissue environment and presumably imparts specialized 
functions on TRM cells in each location. However, memory 
in certain peripheral tissues, such as lungs, appears to wane 
over time, suggesting that memory T cells may not persist in 
sufficient numbers in this site. This rationalizes a need for 
vaccines that induce optimal numbers of memory T cells in 
tissues as well as blood. For vaccines to be effective against 
many virus infections, they need to induce optimal TRM re-
sponses at sites of viral entry. Using appropriate signals to 
“pull” memory cell precursors to specific sites could be one 
way of achieving this objective.22

IMMUNE EVASION AND IMMUNITY TO CHRONIC 
VIRAL INFECTIONS
Many, if not all, viruses employ immune blunting or delay tac-
tics to circumvent aspects of the immune system, allowing them 
time to replicate further or escape detection (Table 25.3). One 
such mechanism may involve killing or infecting APCs. Viruses 
may also delay or prevent apoptosis induced by CTLs within 
infected cells. Other viral evasion measures aimed at the CD8 T 
cell–mediated antiviral defense system inhibit antigen process-
ing, thereby minimizing effector CTL induction. To escape CTL 
killing, many viruses also downregulate the MHC  molecules on 
the surface of infected cells. In addition, viruses may produce 
various mimics or modulators/inhibitors of cytokines, che-
mokines, or other components of the immune system or their 
receptors. Viruses also resort to antigenic hypervariability to 
escape antibody or T-cell recognition. This can occur during 
transmission from host to host (e.g., influenza virus) or within 
hosts during chronic infection through the generation of viral 
escape mutants. The latter is particularly important for HIV and 
HCV infections.

• Many human viral infections are successfully controlled by the im-
mune system.

• Certain emerging viruses may overwhelm the immune system and 
cause severe morbidity and mortality.

• Other viruses have developed mechanisms to overwhelm or evade 
the immune system and persist.

• Individuals with defects in innate or adaptive immunity demonstrate 
more severe viral infections.

• T-cell immunity is more important for control than are antibodies in 
many viral infections.

• Antibodies are important to minimize reinfection, particularly at muco-
sal sites.

• Immune memory is often sufficient to prevent secondary disease, al-
though not in all viral infections.

• Tissue-specific immune memory may be important to rapidly protect 
against reinfection at peripheral sites (e.g., skin and mucosae). 

KEY CONCEPTS
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Immunological memory is defined by a pool of antigen-spe-
cific cells whose increased frequency enables rapid control of vi-
ral reinfection (see Fig. 25.2). IL-7Rα-expressing effector T cells 
are the precursors of this memory pool. This population of cells, 
which constitutes about 5% to 10% of the effector pool, preferen-
tially survives the contraction phase and gradually differentiates 
into a stable memory population.18 Upon reinfection, these mem-
ory cells can be rapidly activated and, by virtue of their increased 
frequency, mediate more rapid clearance of the viral pathogen. 
Moreover, repeated stimulation of memory cells via multiple 
infections with the same virus, or prime-boost vaccine regimes, 
further increases the size of the antigen-specific memory T-cell 
pool.19 Restimulation also affects the activation status and tissue 
distribution of memory T cells, which may enhance protection 
from viral infection in mucosal and other tissues.

Experiments in humans and mice have demonstrated that 
memory T cells are heterogeneous. Memory T cells were di-
vided into effector memory (TEM) and central memory (TCM) 
subsets, defined by the expression of two surface molecules in-
volved in T-cell migration: CD62L and CCR7.18 The CD62LloC-
CR7lo TEM subset is found primarily in nonlymphoid tissues and 
the spleen, whereas the CD62LhiCCR7hi TCM subset is largely 
present in lymph nodes and the spleen. The current model pre-
dicts that effector T cells form the TEM subset and that these cells 
gradually convert to a TCM phenotype over time (Fig. 25.2, B). 
Although the conditions that control the rate of this conversion 
are unknown, it is likely that the amounts of antigen and in-
flammatory signals received during the effector phase greatly 
influence this by programming the epigenetic regulation of gene 
expression20. It has also been shown that CD4 T-cell help is re-
quired for the generation of long-lived memory CD8 T cells via 
interactions with DCs.



326 PART III Host Defenses to Infectious Agents

Brain

Lungs
Bone marrow
Liver
Spleen

Intestines

Reproductive
tract

Skin

A

TCM / TN

TEM / TEFF

BloodLymph node

Dermis

Hair follicle

Epidermis

Skin

B

TEM

CD4+ TRM

CD8+ TRM

FIG. 25.3 Tissue-Resident Memory T Cells Trm Reside Within Tissues and Sites of Previous Viral Infection and Provide Rapid 
Protection Against Reinfection. (A) TRM  cells have been found in most locations in the body. (B) Subsets of memory T cells in the skin. 
CD8 TRM  cells remain localized in the epidermis of the skin after herpes simplex virus (HSV) infection. Resident memory CD4+ TRM  cells 
cluster in the dermis. Effector memory T cells (CD4+ TEM) continue to migrate through the dermal layers of skin with access to blood 
and lymphoid tissues. Central memory T cells (TCM) and naïve T cells (TN) circulate through lymphoid tissues via the blood.

TABLE 25.3 Mechanisms and Examples of 
Viral Immune Evasion

Mechanism Example

Interference with viral antigen 
processing and presentation

HSV (ICP47), EBV (EBNA-1), HIV 
(Nef, Tat), HPV (E5), CMV (UL6)

Evasion of NK cell function HIV (Nef), EBV (EBNA-1), CMV 
(UL40, UL18)

Inhibition of cell apoptosis Adenovirus (RID complex and 
E1B), HIV (Nef), EBV (BHRF-1)

Destruction of T cells HIV
Interference with antiviral cyto-

kines and chemokines
EBV (IL-10 homolog), CMV(US28 

chemokine receptor homolog), 
vaccinia virus (IL-18-binding pro-
tein), HIV (Tat chemokine activity)

Inhibition of complement action HSV, pox viruses
Inhibition of DC maturation HSV, vaccinia virus
Frequent antigenic variation Influenza virus, HIV
Infection of immune-privileged 

site
Measles virus, VZV, and HSV 

(neurons)
Immune exhaustion HIV, HCV, HBV

CMV, Cytomegalovirus; DC, dendritic cell; EBV, Epstein–Barr virus; HBV, hepatitis 
B virus; HCV, hepatitis C virus; HIV, human immunodeficiency virus; HPV, human 
papillomavirus; HSV, herpes simplex virus; IL-18, interleukin-18; NK, natural killer; 
RID, receptor internalization and degradation; VZV, varicella-zoster virus.

The success of many viral pathogens rests in their ability to 
subvert the host immune response. The most successful human 
viruses can escape the immune system and persist for the life of 
the host. Two well-studied examples of this are CMV and EBV.   

T-cell responses to these viruses are prominent and readily detect-
able in humans, and yet the immune system is unable to clear ei-
ther pathogen completely. However, these viruses generally remain 
undetectable in immunocompetent individuals. Other viral infec-
tions, such as those caused by the herpes viruses HSV and VZV, are 
marked by periods of latency when no virus can be detected. Yet, 
periods of viral reactivation, often triggered by stress, can lead to 
episodes of disease. These are controlled by the immune response, 
which plays a central role in controlling herpes virus latency.

Many of the most medically important human viruses are 
associated with persistent viremia. These include those caus-
ing chronic infections, such as HIV, HCV, HBV, and human T-
lymphotropic virus (HTLV), among others. Such chronic viral 
infections are marked by high levels of persisting antigen and 
can result in skewed T-cell immunodominance hierarchies, al-
tered tissue localization of immune cells, and severely impaired 
T-cell function.23 This altered T-cell function is hierarchical and 
results in functional T-cell defects ranging from reduced cyto-
kine production and altered proliferative capacity (exhaustion) 
to death (deletion) of the responding T cells (Fig. 25.4, A).

Sustained viral antigen levels and inflammation are responsible 
for this immune dysfunction. This is in stark contrast to normal 
memory T-cell development, which occurs in the absence of per-
sisting antigen (see previous section). Studies have demonstrated 
that signaling through multiple inhibitory receptors expressed 
on the cell surface contributes to exhaustion during chronic infec-
tions.23 This includes the receptor programmed death (PD)-1,   
expression of which may be essential for preventing excessive   
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immunopathology by effector T cells and yet appears to con-
tribute directly to failed immunity to HIV infection and other 
chronic human viral infections. Although the molecular mecha-
nisms of exhaustion remain incomplete, differential involvement 
of transcription factors (including Tbet, Blimp1, and Tox) and 
altered gene expression define exhausted T cells. Studies have 
implicated multiple inhibitory receptors as potential therapeutic 
targets, and although combinations of these checkpoint inhibitor 
blockade therapies are proving highly beneficial to the treatment 
of certain cancers,24 similarly efficacious responses have yet to be 
fully demonstrated during chronic virus infection. Yet, the dis-
covery of a stem-like subset of exhausted T cells that express Tcf1 
and Tim3 and display enhanced proliferative capacity provides 
considerable promise for enhancing immunity against chronic 
viral infections (Fig. 25.4, B).

It is also important to note that the activation of immune 
cells involves considerable changes in their metabolic demands, 
in particular T cells that undergo phases of rapid expansion and 
production of antiviral cytokines. During chronic viral infec-
tion, exhausted T cells demonstrate marked changes in cellular 
metabolism, shifting from glycolysis to fatty acid oxidation, as 
well as impaired mitochondrial function.23,25 Immune cells that 
are targets of viral infection, such as HIV-infected T cells or 
macrophages, also show marked metabolic changes. The com-
plex interplay between immune cell functions and metabolic 
reprogramming in response to viral infections is yet to be fully 
appreciated but could reveal important new avenues for therapy 
and treatment of viral diseases.26

OUTCOMES OF VIRUS INFECTION: IMMUNITY OR 
IMMUNOPATHOLOGY
Typically, individual humans respond to a viral infection in 
different ways. When the common cold or even pandemic 

influenza infection occurs, only a small percentage of exposed 
persons may develop overt clinical disease. In the pre-vaccine 
days, poliomyelitis was a much-feared consequence of polio-
virus infection, but only a very small percentage of infected 
persons developed paralyzing complications. Similarly, only an 
unfortunate few develop life-threatening meningoencephalitis 
following infection with the insect-transmitted West Nile virus. 
It is particularly characteristic of chronic viral infections that 
clinical expression is highly variable. With HCV, for example, in 
70% to 80% of patients, some form of chronic liver disease de-
velops, and the virus is not cleared. However, in up to 30%, the 
infection is controlled, the virus is cleared, and immunity to re-
infection develops. The latter group of individuals make a type 
of immune response that includes protective antibodies along 
with an appropriate pattern of T-cell responsiveness.27 This is-
sue is particularly relevant during the recent SARS-COV-2 pan-
demic, where it seems that age and the presence of comorbidi-
ties, such as diabetes and hypertension, are variables that could 
greatly affect the outcome of infection.

We do not fully understand the reasons for the varying 
outcomes of virus infections in different persons, and almost 
certainly, multiple factors are involved. Many of these factors 
impact the response pattern made by the innate immune sys-
tem, which, in turn, affects the magnitude and type of adaptive 
immune response that occurs. Some of the circumstances that 
do influence the outcome of infection include genetic suscep-
tibility of the host, the age of the host when infected, the dose 
and route of infection, the variable induction in the host of anti-
inflammatory cells and proteins, and the presence of concurrent 
infections and past exposure to cross-reactive antigens.

IMMUNOPATHOLOGY AND AUTOIMMUNITY
Immune responses against virus-infected cells often result in 
tissue damage, especially if cell killing is involved or if there is 
extensive recruitment and activation of inflammatory cell types, 
such as macrophages and sometimes neutrophils. If the response 
is brief and is quickly repaired, it is usually deemed an immuno-
protective event. A prolonged tissue-damaging effect resulting 
from an immune reaction against viruses is considered immu-
nopathology (Fig. 25.5). Such situations most commonly involve 
persistent viruses, which are themselves often mildly cytode-
structive in the absence of an immune reaction. Chronic tissue 
damage initiated by viruses can also result in the development 
of an autoreactive and occasionally oncogenic response. For 
example, some autoimmune diseases may be initiated or exac-
erbated by viral infections, but no named virus has been regu-
larly incriminated as a cause of human autoimmune disease.28 
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FIG. 25.5 A Balance of Signals is Required to Protect Against 
Viral Infection and Prevent Immunopathology. Multiple pro- 
and antiinflammatory mechanisms together decide the outcome 
of viral infection and the degree of tissue damage.

FIG. 25.4 Hierarchical Model of T-Cell Exhaustion During 
Persistent Viral Infection. (A) T-cell function (cytokine produc-
tion, killing, and proliferative potential) is negatively influenced 
by increasing levels of antigen. Low levels of persistent antigen 
may lead to partial loss of function and intermediate levels of 
programmed death (PD)-1 expression. High, sustained levels of 
antigen over time can lead to full loss of function, high levels of 
PD-1, and eventually cell death (deletion). (B) A subset of stem-
like exhausted T cells forms during chronic infection that can 
give rise to more terminally differentiated effector-like T cells.
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TABLE 25.4 Lesions Resulting From Immu-
nopathology
Primarily involving CD8 T 

cells acting as cytotoxic T 
lymphocytes or sources of 
proinflammatory cytokines

Murine lymphocytic choriomeningitis 
virus

Hepatitis B virus (HBV)–induced 
chronic hepatitis

Coxsackie B virus-induced diabetes
Coxsackie B virus-induced myocarditis
Demyelination caused by some strains 

of mouse coronavirus and Theiler 
virus

Primarily involving CD4 T cells 
that produce Th1 cytokines

Demyelination caused by some strains of 
mouse coronavirus and Theiler virus

Herpes simplex virus (HSV)–induced 
stromal keratitis

Involvement of CD4 T cells 
that produce Th2 cytokines

Respiratory syncytial virus (RSV)–in-
duced pulmonary lesions

Involvement of antibody Glomerulonephritis in chronic hepatitis B
Dengue hemorrhagic fever

Molecular mimicry: similar epitopes shared by virus and host

Bystander activation: chronic release of cytokines and host antigens ac-
tivates local autoreactive lymphocytes

Viral persistence: chronic viral antigen presentation on host cells leads to 
prolonged immunopathology 

CLINICAL RELEVANCE
Hypothesized Role of Viruses in Autoimmunity

Circumstantial evidence exists for a virus link in multiple scle-
rosis (MS), insulin-dependent diabetes, and possibly systemic 
lupus erythematosus (SLE). In MS, many viruses have been iso-
lated from patients, although no specific one has been tied to the 
disease etiology. The current hypothesis is that viral infections 
set up an inflammatory environment that may exacerbate or tip 
the balance toward disease in genetically susceptible individuals.

Immunopathological reactions involving viruses have several 
mechanisms, but T cells are usually involved as orchestrators of 
inflammatory events (Table 25.4). A clear example of immunopa-
thology involving a virus is lymphocytic choriomeningitis virus 
(LCMV) in the mouse. This model has dominated ideas and has 
set several paradigms in viral immunology in general.29 The first 
virus-induced immunopathological lesions recognized were glo-
merulonephritis and arteritis, noted in mice persistently infected 
with LCMV. The lesions were assumed to represent inflammatory 
reactions to tissue-entrapped immune complexes that activate 
complement. Similar immune complex–mediated lesions occur 
in other infections, including lung lesions found in severe influ-
enza, RSV infection, viral hepatitis, and arthritis. However, only 
rarely have viral antigens been shown to contribute to the anti-
gen component of the complex. An example where the inclusion 
of viral antigen in immune complexes has been demonstrated is 
chronic HBV infection of humans. Autoimmune diseases, such as 
SLE, also result from immune complex–mediated tissue damage. 
However, evidence linking viruses to the etiology or pathogenesis 
of SLE is scarce since the immune complexes in SLE do not ap-
pear to include viral antigens at any stage.

Thanks largely to the LCMV model, it is clear that CD8 T-
cell recognition of viral antigens can result in tissue damage. In 
LCMV infection, damage occurs in the leptomeninges of im-
munocompetent mice, infected intracerebrally. Hepatitis can 
also occur in mice infected intravenously. Neither lesion be-
comes evident if the CD8 T-cell response is suppressed. CD8 T 
cell–mediated immunopathology can be a causative mechanism 
of chronic hepatitis associated with HCV and HBV infection, 
although the tissue damage also involves inflammatory CD4 T 
cells. Additional viral immunopathology models where lesions 
result primarily from CD8 T-cell involvement include myocar-
ditis and insulin-dependent diabetes associated with coxsackie 

B virus infection. In both instances, CD8 T cells mainly orches-
trate events, but tissue damage may result from the bystander ef-
fects of cytokines and other molecules, such as lipid mediators, 
metalloproteinases, and components of the oxygen burst. Al-
though coxsackie virus can be a cause of diabetes in the mouse, 
attempts to relate viral infection directly to the etiology of hu-
man diabetes have so far failed.

Immunopathological reactions against viruses can also in-
volve subsets of CD4 T cells, which can be either Th1 or Th17 
or both. One well-studied example involves persistent infection 
with Theiler virus in mice.30 This infection causes a demyelinat-
ing syndrome that resembles the autoimmune disease experi-
mental allergic encephalomyelitis. In both situations, CD4 T 
cells that produce Th1 cytokines appear to serve as pathological 
mediators. Furthermore, in both models, an increase in the in-
volvement of myelin-derived autoantigens occurs as the disease 
progresses. Once again, such observations indicate the possible 
role of a virus in autoimmune disease. With the Theiler virus 
model, the virus persists in the nervous system and chronical-
ly stimulates CD4 T cells to secrete an array of cytokines. The 
demyelinating events appear to result from cytokine action on 
oligodendrocytes. Myelin components, such as myelin basic 
protein, proteolipid protein, and myelin oligodendroglial glyco-
protein, may be released and can participate as additional anti-
gen in immunoinflammatory events. This scenario is referred to 
as epitope spreading.

Another model of virus-induced immunopathology that 
mainly involves the Th1 subset of CD4 T cells is stromal keratitis 
caused by HSV infection (Fig. 25.6).31 The pathogenesis of this 
immunopathological lesion is unusual in that it occurs and pro-
gresses when viral antigens can no longer be demonstrated. The 
chronic immunoinflammatory lesions are mainly orchestrated 
by CD4 T cells, but multiple early events induce the subsequent 
pathology. Viral replication, the production of certain cytokines 
and chemokines (IL-1, IL-6, IL-12, and CXCL8), recruitment 
of inflammatory cells (e.g., neutrophils), and neovascularization 
of the avascular cornea all precede immunopathology. Recently, 
it has become evident that Th17 T cells participate in stromal 
keratitis lesions. The role of Th17 T cells as orchestrators of in-
flammatory reactions has been a major research focus, especial-
ly in lesions of autoimmune diseases.32 When Th17 T cells are 
the principal mediators of tissue damage, abundant neutrophils 
are recruited to inflammatory sites, with such cells being mainly 
responsible for tissue damage.

A further mechanism of viral-induced immunopathology 
and autoimmunity is molecular mimicry. Molecular mimicry 
represents shared antigenic epitopes, either B- or T-cell antigen, 
between the host and virus. This concept originated with strep-
tococci and their association with rheumatic fever. With human 
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autoimmune disease, there is little direct support for viral mo-
lecular mimicry; however, some animal models have been used 
to prove the theoretical case, where a viral antigen is expressed 
as a self-protein in the islet cells of the pancreas. In this model, 
subsequent infection with the virus induces diabetes. However, 
this is not true mimicry and may be more closely related to viral 
antigen persistence in a model such as Theiler disease.

As discussed previously, the outcome of a T-cell response to 
a virus may be critically dependent on the balance of the T-cell-
type response. Thus, tissue damage is likely to be more severe 
and prolonged if CD8 or Th1 and Th17 CD4 T cells are pre-
dominant. Lesions become milder and may resolve when the 
balance favors Tregs. Accordingly, therapeutic approaches that 
can shift the balance of T cells are under trial.

TRANSLATIONAL RESEARCH OPPORTUNITIES
Reversing T-cell exhaustion in patients suffering from chronic 
infections or cancer will be a key clinical target in the near fu-
ture. The discovery of multiple inhibitory receptors on exhaust-
ed T cells (e.g., PD-1, LAG-3, 2B4, TIM-3), as well as a stem-
like subset of cells, has provided the opportunity to selectively 
improve T-cell function through blockade of these inhibitory 
receptors. This may be combined with a blockade of immuno-
suppressive cytokines (e.g., IL-10) or enhancement of signals 
stimulatory to the response (e.g., IL-7 therapy), as well as with 
more traditional antiviral therapies and vaccination. The chal-
lenge that lies ahead will be in determining which combination 

of inhibitory and stimulatory signals will need to be manipu-
lated in different diseases and in different groups of patients.

The design of a new generation of vaccines to target dis-
eases, such as HIV and influenza, may require tailor-made 
solutions for patients who respond poorly to vaccination or 
respond improperly, as with adverse effects, such as autoim-
mune reactions. High-throughput approaches now allow for 
the generation of a molecular signature of vaccination or in-
fection.33 Such systems biology approaches are expected to 
result in novel screening for immune protection parameters 
after vaccination. In the near future, this should also assist in 
the formulation of new vaccines containing key immune acti-
vators, such as those that stimulate certain subsets of T cells or 
induce appropriate homing molecule expression on these cells 
to direct them to tissues where they are required to mediate 
protection (e.g., mucosal sites, or skin).

In some individuals, viral infections cause mild, or sometimes 
debilitating, tissue damage. Factors that influence whether a viral 
infection results in immunopathology vary from individual to indi-
vidual. These factors include age, the route of infection, preexisting 
immunity, host genetics, and the host’s viral burden (or virome). 
The SARS coronaviruses, including the causative virus of the recent 
COVID-19 pandemic, SARS-CoV-2, are an excellent and timely 
example of viruses that can cause significant immunopathology. 
Pneumonia and pulmonary edema occur in patients with SARS 
due to excessive inflammatory cell recruitment to the lungs. Many 
patients also have multi-organ damage and vascular pathology 
due to a systemic cytokine storm.34 Such responses usually involve 
strong stimulation of inflammatory cells and T cells which generate 
excessive amounts of cytokines, chemokines, and other damaging 
mediators. Patients with more severe COVID-19 disease are also 
typically lymphopenic, possibly due to substantial recruitment of 
lymphocytes into inflamed tissues. This presentation of severe dis-
ease is absent in most patients, and it remains unclear what factors 
govern the unrestrained inflammatory response in COVID-19. 
The many lessons learned from viruses provide a strong basis for 
understanding the immunopathogenesis of SARS-CoV-2 infection 
and future emerging diseases.

CONCLUSIONS
Humans are infected by many pathogenic viruses. In most cases, 
these infections are controlled by the immune system with lim-
ited damage to the host. However, certain viruses, particularly 
in cases where the host’s immune system is impaired, can cause 
significant damage to the host’s tissues. As our understanding of 
the mechanisms underlying innate immune defenses, antigen 
presentation, T- and B-cell responses, and Tregs continues to 
improve, so too does the ability to design better vaccines and 

• Interference with antigen presentation by dendritic cells
• Inhibition of T-cell proliferation
• Inhibition of molecules involved in tissue-specific migration of effector 

cells
• Inhibition of T-cell effector functions in lymphoid and nonlymphoid 

tissues 

KEY CONCEPTS
Phases of Immunity Affected by Regulatory T Cells

• Design of new vaccines that induce broadly neutralizing antibodies
• Design of new vaccines that induce tissue-resident and circulating 

memory T-cell subsets
• Overcoming immune dysfunction during chronic viral infections for   

successful viral clearance
• Improving the efficacy of vaccines to viruses using systems biology   

approaches
• Therapies for reducing immunopathology during viral infections 

ON THE HORIZON
Pressing Issues in Need of Solutions

FIG. 25.6 Example of Herpetic Stromal Keratitis (Hsk) in the 
Human Eye After Herpes Simplex Virus-1 (HSV-1) Infection.
Inflammation of the eye and eyelid can be observed, as well 
as neovascularization and substantial necrosis, ulceration, and 
opacity of the cornea.
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therapies to boost the immune control of viral infections. Al-
though this remains a challenging goal, particularly for viruses 
such as HIV, and for novel viruses that can emerge swiftly, such 
as SARS-CoV-2, rapid scientific advances continue to provide 
many new avenues for novel therapies and vaccines.

ACKNOWLEDGMENTS
Scott N. Mueller is supported by the Australian National Health 
and Medical Research Council and Barry T. Rouse is supported 
by grants from the National Institutes of Health.

REFERENCES
1. Marsh M, Helenius A. Virus entry: open sesame. Cell. 2006;124(4):

729–740.
2. Bachmann MF, Jennings GT. Vaccine delivery: a matter of size, geometry, 

kinetics and molecular patterns. Nat Rev Immunol. 2010;10(11):
787–796.

3. Iwasaki A. A virological view of innate immune recognition. Annu Rev 
Microbiol. 2012;66:177–196.

4. Crouse J, Kalinke U, Oxenius A. Regulation of antiviral T cell responses by 
type I interferons. Nat Rev Immunol. 2015;15(4):231–242.

5. Jost S, Altfeld M. Control of human viral infections by natural killer cells. 
Annu Rev Immunol. 2013;31:163–194.

6. O’Sullivan TE, Sun JC, Lanier LL. Natural killer cell memory. Immunity. 
2015;43(4):634–645.

7. Corti D, Lanzavecchia A. Broadly neutralizing antiviral antibodies. Annu 
Rev Immunol. 2013;31:705–742.

8. Walker LM, Burton DR. Passive immunotherapy of viral infections: 
"super-antibodies" enter the fray. Nat Rev Immunol. 2018;18(5):297–308.

9. Crotty S. T follicular helper cell differentiation, function, and roles in 
disease. Immunity. 2014;41(4):529–542.

10. Cyster JG, Allen CDC. B cell responses: cell interaction dynamics and 
decisions. Cell. 2019;177(3):524–540.

11. Taylor A, Foo SS, Bruzzone R, et al. Fc receptors in antibody-dependent 
enhancement of viral infections. Immunol Rev. 2015;268(1):340–364.

12. Ugur M, Mueller SN. T cell and dendritic cell interactions in lymphoid 
organs: more than just being in the right place at the right time. Immunol 
Rev. 2019;289(1):115–128.

13. Guilliams M, Ginhoux F, Jakubzick C, et al. Dendritic cells, monocytes 
and macrophages: a unified nomenclature based on ontogeny. Nat Rev 
Immunol. 2014;14(8):571–578.

14. Laidlaw BJ, Craft JE, Kaech SM. The multifaceted role of CD4(+) T cells 
in CD8(+) T cell memory. Nat Rev Immunol. 2016;16(2):102–111.

15. Veiga-Parga T, Sehrawat S, Rouse BT. Role of regulatory T cells during 
virus infection. Immunol Rev. 2013;255(1):182–196.

16. Antia A, Ahmed H, Handel A, et al. Heterogeneity and longevity of anti-
body memory to viruses and vaccines. PLoS Biol. 2018;16(8):e2006601.

17. Ahmed R, Akondy RS. Insights into human CD8(+) T-cell memory 
using the yellow fever and smallpox vaccines. Immunol Cell Biol. 
2011;89(3):340–345.

18. Mueller SN, Gebhardt T, Carbone FR, et al. Memory T cell subsets, migra-
tion patterns, and tissue residence. Annu Rev Immunol. 2013;31:137–161.

19. Jameson SC, Masopust D. Understanding subset diversity in T cell 
memory. Immunity. 2018;48(2):214–226.

20. Tough DF, Rioja I, Modis LK, et al. Epigenetic regulation of T cell memo-
ry: recalling therapeutic implications. Trends Immunol. 2020;41(1):29–45.

21. Mueller SN, Mackay LK. Tissue-resident memory T cells: local specialists 
in immune defence. Nat Rev Immunol. 2016;16(2):79–89.

22. Iwasaki A. Exploiting mucosal immunity for antiviral vaccines. Annu Rev 
Immunol. 2016;34:575–608.

23. McLane LM, Abdel-Hakeem MS, Wherry EJ. CD8 T cell exhaustion during 
chronic viral infection and cancer. Annu Rev Immunol. 2019;37:457–495.

24. Baumeister SH, Freeman GJ, Dranoff G, et al. Coinhibitory pathways in 
immunotherapy for cancer. Annu Rev Immunol. 2016

25. Pallett LJ, Schmidt N, Schurich A. T cell metabolism in chronic viral 
infection. Clin Exp Immunol. 2019;197(2):143–152.

26. Varanasi SK, Rouse BT. How host metabolism impacts on virus pathogen-
esis. Curr Opin Virol. 2018;28:37–42.

27. Rouse BT, Sehrawat S. Immunity and immunopathology to viruses: what 
decides the outcome? Nat Rev Immunol. 2010;10(7):514–526.

28. Smatti MK, Cyprian FS, Nasrallah GK, et al. Viruses and autoimmunity: 
a review on the potential interaction and molecular mechanisms. Viruses. 
2019;11(8).

29. Zehn D, Wherry EJ. Immune memory and exhaustion: clinically relevant 
lessons from the LCMV model. Adv Exp Med Biol. 2015;850:137–152.

30. Olson JK, Ercolini AM, Miller SD. A virus-induced molecular mimicry 
model of multiple sclerosis. Curr Top Microbiol Immunol. 2005;296:
39–53.

31. Rajasagi NK, Rouse BT. The role of T cells in herpes stromal keratitis. 
Front Immunol. 2019;10:512.

32. Ma WT, Yao XT, Peng Q, et al. The protective and pathogenic roles of 
IL-17 in viral infections: friend or foe? Open Biol. 2019;9(7):190109.

33. Davis MM, Tato CM, Furman D. Systems immunology: just getting 
started. Nat Immunol. 2017;18(7):725–732.

34. Tay MZ, Poh CM, Renia L, et al. The trinity of COVID-19: immunity, 
inflammation and intervention. Nat Rev Immunol. 2020;20(6):363–374.



331

Host Defenses to Intracellular Bacteria
Stephen T. Reece and Stefan H.E. Kaufmann

26

The evolutionary relationship between humans and bacteria is 
so intimate that it is impossible to imagine the development of 
one without the other. Evolution of human immunity to bacte-
ria has been accompanied by evolution of ingenious bacterial 
mechanisms to not only survive its onslaught but also to ma-
nipulate it for enhanced survival. These concepts are reflected 
in the lifestyle of intracellular bacteria. These pathogens actively 
seek out an environment inside human cells in which to flour-
ish; yet, this is not an easy environment in which to survive. 
Human cells have developed an ability to differentiate bacterial 
from host components and to direct host cells to clear the in-
vader. The most successful intracellular pathogens have adapted 
to the intracellular environment of a particular host cell, prolif-
erate only slowly, and can live for long periods of time complete-
ly undetected by the immune system, as we see in the case of 
tuberculosis (TB). In other instances—for example, during lis-
teriosis—intracellular infection is more explosive with the rich 
intracellular environment harnessed to rapidly amplify bacte-
rial growth. More recently, bacteria that are not considered to 
typically adopt an intracellular lifestyle, but do so opportunisti-
cally, are being appreciated. Staphylococcus aureus can survive 
the intracellular environment of neutrophils and mononuclear 
phagocytes (MPs), and in doing so, spread infection around the 
human body, causing sepsis. In most cases, intracellular bacte-
ria are long-lived in the human body, sometimes for the entire 
human lifetime. A wide spectrum of pathologies ensues from 
intracellular infection, making most intracellular bacteria high-
ly clinically relevant. Moreover, new concepts on the influence 
of intracellular bacteria on host cell differentiation point to an 
ability to change infected cell phenotype to enhance survival.

This chapter dissects the current interpretation of this fas-
cinating interplay between human and microbe, sheds light on 
how our immune system functions, and how cellular phenotype 
can be molded in cells whose fates were previously believed to 

be strictly predetermined. Finally, such insights can inform new 
therapeutic and prophylactic approaches to keep  intracellular 
bacterial infections under control.

BALANCE OF PROTECTION AND PATHOLOGY 
DEFINES THE CHRONIC NATURE OF 
INTRACELLULAR BACTERIAL INFECTION
Some bacteria, such as Listeria monocytogenes, are fully 
 eradicated once the host immune response has reached its peak 
activity. More often, the intracellular habitat provides a protec-
tive niche that promotes persistent infection in the face of an 
ongoing immune response. Here the bacteria can persist for 
long periods of time without causing clinical signs of illness, 
but bacterial growth can be reactivated and cause disease if the 
immune response becomes compromised. This occurs in My-
cobacterium tuberculosis infection, resulting in disease years or 
even decades after primary infection. In fact, disease need not 
arise from infection at all; in many regions, for example, the vast 
majority of adults harbor M. tuberculosis without suffering from 
clinical disease. Alternatively, disease can develop directly after 
primary infection, during maturation of the immune response, 
or with regression once the immune response is sufficiently 
strong. Yet sterile eradication of the pathogen is rarely achieved; 
bacteria persist in a latent form, and illness may re-emerge at 
a later time. For example, Rickettsia prowazekii may persist for 
decades after convalescence from typhus to later cause Brill– 
Zinsser disease.

Several intracellular bacteria possess components that can 
profoundly influence the course of disease (such as the lipo-
polysaccharides [LPSs] of brucellae and salmonellae). Chronic 
persistence inside host cells, however, depends on the target cell 
remaining intact and physiologically active. Accordingly, many 
intracellular bacteria are of low toxicity and do not have dra-
matic direct effects on their host. Instead, pathogenesis is largely 
determined by the immune response. Classic examples of this 
concept include granuloma liquefaction in acute TB, which se-
verely affects lung function, and eye scarring due to chronic or 
recurring Chlamydia trachomatis infection that ultimately leads 
to trachoma.

Intracellular bacterial survival and persistence have major 
consequences for pathology. Although many intracellular bac-
teria show some organ tropism, dissemination to other organs 
frequently occurs, resulting in different disease forms. For ex-
ample, TB is generally manifested in the lung with 80% of cases, 
yet many other organs can be affected. In contrast to other Sal-
monella enterica serovars, the serovars Typhi and Paratyphi are 
not restricted to the gastrointestinal tract but are disseminated 

• Nonsterilizing immunity
• Persistent bacteria, sometimes latent infection
• Formation of long-lasting tissue granulomas containing low numbers

of viable bacteria
• Critical role of T cells in protection, role of antibodies less well

 established but likely to play an as-yet unappreciated role
• Critical role of immune response in pathology
• Lack of effective vaccines
• Host-directed therapies toward enhancing antimicrobial mechanisms

while limiting host pathology

CLINICAL PEARLS
Distinguishing Clinical Characteristics  
of Infections With Intracellular Bacteria
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to internal organs, primarily the liver and spleen. In these cases, 
the type of clinical disease depends markedly on the infected 
tissue type.

result in an asymptomatic carrier state referred to as latent TB 
infection (LTBI). Infection with M. tuberculosis starts with the 
so-called Ghon complex, characterized by a caseous lesion in 
the mid-lung as well as in the draining lymph nodes. These pri-
mary lesions can progress but their development rarely causes 
disease directly. Moreover, bacteria from these sites can dis-
seminate to other regions of the lung and systemically, caus-
ing disease of the kidneys, liver, and central nervous system. 
Containment of the primary lesions, which leads to LTBI, is a 
function of an effective, predominately cellular anti-tubercular 
immune response. Infection of immunocompromised patients, 
notably newborns or those with acquired immunodeficiency 
syndrome (AIDS), frequently results in systemic disease (mili-
ary TB). TB represents a major health problem worldwide, in-
cluding an increasing incidence in many industrialized coun-
tries. In 2020, WHO estimated that 10 million active TB cases 
were diagnosed worldwide, with 1.5 million people dying of 
the disease. The much larger estimated number of 1.7 billion 
healthy individuals infected with M. tuberculosis well illustrates 
the dissociation of infection from disease. The emergence of 
multidrug-resistant strains and extremely drug-resistant strains 
has complicated treatment with currently available antibiotic 
therapy, and even when treatment is successful, recurrence of 
disease can occur. The currently available live whole cell vac-
cine BCG (bacille Calmette–Guérin), an attenuated strain de-
rived from the etiological agent of bovine TB, Mycobacterium 
bovis, shows only low and variable protection against pulmo-
nary TB; see (Table 26.1).

• Persistence of bacteria inside mononuclear phagocytes (i.e.,
 macrophages)

• Low to absent bacterial-mediated toxicity to the host
• Protection requires cytokine-mediated activation of infected

 phagocytes
• Interferon-gamma (IFN-γ) and tumor necrosis factor (TNF) produced

by antigen-specific T cells are key cytokines for protection

KEY CONCEPTS
Characteristic Features of Intracellular 
Bacterial Infections

INTRACELLULAR BACTERIAL INFECTIONS 
OF CLINICAL RELEVANCE

Granulomatous Infections
Tuberculosis

The major entry of tubercle bacilli into the human body is via 
inhalation into the lung (Table 26.1). These inhaled bacteria are 
then engulfed by alveolar macrophages (AMs), which trans-
port the pathogens to the lung interstitia. Their exact fate after 
these events is enigmatic. Moreover, most infections in humans 

TABLE 26.1 Major Infectious Diseases Caused by Intracellular Bacteria

Disease Pathogen Prevalence Incubation Time Route of Infection Target Cell

Granulomatous Intracellular Bacteria
Tuberculosis Mycobacterium tuber-

culosis
Worldwide Years (latency after primary infec-

tion and disease reactivation)
Weeks (miliary TB)

Inhalation of bacteria-
containing micro-
droplets

Macrophage

Leprosy Mycobacterium leprae South America
Africa
India
Southeast Asia

Years Smear infection 
through mucosa/
inhalation

Macrophage
Schwann cell

Typhoid fever Salmonella enterica 
serovars Typhi and 
Paratyphi

Worldwide 7–10 days Fecal-oral Macrophage

Brucellosis Brucella spp. Worldwide Weeks to months Zoonosis; cows, 
goats, pigs; 
inhalation, gut, skin 
abrasion

Macrophage

Listeriosis Listeria 
monocytogenes

Worldwide Days to months Fecal-oral Macrophage
Hepatocyte

Nongranulomatous Intracellular Bacteria
Legionnaires’ 

disease
Legionella pneu-

mophila
Worldwide 2–10 days Inhalation Macrophage

Rocky Moun-
tain spotted 
fever

Rickettsia rickettsia Western hemi-
sphere

1 week Tick bite Vascular endothelial 
cell

Smooth muscle cell
Urogenital 

infection
Chlamydia trachomatis 

serovars D–K
Worldwide 1–3 weeks Sexual intercourse Epithelial cell

Conjunctivitis, 
trachoma

C. trachomatis 
serovars D–K

Africa Conjunctivitis: 1–3 weeks
Trachoma: years

Eye Epithelial cell

Cat-scratch 
disease

Bartonella henselae
B. quintana
B. bacilliformis

Worldwide Bacillary angiomatosis
Peliosis hepatis
Endocarditis
Bacteremia with fever
Neuroretinitis: 1–3 weeks

Flea, sandfly or mos-
quito bite; animal 
scratch or bite

Erythrocyte
Endothelial cell
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Leprosy
Mycobacterium leprae is most likely transmitted by contact with 
patients who shed microorganisms in nasal secretions and lesion 
exudates. It primarily affects the nerves and the skin, frequently 
leading to stigmatizing deformities. In the skin, bacilli target ke-
ratinocytes and histiocytes as well as macrophages, whereas in 
the peripheral nerves, Schwann cells are the major target for en-
try. Leprosy is a spectral disease. The tuberculoid pole is charac-
terized by rigorous T-cell responses, which  succeed in restricting 
microbial growth in well-defined lesions containing few bacilli. 
In contrast, at the lepromatous pole, bacterial growth is unre-
stricted, and lesions contain abundant bacilli within macrophages 
lacking signs of activation. Several types of immunosuppression 
have been implicated in this latter type of disease. Infection of 
Schwann cells promotes nerve damage and anesthesia, which 
results in injuries and secondary infections that significantly ex-
aggerate the disease. Despite the success of multidrug therapy in 
reducing the number of registered leprosy cases worldwide, there 
were some 200,000 new cases reported in 2018. This suggests that 
active transmission of M. leprae is still occurring and more effec-
tive interventions are required to prevent it.1

Nontuberculous Mycobacteria
Mycobacterial species present in the environment are typically 
unable to persist within activated macrophages, so rarely cause 
disease in individuals with competent immune status. Because 
of human immuno deficiency virus (HIV) infection, however, 
nontuberculous mycobacteria (NTM), primarily M. avium/M. 
intracellulare, have gained clinical importance, and these infec-
tions are recognized as one of the most common complications 
of AIDS in industrialized nations.

Mycobacterium scrofulaceum occasionally causes lymphad-
enitis in children, and Mycobacterium kansasii primarily causes 
infections in elderly individuals with pre-existing lung disease. 
Incidences of atypical mycobacteria, notably Mycobacterium 
abscessus in cystic fibrosis patients, have increased markedly 
over the last decades.2 Mycobacterium ulcerans causes a severe 
subcutaneous infection characterized by chronic skin ulcer-
ations known as Buruli ulcer. This pathology is caused—at least 
in part—by elaboration of a mycolactone toxin by the bacillus 
that exhibits highly cytopathic effects. Buruli ulcer is most pre-
dominant in West African countries, which accounted for most 
of the 2251 cases reported globally in 2014.3

Typhoid or Enteric Fever
S. enterica serovars Typhi and Paratyphi A, Paratyphi B, and 
Paratyphi C are leading causes of community-acquired blood-
stream infections in low- and middle-income countries. The 
route of transmission is fecal-oral, and largely occurs via con-
taminated water sources. Bacteria are disseminated within MPs 
from the gastrointestinal tract to macrophage-rich organs, par-
ticularly the liver, spleen, and lymph nodes. Accordingly, ty-
phoid is characterized by systemic symptoms such as prolonged 
fever and malaise with sustained bacteremia, although diarrhea 
or constipation may also be present. In some cases, an asymp-
tomatic carrier state can persist as a result of chronic infection 
of the gallbladder, which maintains the environmental reservoir 
of infection in endemic areas. Typhoid fever remains a major 
cause of morbidity and mortality, with an estimated 11 million 
new cases and 117, 000 deaths per year worldwide.4

Gastroenteritis
S. enterica serovars Typhimurium and Enteritidis, often referred 
to as nontyphoidal salmonellae (NTS), are the major causes of 
salmonella gastroenteritis in humans, which occurs mainly as 
a result of the ingestion of contaminated food or water. The 
bacteria rapidly cross the intestinal epithelia and replicate in 
the lamina propria, inducing an influx of polymorphonuclear 
neutrophils (PMNs), which is generally sufficient to resolve the 
infection within a week. In rare cases, the bacteria enter the 
bloodstream and cause systemic bacteremia, most notably in 
AIDS patients, where death can occur as a result of septic shock.

Listeriosis
L. monocytogenes causes food-borne gastroenteritis. Clinical 
listeriosis affects mainly pregnant women, the elderly, unborn 
babies, and neonates. Disease manifestations are most severe in 
patients with a compromised immune system where the central 
nervous system becomes involved and fatal bacteremia can result. 
Additionally, as these bacteria can cross the placenta, listeriosis 
is a major cause of perinatal and neonatal disease, typically re-
sulting in abortion. Listeria outbreaks are sporadic with low inci-
dence but high fatality and affect high-income countries such as 
the United States. Outbreaks of L. monocytogenes due to contami-
nation of meat products have increased over the last decades.5

Brucellosis
Brucellosis is the most common global zoonosis of humans, 
with approximately 500,000 cases per year.6 It is caused by 
Brucella abortus, Brucella melitensis or Brucella suis, which 
primarily infect cows, goats and pigs, respectively. The bacte-
ria are transmitted to humans via inhalation, abraded skin, or 
the gastrointestinal tract. Lesions are primarily found within 
macrophage-rich tissues, especially the spleen and bone mar-
row. Human brucellosis is characterized by systemic symptoms, 
particularly undulant fever. Although the disease often remains 
subclinical, in some patients it becomes chronic, and relapses 
and remissions may occur. Interest in brucellosis has increased 
in the last 5 years due to elevated levels of detection resulting 
from better surveillance.

Lymphogranuloma Venerum
Lymphogranuloma venereum (LGV), a sexually transmitted 
disease, is highly prevalent in Africa, Southeast Asia, and Latin 
America. LGV has recently emerged as an infection of sexually 
active homosexual men in Europe and the United States. It is 
caused by the L1, L2, and L3 serotypes of C. trachomatis, which 
are disseminated from the urogenital tract to local lymph nodes 
and to the skin. Accordingly, LGV is characterized by lymph 
node swelling and skin lesions.7

Melioidosis
Burkholderia pseudomallei is a gram-negative bacillus and the 
causative agent of melioidosis, endemic in Southeast Asia and 
northern Australia. The disease can be acquired through inha-
lation, ingestion, or through cuts in the skin. Susceptible hosts 
can suffer from abscess formation in multiple organs and, in 
some cases, disseminated infection resulting in septic shock 
accompanied by pneumonia. There are an estimated 165,000 



334 PART III Host Defenses to Infectious Agents

disseminated to the central organs and more general symptoms 
develop. Globally, typhus is of minor importance.

Rocky Mountain Spotted Fever, Ehrlichiosis
Rocky Mountain spotted fever is caused by Rickettsia rickettsii. 
Infection of the vascular endothelium leads to systemic symp-
toms and skin manifestations that may be followed by shock 
and neurological complications. Worldwide, this disease, as well 
as Mediterranean spotted fever caused by Rickettsia conorii, is 
of minor importance, as is ehrlichiosis, a newly emerging zoo-
nosis transmitted by ticks and caused by various Ehrlichia spp., 
mainly E. chaffeensis.13 Disease manifestations include general-
ized symptoms such as fever and muscle pain.

Bartonella
Bartonella spp. represent gram-negative facultative intracellu-
lar pathogens transmitted by insect vectors such as fleas, sand-
flies, and mosquitoes. The most clinically relevant species are 
B. henselae, B. quintana, and B. bacilliformis. B. henselae causes 
cat-scratch disease (CSD), resulting in local lymphadenopathy 
in the lymph node draining the scratch site accompanied by fe-
ver, headache, and splenomegaly. Oculoglandular involvement 
(Parinaud syndrome), encephalopathy, neuroretinitis, or osteo-
myelitis can occur, albeit in rare cases. In immunosuppressed 
patients, bacillary angiomatosis and peliosis can occur, charac-
terized by pseudotumoral proliferation of endothelial cells. Bac-
teria persist within erythrocytes with the intracellular location 
providing a protective niche.14

Sepsis, Staphylococcus aureus, and 
Pseudomonas aeruginosa
Sepsis is a life-threatening condition caused by a dysregulated 
response to infection. Bacteremia, or presence of bacteria in the 
blood, is a common trigger for sepsis. S. aureus, a gram-positive 
bacterium, often presents asymptomatically in the human nasal 
pharynx and on the skin. Yet, it causes up to 23% of healthcare-
associated bacteremia infections in the United States.15 Infection 
in hospital settings is likely via soft tissue lesions during surgi-
cal intervention or introduction of catheters and other medical 
prosthetic devices. Although S. aureus is considered a facultative 
intracellular pathogen, intracellular survival in a subset of neutro-
phils that are rendered defective in intracellular bacterial killing 
contributes to systemic dissemination of infection. Furthermore, 
reduced intracellular penetrance of the antibiotic treatment of 
choice for methicillin-resistant S. aureus (MRSA), namely vanco-
mycin, requires extended treatment durations of up to 6 weeks, re-
flecting the clinical importance of clearing this intracellular niche.

Pseudomonas aeruginosa is an opportunistic gram-negative 
bacterial pathogen and prominent cause of ventilator-acquired 
pneumonia in immunosuppressed individuals in healthcare set-
tings. In addition, chronic P. aeruginosa infection is associated 
with greater than 80% of adult cystic fibrosis sufferers and sig-
nificantly shortens the life span of these individuals due to de-
structive bronchitis and bronchiolitis. Although, P. aeruginosa 
primarily forms extracellular biofilms during infection in the 
lung, persistence of P. aeruginosa in neutrophils and epithelial 
cells occurs via manipulation of intracellular killing  mechanisms 
and could contribute to the chronic nature of  infection and dis-
semination in the lung.

 cases of melioidosis per year globally, resulting in approximately  
89,000 deaths.8

Tularemia
This rare zoonosis in humans caused by Francisella tularen-
sis is mainly found in rabbits and has recently gained wider 
recognition due to its potential for dual use. Infection can be 
spread to humans via contaminated animals or tick bites. This 
gram- negative bacterium survives in macrophages and primar-
ily causes acute pneumonia as well as sores of the skin, with 
 subsequent involvement of the lymph nodes.9

Nongranulomatous Infections
Legionnaires’ Disease or Legionellosis
Legionnaires’ disease is caused by Legionella pneumophila, an 
environmental bacterium that persists within amoeba living 
in water reservoirs (e.g., air-cooling systems), from where it is 
spread aerogenically. Infection is exacerbated by a compromised 
immune status. Characteristically, legionnaires’ disease presents 
as atypical pneumonia associated with general symptoms and is 
complicated by extrapulmonary infection, renal failure, and lung 
abscesses. Cases of legionnaires’ disease in the United States in-
creased from 0.39 to 1.36 per 100, 000 people from 2000 to 2011.10

Chlamydial Urethritis, Cervicitis, and Conjunctivitis
C. trachomatis serovars D–K enter and persist in epithelial cells 
of the urogenital tract, causing cervicitis and urethritis. In wom-
en, infertility can develop as a result of chronic or recurrent in-
fection. In neonates, congenital infection during birth may re-
sult in conjunctivitis and pneumonia. Urogenital infections by 
chlamydiae occur worldwide and are now considered to be the 
most common bacterial sexually transmitted disease, with an 
estimated 100 million new infections occurring annually.

Trachoma
Smear infections of the eye with C. trachomatis serovars A, B, 
and C cause inclusion conjunctivitis. As a consequence of mul-
tiple chronic infections and of the resulting immune response, 
scars develop that eventually injure the cornea, leading to tra-
choma. C. trachomatis has been responsible for 1.9 million cases 
of visual loss worldwide; mass administration of azithromy-
cin as part of a WHO public health strategy aims to eliminate 
 trachoma by 2020.

Chlamydia pneumoniae
C. pneumoniae (formerly known as C. trachomatis TWAR 
strain) is the cause of mild respiratory disease in young adults 
and may cause serious infections in older, more debilitated pa-
tients. Atypical pneumonia may also be caused by C. psittaci, 
although this zoonosis, transmitted by birds, is relatively rare.11

Typhus
Rickettsia prowazekii, R. typhi, and Orientia tsutsugamushi cause 
diseases of varying severity. They are transmitted by arthropods 
and infect vascular endothelial cells at the site of an insect bite 
or scratch, causing skin reactions.12 Subsequently, pathogens are 
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GRANULOMA PATHOLOGY AS HALLMARK OF 
INTRACELLULAR BACTERIAL INFECTION

macrophage activation, persistence of intracellular bacteria, and 
hypoxia likely lead to enhanced cell death in the center of gran-
ulomas, resulting in the formation of a caseum. Caseation may 
also favor the local replication of normally facultative intracel-
lular bacteria in the cellular detritus, as well as microbial dis-
semination to distant tissue sites and the environment to trans-
mit infection. Hypoxia also has pronounced effects on enzyme 
functions that can dictate macrophage phenotype.

In direct contrast to the localized containment of bacterial 
intracellular infection mediated by granuloma formation in the 
host, more disseminated forms of TB also occur, particularly in 
children or those with HIV.17 Multiple organs can be involved 
in extrapulmonary TB, including the spleen, liver, and kidney. 
Dissemination of infection to the brain tissue leads to TB men-
ingitis, which is fatal if left untreated. Dissemination of bacteria 
typically occurs via the lymphatic system and is likely to involve 
intracellular carriage.

ROLE OF THE FACULTATIVE INTRACELLULAR NICHE 
IN SEPSIS AND PNEUMONIA
Dissemination of S. aureus and P. aeruginosa, triggering sepsis 
and causing pneumonia, is increasingly appreciated as involving 
intracellular carriage of bacteria. S. aureus infection is typically 
cleared by neutrophils, and neutropenia in both humans and 
mice causes high susceptibility to infection. Despite this, neu-
trophils that are defective for intracellular bacterial killing also 
allow dissemination of bacteria to other organs, thereby seed-
ing new sites of infection. Recent studies indicate that S. aureus 
surviving within Kupffer cells in the liver also leads to dissemi-
nation to the peritoneal cavity, where in turn bacteria are taken 
up by tissue-resident macrophages able to disseminate infection 
further. Targeting these infected cells with novel therapies could 
stem dissemination of infection and safeguard against sepsis in 
high-risk patients.

Neutrophils are similarly vital for protection against P. ae-
ruginosa. Intracellular survival can be enhanced by a type III 
secretion system (T3SS) encoded by P. aeruginosa that secretes 
bacterial proteins via a specific needle structure that projects 
from the bacterial surface. These secreted proteins then inter-
fere with intracellular killing of bacteria by neutrophils. Anti-
bodies that inhibit T3SS by P. aeruginosa could prove useful in 
treating lung infections in susceptible patients, such as those 
with cystic fibrosis.18

THE INTERDEPENDENCE OF INNATE AND 
ADAPTIVE IMMUNITY IN PROTECTION AGAINST 
INTRACELLULAR BACTERIA

Innate Immune Mechanisms as First-Line Defense
The interaction between host cell and pathogen that defines the 
intracellular fate is represented by multiple layers. The first lay-
er that differentiates intracellular bacteria from other bacteria, 
notably commensal bacteria that colonize the host but do not 
cause infection, is that of host cell entry. Extracellular bacteria 
are typically engulfed by professional phagocytes, which include 
tissue macrophages, DCs, and PMNs. This uptake is enhanced 
by host components of the complement system and antibodies, 
which bind to complement receptors (CRs) and Fc receptors, re-
spectively, on professional phagocytes.19 M.  tuberculosis actively 

• Macrophage activation results in bacterial death (protective)
• Intracellular bacterial killing by “killer molecules” from T cells

 (protective)
• Lysis of infected macrophages by T cells results in release of bacte-

ria and killing by more effective effector cells (protective) or bacterial
 dissemination (pathogenic)

• Development of central necrosis in granulomas results in death of
tissue and bacteria (protective/pathogenic)

• Fibrotic encapsulation of granuloma results in containment of
 infection (protective)

• Over-exuberant tissue fibrosis and necrosis (pathogenic)
• Liquefaction of central necrotic tissue in granulomas results in

 bacterial replication, cavity formation, and transmission of bacteria
(pathogenic and contagious)

KEY CONCEPTS
Balance of Protection and Host 
Pathology in Granulomas

A characteristic feature of many infections caused by intracel-
lular bacteria is the eventual need for tissue remodeling by the 
host at the site of infection. Granulomas are the result of an in-
ability to rapidly clear host tissue of intracellular bacteria and 
are a striking locus of the host–pathogen interface (Fig. 26.1). 
The longevity of a granuloma depends directly on the continu-
ous presence of the microbial pathogen, and the lesion generally 
disappears after its sterile eradication. Granulomas form the fo-
cus of the coordinated crosstalk between different types of T and 
B lymphocytes and infected and uninfected MPs and dendritic 
cells (DCs). Even if the immune system fails to eliminate bacte-
ria inside the granuloma, the latter performs a protective func-
tion by containing microbes within distinct foci and preventing 
their dissemination. At the same time, the granuloma can be 
detrimental to the host because it can interfere with physiologi-
cal organ functions.16 More detailed study of cellular phenotype 
within granulomas is starting to establish how cellular differen-
tiation is orchestrated and how the granuloma develops.

Granulomatous lesions are generally initiated by nonspecific 
inflammatory signals mediated by bacterial products, chemo-
kines, and proinflammatory cytokines that are produced by en-
dothelial cells and MPs at the site of infection. Inflammatory 
phagocytes (of both monocytic and granulocytic origin) are at-
tracted to the site of microbial replication and an infiltrative, 
sometimes exudative, lesion develops. Following the accumula-
tion and activation of increasing numbers of MPs and DCs, this 
lesion takes an increasingly structured granulomatous form. A 
significant number of B cells are also found, which seem to in-
fluence granuloma morphology. Once specific T cells have been 
attracted to the lesion, it transforms into a solid granuloma that 
provides the most appropriate tissue site for antibacterial pro-
tection. Here, activation of MPs by interferon-gamma (IFN-γ) 
and tumor necrosis factor (TNF) inhibits microbial growth. 
However, unbridled macrophage activation can have tissue-
damaging effects and mechanisms within the granuloma tightly 
regulate these effects. Eventually, the granuloma is encapsulated 
by a fibrotic wall and its center becomes necrotic. Both tissue re-
actions are primarily protective, the former by promoting bac-
terial containment and the latter by reducing the nutrient and 
oxygen supply to the pathogen. The combined effects of chronic 



336 PART III Host Defenses to Infectious Agents

A

B

C

FIG. 26.1 Development of granuloma pathology and impli-
cations for tuberculosis (TB). This figure depicts three distinct 
yet continuous stages of granuloma pathology in the lung due 
to Mycobacterium tuberculosis infection. (A) Solid granuloma: 
composed largely of T cells and infected and uninfected macro-
phages (MPs). These granulomas are defined by a lack of cen-
tral necrosis and are likely representative of an ability to control  
M. tuberculosis replication. (B) Caseous/necrotic granulomas: 
these structures contain a central region of demarcated necrot-
ic cell death. Bacteria are often detected within the caseous 
necrotic region and in proximal cells, notably MPs. Since calci-
fied caseous granulomas containing few bacteria have been ob-
served, development of central necrosis may be a consequence 
of antibacterial mechanisms resulting in sacrifice of host cells to 
contain infection. (C) Cavity formation: these structures result 
from inability of caseous granulomas to contain bacterial repli-
cation. The acellular necrotic region, containing a large number 
of extracellular bacteria, increases in size and can liquefy and 
empty into the lung airways, resulting in transmission of viable 
bacteria via cough. Therefore, granuloma formation is central 
to human-to-human spread of TB. Dissemination of bacteria 
through the bloodstream results in disease manifestation in 
other organs, such as meninges and urinary bladder.

targets macrophages where it must counteract numerous antimi-
crobial mechanisms operative in these cells (see below). Intracel-
lular bacteria also use elaborate mechanisms to enter nonpro-
fessional phagocytes by which they must subvert host endocytic 
processes that are normally engaged in traffic of cellular cargoes. 
In some cases, this provides a less hostile environment owing to 
their inability to efficiently mobilize antibacterial effector mech-
anisms. Bartonella spp., unique among intracellular bacteria, can 
enter red blood cells, allowing transmission via blood-sucking 
insect vectors. This represents a particularly advantageous niche, 
as red blood cells lack the machinery to drive the adaptive im-
mune responses required for protection. Entry into nonphago-
cytic host cells requires bacteria to induce their own internal-
ization. Bacteria that colonize the gastrointestinal tract (i.e., L. 
monocytogenes or salmonellae) or mucosal membranes of the 
urogenital tract (i.e., C. trachomatis) must mediate tight adhe-
sion to the host cell membrane and be capable of mediating the 
uptake process. Broadly, two processes are utilized by bacteria to 
induce uptake into a nonphagocytic cell. The “zipper” mecha-
nism is mediated by binding of a bacterial cell surface protein to 
a cognate receptor on the host cell membrane. L. monocytogenes 
entry into intestinal epithelial cells depends on engagement of 
InIA to E-cadherin to mediate uptake.

Salmonellae and C. trachomatis use a “trigger” mechanism to 
induce internalization and inject multiple factors into the host 
cell cytoplasm to mediate uptake. These proteins are delivered 
by the needle-like structures that form part of bacterial T3SSs. 
These injected proteins target host proteins involved in host cell 
signaling and actin remodeling to induce bacterial entry. The  
C. trachomatis–secreted proteins Tarp, CT166, and CT694 
 reversibly stimulate the Rho-family GTPase Rac1 to trigger in-
ternalization. Similarly, salmonellae inject T3SS factors to stim-
ulate Rho-family GTPases Cdc42 as well as Rac1. The success 
of these mechanisms of induced uptake enables intracellular 
bacteria to persist inside diverse cell types. Rickettsia spp., C. 
trachomatis, M. leprae, and L. monocytogenes ultimately target 
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vascular endothelial cells, epithelial cells, Schwann cells, and he-
patocytes, respectively, as their preferred intracellular habitats.

To prevent intracellular infection, the host depends on its 
ability to discriminate between host and bacterial molecules. As 
already mentioned, bacteria targeting the intracellular environ-
ment often do so via mucosal surfaces already populated by com-
mensal organisms (the microbiome) that do not alert host de-
fenses. The host must therefore discriminate between commensal 
and pathogenic bacteria via recognition of conserved molecular 
motifs of bacteria, namely pathogen-associated molecular pat-
terns (PAMPs). This occurs via host receptors broadly defined as 
pattern recognition receptors (PRRs, Table 26.2 Chapter 3).

The best-characterized group of PRRs are the so-called Toll-
like receptors (TLRs). The TLR system constitutes an innate 
scanning mechanism of microbial pattern recognition to dis-
tinguish between a wide spectrum of bacteria and viruses. TLRs 
are present as homo- or heterodimers on the plasma membrane 
or within the intracellular endosome/phagosome compartment. 
PAMPs of bacterial origin comprise di- and tri-acylic lipopro-
teins, LPSs, and flagellin, which are recognized by TLR2/6, 
TLR2/1, TLR4/4, or TLR5/5, respectively. The vast array of my-
cobacterial cell wall lipids such as lipoarabinomannan (LAM), 
trehalose dimycolate (TDM), and phosphatidyl inositol man-
nosides (PIMs) bind either TLR2 or TLR4. Lipoteichoic acid 
(LTA) of gram-positive bacteria is recognized by TLR2. TLR9 
binds low-methylated bacterial DNA containing CpG motifs 
within endosomes.

Scavenger receptors and C-type lectins are also PRRs and 
function at the cell membrane. Scavenger receptors were first 
defined by their ability to transport modified forms of low-
density lipoproteins inside cells, indicating their ability to also 
interact with host molecules. However, receptors such as SR-
A, MARCO, CD36, LOX-1, and SREC can bind a wide  array 
of bacterial molecules such as lipids, CpG DNA, and proteins 
(see Table 26.2 for binding specificities). SR-A is important for 
 clearance of extracellular bacteria from the spleen and liver. 
MARCO expressed on AMs is implicated in clearance of pneu-
mococcal bacteria, preventing pneumonia. C-type lectins are 
similarly membrane-expressed and include DC-specific in-
tercellular adhesion molecule-3-grabbing nonintegrin (DC-
SIGN), mannose receptor, dectin-1, dectin-2, which chiefly 
recognize fungal components and MINCLE, which recognizes 
TDM, the cord factor of M. tuberculosis.

It has been suggested that whereas scavenger receptors and C-
type lectins are required to bind and internalize the bacillus, it is 
primarily the TLRs that discriminate between the pathogens and 
initiate the necessary intracellular signaling events. It should, how-
ever, be noted that intracellular signaling events can also be trig-
gered by other interactions, such as ligand binding to macrophage 
mannose receptor (MMR), dectin 1, or DC-SIGN. Far from a one-
ligand, one-receptor binary mechanism of sensing and signaling, 
PRRs often collaborate to produce multiprotein complexes. CD14, 
MD2, and TLR4 collaborate for LPS sensing and signaling. Simi-
larly, MARCO and TLR2 synergize to recognize TDM. To allow 
signaling, these complexes interact with adaptor proteins contain-
ing immunoreceptor tyrosine-based activation motif (ITAM)-like 
or Toll/interleukin-1 receptor (TIR) domain motifs. TLR signal-
ing occurs via the adaptor proteins MyD88, TIRAP/Mal, and Trif. 
These molecules then orchestrate a downstream signaling cascade 
culminating in  induced patterns of gene transcription that medi-
ate innate and, ultimately, adaptive immune mechanisms that aim 
at  combating the intracellular bacteria.

TABLE 26.2 Major Pattern Recognition 
Receptors Involved in Sensing of Intracellular 
Bacteria

PRR Location Ligand

Toll-like Receptors
TLR1 Plasma membrane Triacyl lipoprotein
TLR2 Plasma membrane PGA, porins, LAM
TLR4 Plasma membrane LPS
TLR5 Plasma membrane Flagellin
TLR6 Plasma membrane Diacyl lipoprotein
TLR7(human TLR8) Endosome ssRNA
TLR9 Endosome CpG DNA

Scavenger Receptors
SR-A Plasma membrane LPS, LTA, CpG DNA, 

proteins
MARCO Plasma membrane LPS, proteins
CD36 Plasma membrane Diacyl lipoprotein
LOX-1 Plasma membrane Protein
SREC Plasma membrane Protein

C-type Lectins
DC-SIGN Plasma membrane LPS, ManLAM, capsular 

polysaccharide
MINCLE Plasma membrane Mycobacterial cord 

 factor: TDM

NOD-like receptors
NOD1 Cytoplasm D-glutamyl-meso- 

diaminopimelic acid
NOD2 Cytoplasm MDP
NLRP1 Cytoplasm MDP
NLRP3 Cytoplasm RNA, LPS, LTA, MDP
NLRC4 Cytoplasm Flagellin
Naip5 Cytoplasm Flagellin

AIM2-like Receptors
AIM2 Cytoplasm dsDNA
IFI16 Cytoplasm dsDNA

STING/cGAS Pathway
cGAS Cytoplasm dsDNA

We omit PRRs (e.g., TLR3, which binds viral-produced double-stranded RNA) not clas-
sically associated with intracellular bacteria.
AIM2, absent in melanoma 2; CD36, cluster of differentiation 36; CpGDNA, cytosine-
phosphatidyl-guanine DNA; DC-SIGN, dendritic cell-specific intercellular adhesion mole-
cule-3-grabbing nonintegrin; dsDNA, double-stranded DNA; LAM, lipoarabinomannan; 
LOX-1, lipoxygenase1; LPS, lipopolysaccharide; LTA, lipoteichoic acid; ManLAM, man-
nose lipoarabinomannan; MARCO, macrophage receptor with collagenous structure; 
MDP, muramyl dipeptide; MINCLE, macrophage-inducible C-type lectin; NLR, NOD-like 
receptor; NOD, nucleotide-binding oligomerization domain; PGA, peptidoglycans; PRR, 
pattern recognition receptor; SR, scavenger receptor; SREC, scavenger receptor ex-
pressed by endothelial cell-I; ssRNA, single-stranded RNA; TDM, trehalose dimycolate; 
TLR, Toll-like receptors.

The cellular cytoplasm is monitored for the presence of 
molecules of bacterial origin by a further group of PRRs, the 
nucleotide oligomerization domain protein-like receptors 
(NLRs). These molecules are characterized by a nucleotide-
binding domain and leucine-rich repeat motifs. Molecules from 
this group recognizing bacterial components are nucleotide-
binding oligomerization domain (NOD)-containing proteins 
NOD1 and NOD2, NOD-like receptors (NLR)P1, NLRP3, and 
Naip5. Other cytosolic PRRs include the absent-in-melanoma-
2-like (AIM2) receptor family (ALR), cGMP-AMP synthase 
(cGAS), and stimulator of IFN genes (STING), all of which can 
be  activated by bacterial DNA (see Table 26.2).



338 PART III Host Defenses to Infectious Agents

Engagement of NLRs and ALRs leads to activation of the 
multiprotein complex called the inflammasome, leading to 
cleavage of pro-IL-1β and pro-IL-18 to their active forms. In 
addition, activation of the NLRs NOD1 and NOD2 results in 
inflammatory cytokine secretion.20 Certain PRRs are also re-
ceptive to certain endogenous “danger” signals produced by tis-
sues undergoing stress, damage, or cell death. These signals are 
triggered by self-proteins, named danger-associated molecular 
patterns (DAMPs), and include endogenous heat shock pro-
teins, host nucleotides, and the chromatin component HMGB1. 
Therefore, PRRs mediate signals not only emanating from in-
tracellular bacteria but also from host cells damaged by the in-
fection process. Understanding how PAMP and DAMP PRR 
signaling meshes to produce a coherent disease-specific output 
remains an exciting challenge for future research.

As already noted, the culmination of PRR collaborative sens-
ing and signaling is the induction of inflammatory genes that 
induce innate immune mechanisms and, subsequently, the 
 mobilization of the adaptive immune response. These include cy-
tokines that act both locally and systemically and are important 
mediators of protection against intracellular bacteria via specific 
signaling through engagement of host cell surface receptors. 
Such engagement mobilizes both critical mechanisms of host 
protection and orchestration of adaptive immune responses.

Cytokines as Mediators of Defense 
Against Intracellular Bacteria
We have already mentioned that a range of cytokines are in-
duced by the signaling mechanisms that result from engage-
ment of PRRs. These serve by both enhancing intracellular 
mechanisms of bacterial killing and mobilizing adaptive im-
mune responses, representing the next layer of host defense.21 
Because these responses allow an amplification of the initial 
innate immune responses, they must be carefully regulated by 
the host to prevent extensive tissue pathology. In fact, we might 
view the development of a granuloma as the sequela of a balance 
between bacterial killing mechanisms and the need to restrict 
tissue pathology orchestrated by adaptive immunity. At the on-
set of infection, initial cytokine secretion occurs in the cell type 
that first encounters intracellular bacteria and on initiation of 
signaling cascades by PRRs. These molecules can act locally and 
systemically to directly instruct cells, to produce antibacterial 
molecules, to combat intracellular infection, and both to in-
crease numbers of immune cells and to direct the composition 
of the cellular infiltrate that will ultimately attempt to resolve 
intracellular bacterial infection.22 Cytokines are ultimately pro-
duced by multiple cell types, including adaptive T cells, B cells, 
unconventional T cells, MPs, DCs, PMNs, and even epithelial 

and endothelial cells. We will first consider the hierarchy by 
which these cytokines act in the control of intracellular bacte-
rial infection and the antibacterial mechanisms they regulate. 
We will then return to the generation and regulation of the cells 
that produce them.

IFN-γ, TNF, IL-12, and IL-18
The cytokine with the clearest demonstrable potency against in-
tracellular bacteria is IFN-γ. Extensive studies on the activation 
of antibacterial effector functions in macrophages have revealed 
a central role for IFN-γ. Accordingly, IFN-γ neutralization with 
antibodies or deletion of the IFN-γ gene by homologous recom-
bination markedly exacerbates infectious diseases such as liste-
riosis, TB, or typhoid in experimental animals. For macrophages 
harboring intracellular bacteria, namely M. tuberculosis, signal-
ing with IFN-γ is a game-changer, summoning infected macro-
phages to escalate an mechanisms. The action of TNF appears 
to augment IFN-γ and is also important in control of intracel-
lular infection. This has been demonstrated in humans through 
use of blocking of TNF by antibodies as anti-inflammatory 
therapy. Such treatments can activate TB in individuals with 
LTBI. Despite this, these potent protective effects of IFN-γ and 
TNF come at a price. The need to kill  intracellular bacteria of-
ten leads to death of the host cell as collateral damage. In part, 
the host manages this by controlling how the cell dies; exces-
sive TNF leads to less-regulated necrotic cell death, benefiting  
M. tuberculosis. For this reason, elaborate host mechanisms have 
evolved to maintain TNF at optimum levels to control infection. 
The host enzyme leukotriene A4 hydrolase (LT4H) catalyzes 
synthesis of a highly proinflammatory lipid leukotriene B4. In 
the event of enzyme deficiency, an anti-inflammatory lipid li-
potoxin A4 accumulates, which counteracts effects of TNF. Two 
common variant promoters control expression of LT4H in hu-
mans, and homozygotes are associated with either high or low 
inflammation. In contrast, the heterozygotes show a balanced 
response to TNF associated with resistance against TB. Such a 
finding strongly hints that genetic mechanisms can maintain an 
optimum level of TNF responsiveness of cells harboring intra-
cellular bacteria, namely M. tuberculosis.

A central antimicrobial mechanism stimulated by IFN-γ and 
TNF is production of reactive nitrogen intermediates (RNIs) 
via the induction of nitric oxide synthase (NOS)2 and reactive 
oxygen intermediates (ROIs) via activation of reduced nicotin-
amide adenine dinucleotide phosphate (NADPH)-dependent 
oxidative burst. IFN-γ also promotes antimicrobial effects asso-
ciated with vitamin D and induces autophagy, a mechanism that 
plays an important role in host defense. It is now clear that the 
production of IFN-γ depends on prior activation by IL-12 and/
or IL-18. IL-12 in concert with TNF induces a cytokine loop re-
sulting in the production of IFN-γ, which sustains the produc-
tion of IL-12 and IL-18. These observations have been extended 
to humans where mutations that effect IFN-γ signaling cause 
susceptibility to M. tuberculosis and  salmonellae, as well as BCG 
and commonly nonpathogenic mycobacteria termed Mende-
lian susceptibility to mycobacterial disease (MSMD). These 
mutations are in genes that include IL12B and IL12RB, which 
encode subunit β of IL-12 cytokine and its receptor respectively, 
and IFNGR1 and IFNGR2, which encode the IFN-γ receptor.23 
Further unraveling of the molecular basis of human genetic 
susceptibility to intracellular bacterial infection will continue 
to illuminate our understanding of how immunity is similarly 
orchestrated across multiple  infectious diseases.

Interferon-gamma (IFN-γ)- and tumor necrosis factor (TNF)-mediated 
 activation of phagocytes to kill bacteria by means of:
• Reactive oxygen intermediate (ROI) and reactive nitrogen  intermediate 

(RNI)
• Delivery of lysosomal hydrolytic enzymes and antimicrobial peptides

to the bacteria-containing phagosome
• Xenophagy
• Formation and maintenance of granulomas
• T-cell-mediated response controls, but does not eradicate, the pathogen

KEY CONCEPTS
T-Cell-Mediated Mechanisms Underlying Protection
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Proinflammatory Cytokines and Phagocyte Attraction
The recruitment of more phagocytes to the site of infection rep-
resents a vital process in the resolution of infection. Phagocyte 
recruitment is achieved via the secretion by MPs and endothelial 
cells of cytokines of the IL-1 family, TNF-α, IL-6, and chemo-
kines. Signaling via IL-1 cognates is considered closely related 
to that of the TLRs due to close homology of the cytoplasmic 
domains of TLRs and IL-1 family receptors. The most studied 
member is IL-1β, which in synergy with chemokines and TNF 
increases the expression of adhesion molecules on the vascular 
epithelium, thereby promoting extravasation of the inflamma-
tory cell infiltrate into infected tissues. Chemokines are a fam-
ily of structurally related proteins (Chapter 15). The positions 
of the first two cysteine residues in the protein sequence have 
been used to divide chemokines into four subfamilies: CC (MIP-
1β, MCP-1, -2, -3), CXC (MIP-2, IL-8), C (lymphotactin), and 
CX3C chemokines (fractalkine), where C represents cysteine 
and X represents any amino acid other than cysteine. These mol-
ecules are critical in controlling the migration of PMNs (IL-8) 
and monocytes (MCP-1, also known as CCL2) from the blood-
stream to infected tissue. Recently, the role of chemokines in 
intracellular infections has been increasingly appreciated, e.g., 
with mice lacking the receptor for CCL2 being deficient in their 
ability to clear listeria infection. It has been suggested that in the 
early stages of infection, M. tuberculosis exploits a delay in the 
mobilization of T-cell immunity to recruit MPs to the site of in-
fection, which preferentially serve as habitat due to a lack of lo-
cal IFN-γ from T cells. Moreover, M. tuberculosis is thought to 
infect the lower airways with a limited microbiome. This scarcity 
could mean that M. tuberculosis uses cell surface phenolic glyco-
lipid (PGL) to signal epithelial cells to produce the chemokine 
CCL2 in the absence of signaling via other PAMPs. Phthiocol of  
M. tuberculosis is sensed by the aryl hydrocarbon receptor (AhR) 
to produce CCL2 and other chemokines for attraction of blood-
derived phagocytes.24 This mechanism then recruits MPs that are 
more permissive for bacterial growth than those recruited by a 
more “global” MyD88-dependent signaling of TLRs, requiring 
co-engagement of PAMPs on commensal bacteria that are more 
abundant in the upper airways. The  initial MP infiltrates could 
play an important role in early granuloma development.

Cytokine-Induced Host-Protective Mechanisms
Effector Molecules
Activation of a membrane-bound NADPH oxidase by stimula-
tion with IFN-γ or IgG initiates an oxidative burst that generates 

the ROI, O2
−, H2O2, OH−, 1O2, and •OH radical (Table 26.3). In 

human PMNs and blood monocytes that possess myeloper-
oxidase, ROI activity is further augmented by the formation of 
hypochlorous acid. Oxidation and/or chlorination of bacterial 
lipids and proteins results in their inactivation and subsequent 
bacterial killing. The importance of ROIs in antibacterial defense 
is underlined by recurrent infections in patients whose phago-
cytes fail to generate an oxidative burst (Chapter 39). NOS2 is 
an inducible cytosolic enzyme in professional phagocytes that 
delivers NO to the phagolysosome-harboring bacteria while 
consuming O2 and L-arginine. NO is further oxidized to NO2

− 
and NO3

−. Nitrification and/or oxidation then inactivates bacte-
rial molecules needed for bacterial growth.25 The formation of 
NO is catalyzed by NOS2, which is promoted by both immuno-
logical stimuli such as IFN-γ and TNF, and microbial products 
such as LPS, LTA, and mycobacterial lipids. RNIs exert their 
bactericidal activity by destroying iron-/sulfur-containing reac-
tive centers of bacterial enzymes and by synergizing with ROIs 
to form highly reactive peroxynitrite (ONOO−). Despite being 
highly effective in killing intracellular bacteria, NO production 
relies on a continuous supply of L-arginine, which becomes lim-
ited due to competition with another macrophage enzyme, Ar-
ginase-1 (Arg-1). Arg-1 metabolizes L-arginine to produce urea 
and ornithine and demonstrates anti-inflammatory activity. The 
competitive function of Arg-1 likely regulates collateral tissue 
damage caused by over-exuberant RNIs. The final downstream 
product of NOS2 activity is citrulline, which is recycled to L-
arginine by the enzymes argininosuccinate synthase (Ass1) and 
argininosuccinate lyase (Asl). A mouse deficient in macrophage 
Asl activity is unable to control mycobacterial infection, high-
lighting the importance of this recycling pathway. The central 
role of NOS2 in protection against intracellular bacteria is well 
established in murine models of infection. Whether NOS2 plays 
a similarly central role in humans is still unclear. Defensins are 
small lysosomal polypeptides that are microbicidal at basic pH 
and are particularly abundant in phagocytes. These include 
granulysin, present in granules of human natural killer (NK) 
and cytolytic T lymphocytes (CTLs), and cathelicidin, which 
is regulated by vitamin D in a TLR-dependent manner and is 
 converted by cleavage to the antimicrobial peptide LL-37.

Apoptosis and Autophagy
Apoptosis is a highly regulated form of cell death that is critical 
for control of cell turnover, which is a vital process for  tissue 
homeostasis.26 Macrophage apoptosis also constitutes a  defense 

TABLE 26.3 Antibacterial Effector Mechanisms of Activated Macrophages and Corresponding 
Microbial Evasion Strategies

Macrophage Effector Mechanism Microbial Evasion Strategy

Production of ROIs Uptake via complement receptors; production of ROI detoxifying molecules 
(superoxide dismutase, catalase); bacterial ROI scavengers (phenolic 
glycolipids, sulfatides, lipoarabinomannans)

Production of RNIs Inhibition of phagosome maturation via blockage of H+ATP pump; indirect 
effect of ROI-detoxifying molecules

Autophagy, intraphagolysosomal killing Egression into cytoplasm; resistant cell wall
Phagosomal acidification, phagosome–lysosome fusion Inhibition of phagosome maturation
Defensins Modification of cell wall lipid A to resist defensins
Reduced iron supply (transferrin receptor downregulation, lipocalins) Expression of microbial siderophores to increase iron uptake
Tryptophan degradation Upregulation of bacterial tryptophan synthesis

RNI, Reactive nitrogen intermediate; ROI, reactive oxygen intermediate.
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mechanism, allowing removal of phagocytes containing in-
tracellular bacteria without the need to generate  significant 
 inflammation. Apoptosis, in contrast to cellular necrosis, re-
sults in cell death without permeabilization of the host cell 
membrane (Chapter 17). The process can be triggered by TNF 
signaling and augmented by IFN-γ, resulting in activation of 
cellular caspases, mitochondrial membrane permeability, and 
cytochrome c release. These processes result in cellular disin-
tegration and generation of apoptotic bodies that are engulfed 
and digested by neighboring phagocytic cells. Apoptosis is pro-
tective against L. monocyogenes and Salmonella spp. and is in-
hibited by M. tuberculosis, which promotes necrotic cell death 
of infected cells to its benefit via mitochondrial membrane 
damage and by caspase-independent mechanisms during con-
ditions of high bacterial burden in macrophages. Noninfected 
cells engulf bacterial antigens associated with vesicles produced 
by apoptotic cells. Apoptosis as a prerequisite for this pathway 
is induced by many intracellular bacteria, such as salmonellae, 
mycobacteria, and listeriae. This cross-presentation pathway in 
infections with intracellular bacteria adds an essential function 
to the physiological role of apoptosis in maintenance of tissue 
integrity and growth.

Upon signaling via IFN-γ, autophagy (a process common to 
all cells for removal of dysfunctional or damaged cellular organ-
elles) can be harnessed to dispose of intracellular L. monocyto-
genes and M. tuberculosis in a process termed xenophagy. Signal-
ing via members of the immunity-related GTPase family (IRG 
family) and the guanylate-binding protein family, TLR2 and 4 
engagement and the active form of vitamin D3 all act to augment 
xenophagy. This process is also triggered via the cGAS-STING 
(cyclic GMP-AMP sythase-stimulator of interferon genes). 
STING senses cyclic GMP-AMP generated by cGAS on binding 
bacterial DNA and leading to engagement of the autophagic ma-
chinery. Formation of double-membrane autophagosomes that 
mature analogously to the phagosomal pathway fuse with lyso-
somes that degrade bacteria contained within. The importance 
of this process is highlighted by polymorphisms in one of the 
three IRG family genes in humans, IRGM, being associated with 
susceptibility to TB. Recently, a host-encoded microRNA, miR-
NA-155 was shown to potentiate xenophagy during intracellular 
mycobacterial infection by targeting an endogenous inhibitor of 
autophagy, Ras homologue enriched in brain (Rheb).

Nutrient Deprivation
Deprivation of required nutrients to intracellular bacteria is also 
a strategy employed by the host, markedly so within infected 
macrophages. Tryptophan degradation is achieved by the en-
zyme indolamine 2, 3-deoxygenase (IDO), which degrades tryp-
tophan to kynurenine (see Table 26.3). This reaction is induced 
by IFN-γ in both MPs and IFN-γ-responsive nonprofessional 
phagocytes and inhibits the growth of C. psittaci and C. tracho-
matis inside human macrophages and epithelial cells. Similarly, 
augmentation of NOS2 by IFN-γ and TNF depletes intracellular 
L-arginine, also required for growth of intracellular bacteria.19

Evasion From, Interference With, and Resistance  
to Microbial Killing
Strategies Against Toxic Effector Molecules
Many intracellular bacteria have exploited successful strategies 
against macrophage effector mechanisms (see Table 26.3). One 

mechanism of evasion is determined by the receptor that is used 
for pathogen entry into the host cell. Internalization via comple-
ment receptors (CRs) inhibits the production of IL-12, a cyto-
kine critical in facilitating macrophage activation. Engulfment 
by this receptor also bypasses activation of the oxidative burst, 
thereby avoiding ROI production. Similarly, engaging MMR 
and DC-SIGN for uptake triggers secretion of the suppres-
sive cytokines IL-10 and TGF-β. Several intracellular bacteria 
also produce ROI detoxifiers, including superoxide dismutase 
and catalase, which nullify O2 and H2O2, respectively. Finally, a 
number of small bacterial products, such as phenolic glycolipid, 
phthiocol, and LAM of mycobacteria or phenazines of P. aerugi-
nosa, scavenge ROIs. Many of the strategies used to counteract 
the effects of ROIs also overlap in their effects on RNIs. A modi-
fication of lipid A renders gram-negative bacteria, including sal-
monellae, resistant to the effects of host antimicrobial peptides.

Intraphagosomal Survival
Inhibition of phagolysosome fusion represents a major intra-
cellular survival strategy for a number of intracellular bacteria, 
including M. tuberculosis, Francisella spp., Brucella spp., and  
L. monocytogenes (Fig. 26.2). After engulfment, these pathogens 
manipulate the endocytic fate of the phagosome that contains 
them. This is achieved in part by manipulation of Rab GTPases 
(proteins required for normal endocytic trafficking) positioned 
in the phagosome membrane. Rab GTPases associated with 
phagosome maturation of the pathogen-containing phagosome 
are Rab 3, 4, 5, 9, 7, 11, and 14. These proteins are associated 
with different maturation stages of the phagosome and chiefly 
orchestrate membrane fusion events to allow delivery of vesicu-
lar protein cargo to the phagosomal compartment. The myco-
bacteria-containing phagosome acquires Rab5a, but not the late 
endosomal marker Rab7a, which ultimately mediates fusion of 
the bacterial-containing phagosome with lysosomes that con-
tain proteolytic enzymes active at low pH. By enabling arrest of 
this maturation, M. tuberculosis maintains its compartment at 
an early endosomal stage. This compartment does not acidify, 
due in part to a paucity of vacuolar H+ ATPase; at the same time, 
it exchanges molecules with the plasma membrane such as the 
transferrin receptor to access iron. Activation of macrophages 
with IFN-γ restores the normal maturation of the mycobacterial 
phagosome, resulting in a drop in mycobacterial viability. Fran-
cisellae and brucellae are engulfed by phagosomes that acquire 
the early endosomal markers EEA1 and Rab5a. The Francisella-
containing vacuole acquires late endosomal markers, but the 
pathogen escapes into the cytosol by perforating the late endo-
somal membrane. After a transient phagosomal stage, brucellae 
enter compartments enclosed by endoplasmic reticulum (ER) 
membranes to escape delivery to phagolysosomes.

Phenotypic Plasticity of the Infected Cell
The ability of intracellular bacteria to influence the phenotypic 
fate of both the cell in which it dwells and cells within lesions 
that form due to unresolved infection is becoming increasingly 
appreciated. This has already been highlighted by the tendency 
of M. tuberculosis to use its own membrane lipids to exploit host 
chemotactic pathways to recruit bacterial growth-permissive 
macrophages to the site of infection, subsequently allowing a 
proliferative head start before adaptive immunity kicks in, and 
amplifies intracellular defense by the action of cytokines such as 
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FIG. 26.2 Inhibition of Phagolysosome Fusion Represents a Major Survival strategy for a number of Intracellular Bacteria, In-
cluding Mycobacterium tuberculosis, Francisella spp., Brucella spp., and Listeria monocytogenes. The mycobacteria-containing 
phagosome acquires Rab5, but not the late endosomal markers Lamp-1 and 2, enabling arrest of maturation of this compartment at an 
early endosomal stage. Francisella spp. and Brucella spp. are engulfed by phagosomes that acquire the early endosomal markers EEA1 
and Rab5. The Francisella-containing vacuole acquires late endosomal markers, but escapes into the cytosol by perforating the late en-
dosomal membrane. A similar strategy is adopted by L. monocytogenes. After a transient phagosomal stage, brucellae enter compart-
ments enclosed by endoplasmic reticulum (ER) membranes to escape delivery to phagolysosomes. Brucella-containing  vacuole (BCV).

IFN-γ and TNF. Moreover, bacterial killing must be tempered 
inside the granuloma to prevent destruction of host tissue. This 
is achieved by balancing the macrophage phenotype ranging 
from highly bactericidal, termed “classically” activated (also 
termed M1 macrophages), to a phenotype that is more suppres-
sive of inflammation and associated with wound healing, tissue 
remodeling, and fibrosis, termed “alternatively” activated (also 
called M2 macrophages). Tipping the balance one way or the 
other is detrimental for the host in terms of disease.27

Myeloid-derived suppressor cells (MDSCs) represent a cer-
tain stage of development of myeloid cells (both of monocytic 
and granulocytic lineage). Although most of our knowledge 
stems from their suppressive role in cancer, recent evidence sug-
gests that they play a role in control of chronic infection such as 
TB. They can be distinguished from canonical MPs and granu-
locytes by means of distinct surface markers. The granulocytic 
MDSCs are CD11b+ LY6Ghi Gr1int, whereas the monocytic MD-
SCs are CD11b+ LY6Gneg LY6C+ Gr1hi.

During intracellular infection of Schwann cells, M. leprae 
downregulates genes active for the Schwann cell phenotype and 
upregulates genes that orchestrate differentiation to a “stem-cell-
like” phenotype. This stem-cell-like property allows the  infected 

cell to differentiate further to multiple mesenchymal cell states, 
such as skeletal cells or smooth muscle cells.28 This ability to re-
gress and then re-program infected cell phenotype could play a 
role in spreading infection throughout the host during leprosy.

Recently, both mesenteric stem cells (MSCs) and hematopoi-
etic stem cells (HSCs) have been identified as intracellular nich-
es of M. tuberculosis in mice and humans. Because these cells 
predominantly reside in hypoxic niches in the bone marrow and 
most antimycobacterial therapies are inactive in these condi-
tions, it is possible that MSCs and HSCs maintain intracellular 
bacteria during long-term infection and represent a protective 
niche from drug therapy. M. tuberculosis was also detected in 
long-term repopulating pluripotent HSCs, and these cells could 
also be capable of resuscitating active disease.

Training of Innate Immunity
Vaccination with BCG induces IFN-γ-dependent effects on 
HSCs and their more immediate progeny, multipotent progeni-
tors (MPPs), leading to production of myeloid cells that contain 
epigenetic changes and that are more resistant to  intracellular 
infection by M. tuberculosis.29 Moreover, BCG vaccination 
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was shown to induce changes in patterns of methylation of 
the NOD2 gene in humans, and these epigenetic changes 
led to increased production of proinflammatory cytokines. 
 Furthermore, this enhanced innate immunity caused increased 
resistance not only against M. tuberculosis but also against other 
bacterial pathogens. Indeed, it has been speculated that epigen-
etic alterations in MPs following vaccination are responsible 
for the nonspecific reduction of mortality in BCG-vaccinated 
 infants in  resource-poor regions.

Effects of bacterial infection on myelopoiesis can also me-
diate resistance to sepsis in neonates. Neonates produce high 
systemic levels of the alarmins S100/A8 and S100/A9. In mod-
el systems, these alarmins effect myelopoiesis by inducing a 
more tolerogenic monocyte phenotype that attenuates hyper- 
responsiveness to bacterial colonization while not affecting in-
tracellular bacterial killing mechanisms. Therefore, alarmins in 
neonates could reduce the risk of sepsis in the first year of life by 
generation of monocytes less likely to trigger a hyperinflamma-
tory response to a bacterial infection.

Escape into Cytoplasm
A successful strategy for survival inside activated macrophages 
is egression from the phagosome into the cytoplasm, which has 
been exploited by L. monocytogenes and the various pathogenic 
Rickettsia spp. (see Fig. 26.2). This has the advantage of both 
avoiding the cellular defense mechanisms within the phagosome 
and providing the bacteria with a nutrient-rich environment.  
L. monocytogenes possesses several virulence factors to facilitate 
its escape from the phagolysosome, a pore-forming hemolysin 
(listeriolysin, LLO) that acts together with a metalloproteinase, 
a lecithinase, and two phospholipases to efficiently promote the 
rupture of the phagosomal membrane, as well as spreading to 
other cells. To avoid collateral damage, LLO contains an amino 
acid sequence that initiates its own destruction soon after it 
has entered the cytosol. M. tuberculosis and M. leprae can also 
egress from the phagosome into the cytoplasm of macrophages 
and DCs, a behavior that is mediated by mycobacterial protein 
secretion system ESX-1. Bacterial virulence factors secreted by 
ESX-1 may also contribute to increased cell death and are not 
expressed by the vaccine BCG, which does not escape from the 
phagosome.

T Lymphocytes as Specific Mediators of Acquired Resistance
Whereas activated macrophages act as the nonspecific execu-
tors, T lymphocytes are the specific mediators of acquired re-
sistance against intracellular bacteria. The dramatic increase in 
the incidence of TB and other intracellular bacterial infections 
in AIDS patients illustrate the central role of T lymphocytes in 
protection. For instance, 15 million individuals are co-infected 
with HIV and M. tuberculosis, and HIV increases the risk of de-
veloping TB by several orders of magnitude, resulting in one 
million TB cases annually. At the site of microbial growth, T 
lymphocytes not only initiate the most potent defense mecha-
nisms available but also focus this response to the site of en-
counter, thus minimizing collateral damage to the host. Al-
though protective T-cell responses are multifactorial, they can 
be reduced to a few principal mechanisms (Fig. 26.3).

As previously mentioned, T cells inevitably also produce pa-
thology through cytotoxic antimicrobial defense mechanisms. 
Moreover, pathogenesis of intracellular bacterial infection is 

highly influenced by T cells. It is therefore important that the 
T-cell response be tightly controlled and downregulated when 
necessary. Regulatory mechanisms, including regulatory T 
(Treg) cells, are in place to limit immunopathology.16

Protective immunity involves so-called conventional T-cell 
sets, CD4 αβ T cells, and CD8 αβ T cells, as well as uncon-
ventional T cells, such as γδ T cells, CD1-restricted αβ T cells, 
and T cells that recognize antigen in the context of other non-
classical MHC class I molecules, such as mucosal-associated 
invariant T (MAIT) cells (see Fig. 26.3). Although these T-cell 
sets perform different tasks, substantial redundancy exists. Fur-
thermore, these T-cell populations act in a coordinated way in 
close interaction with other leukocytes. Depending on the etio-
logical agent and the stage of disease, the relative contribution 
of the different T-cell subsets to acquired resistance may vary. 
The conventional αβ T cells make up more than 90% and γδ T 
cells less than 10% of all lymphocytes in the blood and periph-
eral organs of humans and mice. However, γδ T cells represent 
a significant proportion of the intraepithelial lymphocytes in 
mucosal tissues, suggesting a particular role at this important 
port of microbial entry.30

CD4 T Cells
The CD4 T-cell population can be further subdivided into dis-
tinct subsets, according to their pattern of cytokine produc-
tion and expression of unique transcription factors that control 
patterns of gene expression. At least four major subsets exist: 
Th1, Th2, Th17, and Treg. The first two subsets were discov-
ered several decades ago and are identified in both mice and 
humans; Th1 cells overwhelmingly produce IFN-γ and IL-2, 
and Th2 cells produce IL-4, -5, and -13. The Th1 subset can 
also be defined based on the T-bet transcription factor and the 
signal transducer STAT4, while Th2 classification is consistent 
with expression of the transcription factor GATA-3 and signal 
 transducer STAT5.

Th17 cells express the retinoid orphan receptor γT (ROR-
γT) transcription factor and the signal transducer STAT3. They 
produce the cytokines IL-17, IL-22, and GM-CSF. Cytokines 
of the IL-17 family are strong inducers of granulopoiesis, pro-
inflammatory mediators such as IL-6, and the chemokines 
CXCL1, CXCL8, and CXCL6, which attract neutrophilic and 
eosinophilic granulocytes and prolong their survival.31 Th17 
cells have limited importance for protection in murine mod-
els against primary infection with mycobacteria, salmonellae, 
and listeriae. However, Th17 cells can drive more rapid Th1 
responses against pulmonary TB in mice after vaccination, re-
sulting in enhanced protection. IL-17 is also required for op-
timally protective Th1 responses during murine F. tularensis 
infection.31

Despite the convenience of defining T-cell populations in 
terms of subsets, recent evidence suggests considerable plas-
ticity in cytokine production by T cells. This was first sug-
gested by demonstration that all subsets could produce IL-10, 
which regulates potency of T-cell responses to limit host col-
lateral damage during immune responses. IL-10 expression 
might be an intrinsic control mechanism common to all T 
cells. However, reduction in T-cell potency also favors chron-
ic intracellular bacterial infection. T-cell subsets may acquire 
the ability to produce additional cytokines by expression of 
additional transcription factors or by remodeling chromatin 
structure.
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CD8 T Cells
Infection of mice deficient in specific T-cell subsets has con-
clusively demonstrated a role for CD8 T cells during listeriosis 
and TB. Furthermore, CD8 effector T cells have been identified 
in granulomas of tuberculoid leprosy patients that contain low 
numbers of bacteria. The cytolytic potential of these T cells can 
serve two roles in infection with intracellular bacteria: namely, 
target cell killing or lysis of cells that are unable to control the 
infection, thus releasing the bacteria for phagocytosis by more 

efficient cells. In humans, CD8 T-cell-mediated killing is cell-
contact-dependent and based on production of perforin, gran-
zymes, and granulysin (Chapter 12).32 Finally, CD8 T cells are 
also a potent source of IFN-γ and TNF, thus contributing to di-
rect activation of infected macrophages to enhance protective 
mechanisms (see Fig. 26.3).

CD8 T cells recognize antigenic peptides in the context 
of MHC class I gene products, which are responsible for 
presentation of antigens residing in the cytosol (Chapter 9). 

FIG. 26.3 T-Cell Stimulation During Infection. Recognition of bacterial antigen by T cells (A). Antigen originating from intracellular bac-
teria is presented to conventional CD4 and CD8 T cells. Unconventional T cells including gamma-delta (γδ) T cells, mucosal-associated 
invariant T (MAIT) cells, and CD1-restricted T cells are also activated. Human γδ T cells recognize small molecules containing pyrophos-
phate residues; MAIT cells recognize bacterial metabolites such as vitamin B2 derivatives in the context of major histocompatibility 
complex (MHC)-related (MR) gene products; CD1-restricted T cells recognize glycolipids in the context of CD1 molecules. (B) CD4 T 
cells can be subdivided into different T helper (Th) cells according to their cytokine expression pattern. Th1 cells are critical for protection 
against intracellular bacteria; they typically produce interferon-gamma (IFN-γ ), tumor necrosis factor-alpha (TNF-α), lymphotoxin (LT), 
interleukin (IL)-2, and granulocyte–macrophage colony-stimulating factor (GM-CSF). Th2 cells stimulate humoral immune responses 
via secretion of IL-4 and IL-5. Other cytokines produced by Th2 cells include IL-13 and IL-25. Th17 cells produce IL-6, IL-17, IL-21, and IL-
22, which probably contribute to early protection. Regulatory T cells (Treg) produce transforming growth factor beta (TGF-β) and IL-10, 
which suppress immune responses. Additional abbreviations: inducible co-stimulatory molecule (ICOS); programmed death 1 (PD-1); 
program death ligand (PD-L); retinoic acid (RA); T-cell receptor (TCR). See Chapters 6, 10, and 14 for details. (Modified from Kaufmann 
SHE, Parida SK. Tuberculosis in Africa: learning from pathogenesis for biomarker identification. Cell Host Microbe. 2008;4[3]:219–228, 
with permission of Elsevier.)
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Initially, therefore, it was mysterious how CD8 T cells were 
stimulated by intracellular bacteria, which were thought to 
have a uniquely restricted phagosomal residence. However, 
with the knowledge that many intracellular bacteria egress 
into the cytoplasm, one major mechanism for MHC class I 
processing became obvious: proteins secreted by bacteria in 
the cytoplasm undergo antigen processing and presentation 
similar to newly synthesized proteins of viral or host origin.33 
Yet, alternative contact points for MHC class I molecules 
and bacterial peptides exist. Cross-presentation by nonin-
fected antigen-presenting cells (APCs) of antigens engulfed 
within apoptotic blebs from infected cells represents a criti-
cal pathway to induce CD8 T cells by phagosomal bacteria 
(see below). One major advantage of CD8 T cells over CD4 
T cells is their recognition of antigen bound by MHC class I 
gene products, which are expressed by almost all host cells. 
Thus, CD8 T cells recognize professional and nonprofessional 
phagocytes equally well.

Unconventional T Cells
The relevance of the γδ T cells to antibacterial immunity is 
not fully understood. Several studies indicate that γδ T cells 
are rapid producers of IL-17 at sites of bacterial implantation. 
Transient participation of γδ T cells in protection and a unique 
requirement for γδ T cells in granuloma formation have been 
described for murine listeriosis and TB. While murine γδ T cells 
appear to recognize peptides presented by nonpolymorphic 
MHC class I molecules, human γδ T cells respond to nonpep-
tidic phosphorylated metabolites, notably from the isoprenoid 
pathway of bacterial and host origin.

MAIT cells are primarily localized at mucosal sites and 
current evidence suggests that they play a role in control of 
bacterial infections in mucosal tissues such as lung (M. tu-
berculosis) and gut (gram-negative bacteria). Antigenic li-
gands include derivatives of vitamin B2 (riboflavin), produced 
by many intracellular bacteria, including salmonellae and 
 mycobacteria.34

CD1 comprises a group of nonpolymorphic MHC-related 
molecules that can present glycolipid antigens to unconvention-
al T cells. In humans, group 1 CD1-restricted T cells respond to 
a variety of microbial glycolipids, including LAM, PIMs, my-
colic acids, sulfatides, sulfoglycolipids, and lipopeptides. Group 
I CD1 molecules are absent in mice. The group II CD1 molecule 
CD1d is present in both humans and mice and controls devel-
opment of NKT cells that express the NK cell marker NK1.1 
and an invariant T-cell receptor. Upon antigen activation, these 
T cells rapidly produce cytokines and are capable of produc-
ing both IL-4 and IFN-γ. Bacterial antigens recognized by NKT 
cells, PIMs from mycobacteria, and glycosphingolipids from 
Ehrlichia and Sphingomonas spp. have been identified. NKT 
cells also respond to host endogenous lysosomal lipids loaded 
onto CD1d.35

In sum, unconventional T cells often recognize nonpeptidic 
ligands of bacterial origin, emphasizing that they play a partic-
ular role in immunity against bacteria, including intracellular 
bacteria. Because of the highly skewed T-cell receptor, these T 
cells are specific for a limited variety of bacterial ligands. As a 
consequence of their less-demanding antigen recognition and 
activation requirements, unconventional T cells may fill a gap 
between prompt innate resistance and the delayed conventional 
T-cell response.

T-Cell Memory and Regulation of Immune Responses
Long-term protective immunity against infectious agents relies 
on immune memory, which principally forms the basis for the 
success of vaccines (Chapter 87). Memory T cells can be divid-
ed into central memory T cells (TCM) and effector memory T 
cells (TEM), based on differential surface phenotypic and tis-
sue migration patterns.36 TEM accumulate in peripheral tissues 
where they express effector functions, while TCM persist in 
lymph nodes where they rapidly develop into TEM after sec-
ondary antigen encounter. The tissue-resident memory T cells 
(TRM) are localized to mucosal sites where they provide effi-
cient protection against invading pathogens. Although it is gen-
erally accepted that memory T cells can survive in the absence 
of persistent antigen, little is known about the induction and 
maintenance of long-lasting T-cell memory in chronic infec-
tions with intracellular bacteria.

B Cells
Historically, antibody is presumed to be protective largely when 
the bacillus is extracellular and, as such, has been perceived 
unlikely to play a central role in intracellular bacterial infec-
tion. However, recent evidence is beginning to challenge this 
assumption and suggests a role in protection against TB. Anti-
bodies from healthcare workers exposed to M. tuberculosis have 
been shown to be protective, and this protection was abrogated 
in the absence of CD4 cells.37 Furthermore, the Fc portion of 
M. tuberculosis-specific antibodies from individuals with latent 
TB showed a specific pattern of glycosylation, resulting in en-
hanced binding of FcγRIIIa. This receptor mediates antibody-
dependent cell cytotoxicity by NK cells and indicates that this 
mechanism may play a role in preventing development of active 
TB. Moreover, individuals that are exposed but do not become 
infected show IgA and class-switched IgG to major antigens of 
M. tuberculosis with characteristic patterns of Fc glycosylation. 
This indicates that these antibodies may prevent infection com-
pletely, leading to a so-called “resistor” immune status.38 Aside 
from antibody production, B cells are potent APCs for soluble 
antigens (including lipids presented by CD1c) and secrete many 
cytokines otherwise associated with T cells, DCs, and macro-
phages. B-cell signaling via MyD88 during S. typhimurium 
infection has been associated with B-cell production of IL-10, 
and mice with B-cell-specific deficiency in MyD88 were more 
resistant to infection demonstrating that, like T cells, a subset of 
B cells can perform regulatory functions. These B cells, termed 
regulatory B cells (Breg), function via production of IL-10, IL-
35, and TGF-β, and have been shown to suppress immunity 
to intracellular bacteria through cognate interactions between 
Breg and CD4 T cells via MHC-II.39

From the therapeutic perspective, there is increasing interest 
in using antibody therapies as checkpoint inhibitors to potenti-
ate T-cell responses to clear chronic bacterial infection. Induc-
ible T-cell co-stimulation (ICOS) and programmed cell death 
protein 1/PD ligand 1 (PD-1/PDL-1) are molecular checkpoint 
targets whose inhibition has been therapeutically useful in can-
cer settings. In the case of TB, there remains controversy as to 
whether expression of these targets is associated with protection 
against or enhancement of disease.

In humans, the proportion of both PD-1+CD4+ and PD-
L1+CD4+ T cells in TB patients are significantly increased 
compared to healthy controls, and blockade of PD-1 signifi-
cantly enhances CD4+ T-cell proliferation. Phagocytosis and 
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 intracellular killing activity of macrophages increased signifi-
cantly with PD-1/PD-L pathway blockade.40 Despite this, recent 
case studies on patients enrolled in trials of anti-PD1 therapy 
for cancer showed exacerbation of latent TB accompanied by 
increased numbers of TB-specific CD4 T cells in the blood.41

cues. ILCs are depleted in the blood during TB, but ILC1 and 
ILC3 rebound in numbers after treatment. In mouse models of 
TB, ILC3s accumulate in the lung early after infection with TB 
concomitantly with AMs, which precedes infiltration of mono-
cytes and macrophages. Increased numbers of ILC3 in the lung 
are associated with early-stage protection against TB via IL-17 
and IL-22 production, accumulation of AMs, and orchestration 
of ectopic lymphoid structures in the lung.44

CONCLUDING REMARKS• Activation of innate immunity for instruction of appropriate acquired
immune response (pattern recognition receptors)

• Activation of the appropriate array of T-cell populations
• T-cell secretion of appropriate cytokine combination
• Efficient development of T-cell memory
• Efficient activation of antibacterial effector mechanisms
• Best-case scenario: sterile pathogen eradication
• Second best-case scenario: driving the infection “deeper” into

 latency, thus efficiently preventing reactivation of disease
• Alternative scenario: prevention of stable infection by antibodies and

T cells

KEY CONCEPTS
How Might a Vaccine Work?

Regulatory T Cells
Intracellular bacteria can cause detrimental inflammation and 
tissue damage, e.g., due to IFN-γ- and TNF-mediated Th1 re-
sponses. Under normal circumstances, control mechanisms are 
in place to limit immunopathology; such countermeasures are 
elicited as part of the ongoing immune response during infec-
tion. The main cytokines, which limit inflammation and control 
IFN-γ production, are IL-10 and TGF-β. Although macrophages 
and DCs produce these cytokines, their main producers are 
Treg cells, which are the prime cells involved in immune regula-
tion. Natural Treg cells are responsive to IL-2 due to high con-
stitutive CD25 expression and are characterized by expression 
of the transcription factor FOXP3 (Chapter 13).42 Expansion of 
Treg cells appears to be both antigen-dependent and -indepen-
dent. In addition, Treg cells selectively express TLRs and can be 
activated, for example, by LPS and possibly other TLR ligands. 
This makes their immediate activation during bacterial infec-
tion a probable scenario. Although Treg cells limit CD8 T-cell 
responses in experimental listeriosis, their general role in infec-
tions with intracellular bacteria has not been fully elucidated. 
Suppression of T-cell responses and anergy have been clinically 
documented for TB and leprosy. Although Treg functions can 
limit detrimental T-cell responses and immunopathology, they 
can also prevent elimination of bacteria, and hence are likely a 
key factor in promoting the persistent chronic state of infection 
with intracellular bacteria.

Innate Lymphoid Cells
Innate lymphoid cells (ILCs) are a family of cell types that 
share features of both innate and adaptive immune cells. They 
typically locate to mucosal tissues where they orchestrate early 
barrier-protective responses to infection.43 There are three main 
subsets: ILC1, which produce IFN-γ and include NK cells and 
non-cytotoxic, non-NK type I ILCs; ILC2, which produce IL-4, 
IL-5, and IL-13 and are involved in inflammatory-linked air-
way hyperactivity, tissue repair, and helminth clearance; and 
ILC3, which produce IL-17 and/or IL-22 and are involved in 
the structure of ectopic lymphoid tissue. Circulating ILC pre-
cursors can differentiate into all ILC types, rapidly developing 
into a diverse ILC population in response to environmental 

• Design of predictive biomarkers to prognose risk of progression to
active tuberculosis (TB).

• Development and clinical testing of new drugs for MDR/XDR-TB and
dormant Mycobacterium tuberculosis.

• Developing host-directed therapy (HDT) in adjunct to conventional
drugs, notably for highly drug-resistant pathogens.

• Development and clinical testing of new vaccines that protect against 
pulmonary TB in adults.

• Reduction of the unequal burden of TB in developing and  industrialized 
countries by public health measures, education, and socioeconomic
advances.

ON THE HORIZON

Our deepening understanding of the molecular events govern-
ing intracellular bacterial infections is allowing development of 
novel therapeutic and preventive approaches. The need for such 
interventions is becoming all the more pronounced in the face 
of increasing levels of antibiotic resistance of bacteria, such as M. 
tuberculosis, rendering canonical drugs that specifically target 
bacterial molecular processes ineffective. Host-directed therapy 
(HDT), an approach for which there is accumulating activity, 
aims to develop new drugs or repurpose previously approved 
ones directed at host molecular processes.45 Such approaches 
include monoclonal antibodies to neutralize cytokines such as 
TNF or IL-6 to abrogate tissue destructive inflammation, repur-
posed use of licensed drugs such as ibuprofen and verapamil 
to modulate inflammation and enhance antibiotic effectiveness, 
respectively, and use of immunostimulatory molecules such 
as vitamin D3 to enhance bacterial killing by xenophagy. Met-
formin was developed as an oral treatment for type 2 diabetes 
mellitus and functions as an insulin anti-sensitizer. It can also 
enhance treatment of TB by augmenting formation of ROS spe-
cies, and it shows promise as an adjunct to TB chemotherapy. 
These  approaches range from preclinical and early-stage clini-
cal development to late-stage clinical development and offer 
 promise to shorten the traditional duration of therapy.

It is becoming increasingly recognized that the interaction 
between intracellular bacteria and the immune system is not of 
the “all or nothing” type but is instead a “continuous struggle.” 
This realization has far-reaching implications for preventive 
and therapeutic strategies against intracellular bacterial infec-
tions. First, vaccination against intracellular bacteria has not yet 
been effected satisfactorily because of the involvement of several 
distinct T-cell subsets with different modes of stimulation and 
activity profiles. Second, chemotherapy has frequently proved 
suboptimal for the sterile eradication of bacteria hidden in cel-
lular niches. A better understanding of the complex crosstalk 
between cytokines, T lymphocytes, macrophages, and infected 
host cells will no doubt directly promote the development of 
improved control measure.
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The human host has developed protective mechanisms to inter-
act with the multitude of bacterial species encountered in nature. 
These host defenses include nonspecific mechanisms of clear-
ance as well as innate and specific adaptive immune responses. 
Partly because of these mechanisms, most bacterial species do 
not cause human disease. Many bacterial species have estab-
lished symbiotic or commensal relationships with the human 
host and colonize skin and mucosal surfaces. These commensals 
are generally of low virulence except in individuals whose host 
defenses are compromised. Despite the diversity of the microbial 
world, a relatively few pathogenic bacterial species or subpopu-
lations of those species have evolved virulence factors or strate-
gies that can overcome or circumvent intact human host defense 
mechanisms to cause localized or systemic disease.

Bacterial pathogens of clinical importance reside mostly ex-
tracellularly (Table 27.1) and can be transmitted from one indi-
vidual to another by close contact or transmitted through food, 
water, animal, or other environmental contact. Acquisition of 
these pathogenic bacteria may be transient, resulting in intervals 
of colonization varying from asymptomatic carriage to localized 
or systemic disease. Extracellular bacterial pathogens can pro-
duce acute inflammatory and purulent infectious diseases, such 
as meningitis, septicemia, pneumonia, urethritis, pharyngitis, 
inflammatory diarrhea, cellulitis, and abscesses, and/or produce 
disease by the release of toxins. Disease associated with some ex-
tracellular bacteria (e.g., Helicobacter pylori) results from chronic 
colonization. Susceptibility to extracellular bacterial pathogens is 
enhanced by hereditary, acquired, or age-related defects in innate 
or adaptive host defenses. Resistance to extracellular bacterial 
pathogens or their toxins can be accentuated by chemoprophy-
laxis vaccines, and other immune modulation processes (e.g., 
passive immune globulin administration). Caution is urged in 
the interpretation of the term “extracellular.” The classification of 
bacteria as “extracellular” and “intracellular” is primarily based 
on observations in vitro and has been challenged by some au-
thors, as some “extracellular” bacterial species invade host cells 
as a part of their normal life cycle and during steps in the disease 
process (e.g., Staphylococcus aureus, Streptococcus pneumoniae, 
Streptococcus pyogenes, Neisseria meningitides).1 Conversely, bac-
teria typically classified as “intracellular” can have an extracellular 
component to their life cycle (e.g., Mycobacterium tuberculosis in 
cavitary lesions).

Spirochetes constitute a unique group of extracellular bac-
teria that inhabit many different environments, such as soil, 
arthropods, and mammals. Spirochetes share a typical spiral 
shape and a distinctive flat-wave morphology (Fig. 27.1). They 
are motile organisms with a multilayered outer membrane that 
encapsulates a peptidoglycan layer surrounding their inner 
membrane. The viability of the organism is dependent on an 

CLINICAL PEARLS
Distinguishing Clinical Characteristics 
of Infections With Extracellular Bacteria

• Sterilizing immunity
• Colonization of mucosal surfaces often precedes disease
• Causes of pyogenic infections 
• T-helper (Th)17 response critical in generating a neutrophilic response
• Antibodies are protective for some of the major pathogens
• Effective vaccines available for many of the major pathogens 

intact outer membrane, which can be damaged by variations in 
osmolarity, antibodies, or complement, resulting in the loss of 
intracellular components and ultimately death of the bacterium.

Several spirochetal species can induce disease (Table 27.2) 
including syphilis (Treponema pallidum subspecies pallidum, 
hereafter T. pallidum) and Lyme disease (Borrelia burgdorferi
sensu stricto, hereafter B. burgdorferi). Syphilis is primarily 
sexually transmitted, whereas Lyme disease is transmitted by 
Ixodes complex ticks and is the most common tickborne dis-
ease in the United States.2 T. pallidum cannot be cultured in the 
laboratory and B. burgdorferi culture is not routinely available. 
Thus, diagnoses for syphilis and Lyme disease are usually based 
on clinical presentation and serological tests.

Although dark-field microscopy can be used for the identi-
fication of T. pallidum, infection with T. pallidum leads to the 
production of nonspecific antibodies to cardiolipin-cholesterol-
lecithin antigen, which are the basis for nontreponemal serolog-
ical tests, including the Venereal Disease Research Laboratory 
(VDRL) and rapid plasma reagin (RPR) tests. Because these 
tests are nonspecific, false-positive reactions can occur as a re-
sult of pregnancy, autoimmune disorders, or infections. Trepo-
nemal-specific tests such as the T. pallidum hemagglutination 
test (TPHA) and fluorescent treponemal antibody-absorption 
test (FTA-ABS) are more specific and often used as confirmato-
ry tests following a positive nontreponemal test. Of note, some 
laboratories are now using reverse-screening algorithms that 
start with a treponemal-specific test.

A two-tiered approach is standard for the serodiagnosis of 
Lyme disease: serum is first tested for B. burgdorferi–specific 
antibodies by enzyme-linked immunosorbent assay (ELISA) or 
immunofluorescent assay (IFA), followed by more specific im-
munoblotting for immunoglobulin M (IgM) and IgG antibodies. 
However, a positive serological test, particularly IgG, is evidence of 
exposure to B. burgdorferi, but not necessarily an active infection.

Despite similar ancestry and morphological features, these 
spirochetes have striking differences at the genetic level, which 
may account for the differences in their life cycles,  environmental 
adaptations, and the diseases they cause. B. burgdorferi has one 
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TABLE 27.1 Examples of Clinically Relevant Pathogenic Extracellular Bacteria

Species
Examples of 
Human Disease

Selected Mechanisms of 
Pathogenesis

Special Features 
Key to Host 
Infection

Examples of Susceptible 
Populations/Risk Factors

Staphylococcus 
aureus

Cellulitis, abscesses, bac-
teremia, endocarditis, 
toxic shock syndrome, 
osteomyelitis, pneumo-
nia, wound infections

Protein A: promotes fibronectin binding
PVL: cytotoxic
α-toxin: membrane damage
eTSST-1: superantigen

Asymptomatic colo-
nization, resistant 
to dehydration

Injection drug users, patients on 
hemodialysis, defects on Th17 
response (Job syndrome), surgi-
cal procedures and skin trauma

Streptococcus 
pneumoniae
(pneumococcus)

Pneumonia, otitis me-
dia, meningitis

Capsule: prevents phagocytosis, antigenic 
variation

Pneumolysin: cytotoxic
PspA & C: inhibition of complement
Neuraminidase, hyaluronidase: spread and 

colonization
IgA1 protease

Asymptomatic 
colonization, read-
ily acquires new 
genes through 
transformation

Smokers, cerebrospinal fluid leak, 
asplenia, hypogammaglobu-
linemia, human immunodefi-
ciency virus/acquired immuno-
deficiency syndrome (HIV/AIDS), 
unvaccinated children

Streptococcus 
pyogenes
(group A strep-
tococcus)

Pharyngitis, cellulitis, 
erysipelas, toxic shock 
syndrome, necrotizing 
fasciitis, scarlet fever, 
rheumatic fever

Hyaluronic acid capsule, M protein: pre-
vents phagocytosis

Streptolysin O & S: cytotoxic
Streptococcal pyrogenic exotoxins
C5a peptidase

High diversity of 
M-proteins, mo-
lecular mimicry of 
human antigens

School-age children, crowded-
conditions (e.g., military 
barracks), injury to lymphatic 
system (e.g., surgical harvest of 
saphenous vein)

Streptococcus 
agalactiae
(group B strep-
tococcus)

Neonatal sepsis, pneu-
monia and meningitis, 
perinatal infections, 
bacteremia

FbsA: fibrinogen receptor, promotes 
adherence

Capsule 
β-Hemolysin
C5a peptidase
β Protein: downregulates complement

Asymptomatic colo-
nization, acquisi-
tion by infants 
during birth

Neonates and infants (immunity 
dependent on passive transfer 
of maternal antibodies), diabetes 
mellitus

Neisseria menin-
gitidis (menin-
gococcus)

Meningitis, bacteremia 
(purpura fulminans)

Capsular polysaccharide: promotes adher-
ence and prevents phagocytosis

Type IV pili: promote attachment to host cells
LOS: analogues to LPS, activates TLR4 

pathway
IgA1 protease
fHbp: downregulates the host alternative 

complement pathway

Molecular mimicry 
of human anti-
gens, phase and 
antigenic variation, 
asymptomatic 
carriage

Terminal comple-
ment  deficiencies, 
hypogammaglobulinemia

Neisseria 
gonorrhoeae
(gonococcus)

Urogenital infec-
tions, disseminated 
gonococcal infection, 
pharyngitis

Type IV pili: promote attachment to host cells
Opa protein adhesion
IgA1 protease
LOS: analogs to LPS, activates TLR4 pathway

Phase and antigenic 
variation, mo-
lecular mimicry of 
human antigens

Terminal complement 
deficiencies, women during 
menstrual period (increases risk 
of dissemination)

Escherichia coli Urinary tract infec-
tions, gastroenteritis, 
sepsis, neonatal 
meningitis

Capsular polysaccharide
Tissue-specific fimbriae
Heat-labile enterotoxins: increases  

intestinal chloride secretion
LPS: activation of TLR4

Antigenic heteroge-
neity of LPS and 
capsule

Bladder instrumentation, 
pregnancy

Pseudomonas 
aeruginosa

Ventilator-associated 
pneumonia, bronchi-
ectasis

Pili and flagella: attachment to the host and 
formation of biofilms

LPS
Exotoxin A
Lipases, lecithinases, elastase

Considerable adapt-
ability to changes 
in environment, 
large genome 
size, biofilms

Orotracheal intubation, cystic 
fibrosis

Clostridium dif-
ficile

Colitis Toxin B: cytotoxic
Flagella

Endospore forma-
tion, asymptom-
atic carriage

Antibiotics and other disruptions 
of the microbiota

Haemophilus 
influenzae

Otitis media, pneumo-
nia, epiglottitis, bacte-
remia, meningitis

LPS with phosphorylcholine
Pili: adherence
Capsule
High-molecular-weight adhesins
IgA1 protease

Phase variation of 
pili, asymptomatic 
carriage

Unvaccinated children, 
immunocompromised, sickle 
cell disease, smoking

Helicobacter 
pylori

Peptic ulcer disease Urease: colonization of gastric mucosa
Flagella: motile in gastric mucus
CagA; bacteria-derived carcinogen

Polymorphism of 
CagA

Crowded living conditions, unreli-
able source of clean water, living 
with someone who has H. pylori

Bordetella per-
tussis

Whopping cough (chil-
dren), chronic cough 
(adults)

Pertussis toxin: inhibits neutrophils, 
macrophages, lymphocytes

Pertactin and filamentous hemagglutinin; 
mediates attachment

Antigenic variation 
of adhesins

Nonvaccinated adults and 
children, infants who have 
not completed vaccine series, 
adults and adolescents whose 
immunity has diminished

CapA, Cytotoxin-associated gene A; fHbp, factor H–binding protein; Ig, immunoglobulin; LOS, lipooligosaccharide; LPS, lipopolysaccharide; Psp, pneumococcal surface protein; 
PVL, Panton-Valentine leukocidin; TLR, Toll-like receptor; TSST-1, toxic shock syndrome toxin 1.
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FIG. 27.1 The Borrelia burgdorferi structure is characterized 
by a distinctive flat-wave morphology consisting of approxi-
mately 18 bends and a length of 20 to 30 μm (A). A cross-
section of this spirochete reveals the endoflagella, which are 
responsible for the unique morphology and motility of this 
organism (B).

CLINICAL PEARLS
Lyme Disease

• Erythema migrans at inoculation site (early stage)
• Joint inflammation in untreated individuals (often synovium of the knee)
• Chronic arthritis, neuroborreliosis, or cutaneous lesions (late stage)

Venereal Syphilis
• Hardened and painless ulcer (chancre) at initial infection site
• Secondary eruption often accompanied with rash on the palms of 

hands/soles of the feet. (4–6 weeks post infection); resolution of 
secondary manifestation weeks to a year

• Long periods of latency, late lesions of skin, bone, and viscera, 
cardiovascular system and CNS

• Susceptibility to T. pallidum universal; only 30% of exposures with 
lesions result in infection

• Infection results in gradual development of immunity against T. pal-
lidum and often against heterologous treponemes as well 

of the most complex genomes known among prokaryotes, 
with a single linear chromosome and 21 plasmids, the largest 
number of plasmids of any characterized prokaryote, and less 
than 10% of B. burgdorferi plasmid-coding regions are found 
in other microorganisms, including spirochetes.3,4 In contrast to 

TABLE 27.2 Major Diseases Caused by Spirochetesa

Disease Agents Distribution
Transmis-
sion Symptoms

Lyme disease Borrelia burgdorferi North America, Europe Tick engorge-
ment

Development of a skin rash known as erythema 
migrans, accompanied by other symptoms, such as 
malaise, myalgia, and/or arthralgia. Symptoms can 
progress to include carditis and arthritis. Persistent 
infection can result in chronic arthritis, neuroborrelio-
sis, or cutaneous symptoms (acrodermatitis chronica 
atrophicans)

B. garinii Asia, Europe
B. afzelii Asia, Europe
B. andersonii North America
B. japonica Japan
B. lusitaniae Southern Europe
B. valaisiana Europe, Ireland, UK
B. mayonii North America
B. miyamotoi North America

Relapsing fever B. hermsii Western USA Tick engorge-
ment

Clinical manifestations of infection include high-density 
spirochetemia, high fever, myalgias, and arthralgias 
and can even include cerebral hemorrhage and 
fatality

B. turicatae Southwestern USA, Mexico
B. parkeri Western USA
B. mazzotti Central America
B. venezuelensis Central America
B. duttonii Sub-Saharan Africa
B. crocidurae North Africa, Middle East
B. persica Middle East, Central Asia
B. hispanica Iberian peninsula, North Africa
B. latyschewii Iran, Iraq, Eastern Europe
B. caucasia Iraq, Eastern Europe

Venereal syphilis Treponema 
pallidum pallidum

Worldwide Sexual contact Disease progresses from a primary lesion (chancre) to 
a secondary eruption and then to a latent period, and 
if left untreated, tertiary symptoms may appear

Endemic syphilis 
or Bejel 
syphilis

T. pallidum 
endemicum

Eastern Mediterranean region, 
West Africa

Nonsexual skin 
contact

Symptoms begin with a slimy patch inside the mouth, 
followed by blisters on the trunk and limbs. Bone 
infection in the legs soon develops, and in the later 
stages, lumps may appear in the nose and on the 
soft palate of the mouth

Yaws T. pertenue Humid equatorial countries Nonsexual skin 
contact

Destructive lesions of the skin and bones, which is 
rarely fatal but can be debilitating

Pinta T. carateum Mexico, Central America,  
South America

Nonsexual skin 
contact

Dark-colored skin lesions found on those areas of the 
body that are exposed to sunlight. Eventually, the 
skin lesions become discolored

Leptospirosis Leptospira 
interrogans

Worldwide Urine from 
an infected 
animal

Symptoms include fever, headache, chills, nausea 
and vomiting, eye inflammation, and muscle aches. 
In more severe cases, the illness can result in liver 
damage and kidney failure

aSpirochetes are the causative agents of many diseases, which can have social as well as lasting health-related consequences.
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bacterial pathogens (Fig. 27.2). Initial attachment of bacteria to 
human epithelial cells is, in part, mediated by pili, fimbriae, or 
other bacteria ligands or adhesins, and close adherence of bac-
teria to the human cell-surface receptors involves the cell wall, 
outer membrane proteins, lipopolysaccharide (LPS), and other 
bacterial surface structures. The attachment of bacteria to hu-
man epithelial cells prevents elimination of bacteria from the 
host. Attachment can also induce host cell pathways leading to 
cytoskeletal rearrangements, such as elongation and branching 
of the microvilli, the accumulation of actin, and calcium efflux, 
which facilitates close adherence and invasion of epithelial cells 
by normally “extracellular” bacteria, especially at sites with fluid 
movement. Strains of Escherichia coli that successfully colonize 
the bladder and cause renal infection possess pili that allow ad-
hesion to the renal epithelium.5,6 Type IV pili are fundamental 
for attachment of gonococci to the male reproductive tract and 
play a role in the attachment of meningococci to vascular endo-
thelial cells.5,7 Meningococcal pili also facilitate twitching motil-
ity and microcolony formation, which allows the penetration of 
mucus and provides initial attachment. The pneumococcal CbpA 
surface protein promotes mucosal adhesion and dissemination.6 
B. burgdorferi produce many adhesive surface proteins that col-
lectively recognize diverse host substrates and cell types and are 
likely to promote dissemination and chronic infection in a variety 
of tissues. B. burgdorferi-endothelial interactions are mediated by 
the adhesin BBK32. T. pallidum protein Tp0751 (pallilysin) binds 
to host laminin, fibrinogen, fibronectin, and collagen, important 
constituents of blood and endothelia.8

Bacteria utilize several mechanisms to avert the host immune 
response to bacterial surface antigens (see Table 27.1). Phase varia-
tion of adhesins is a mechanism of immune evasion  common to 

other spirochetes, B. burgdorferi and T. pallidum do not contain 
lipopolysaccharide (LPS). Lipoproteins are the major immu-
nogens of B. burgdorferi and most likely T. pallidum, and, thus, 
they are their dominant proinflammatory agonists.

CLEARANCE AND NONSPECIFIC HOST DEFENSES 
AT MUCOSAL EPITHELIAL SURFACES
Bacteria first encounter a physical barrier, which comprises 
skin, mucus and mucosal surfaces, and the normal microbiota 
as well as nonspecific factors, such as nutrient limitation (e.g., 
iron) and antimicrobial proteins or peptides (AMPs). Intact skin 
and mucosal surfaces provide complex chemical and biological 
obstacles to bacteria and are an important line of defense pre-
venting the invasion of these pathogens and their products. As 
such, the human epithelium has evolved to prevent colonization 
and invasion.3 Skin is a relatively dry, acidic (pH 5–6)  barrier 
that contains growth-inhibiting fatty acids and AMPs, char-
acteristics that are detrimental to many bacteria. The constant 
desquamation of stratified epithelial surface of skin helps in the 
removal of microorganisms.4 Disruption of these physical bar-
riers can augment pathogen tissue colonization and invasion. 
Infections by S. aureus and S. pyogenes, bacteria that can colo-
nize skin, are often preceded by skin damage. Repeated trauma 
to skin (e.g., dialysis and intravenous drug use) also enhances 
skin colonization with pathogens, including that by S. aureus.

Mucosal surfaces have additional nonspecific antibacterial de-
fenses. The mucociliary blanket of the respiratory tract and the 
female urogenital tract (fallopian tube) move bacteria away from 
epithelial surfaces, as does the flushing of the urinary tract with 
urine, intestinal peristalsis, and the bathing of the conjunctiva 
with tears. Lysozyme is found in most mucosal secretions and ly-
ses bacterial cell walls by splitting muramic acid β(1–4)-N-acetyl-
glucosamine linkages. The acid pH of the stomach, intestinal peri-
stalsis, and the antibacterial effect of proteolytic enzymes present 
in intestinal secretions are important gastrointestinal (GI) tract 
host defenses against many pathogenic bacteria. The GI mucosa 
has a layer of mucus that acts as a physical shield to bacteria. Mu-
cus is rich in mucin, glycoproteins that limit pathogen binding to 
other host molecules necessary for mucosal adhesion. Addition-
ally, the mucus layer may function as more than a physical barrier 
by acting as a diffusion barrier to concentrate antimicrobial pro-
teins at the appropriate epithelial cell surface. The glycocalyx, an 
extracellular layer of the apical surface of mucosal cells composed 
of carbohydrates, also protects cells against bacterial attachment.

Bacterial attachment and colonization of mucosal surfaces 
can be inhibited by bacterial binding to human cellular anti-
gens present in secretions, such as ABO blood group antigens. 
Cell adhesion and extracellular matrix molecules, such as fibro-
nectin and proteoglycans, can also inhibit or enhance bacterial 
binding to epithelial surfaces. The Tamm-Horsfall glycoprotein, 
found in urine, can bind avidly to a variety of bacteria and facili-
tate clearance. Proteins, such as lactoferrin, present at mucosal 
surfaces, bind iron, which is an important requirement for bac-
terial growth. This action may reduce microbial proliferation, 
but some mucosal pathogens bind lactoferrin and remove iron 
from the molecule for growth.

To colonize human epithelial and mucosal surfaces, extra-
cellular bacteria must overcome the local host defense mecha-
nisms described above. After navigating these defenses, adhesion 
to host cells is usually the first important step for extracellular 

FIG. 27.2 Colonization and Adherence of Extracellular Bac-
teria at Mucosal Surfaces. Scanning electron micrograph of 
Neisseria meningitidis adherence and microcolony formation of 
a human upper respiratory mucosa (×16, 250).46
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pathogenic Neisseria spp. Meningococcus, for  example, utilizes 
phase variation of the adhesion protein Opa and type IV pili 
during the process of colonization of human upper respiratory 
mucosal surfaces.9 Sialylation of LPS, a potent inducer of host in-
flammatory response, is an example of bacterial “hiding” of surface 
antigens. Sialylation of lipooligosaccharide, a molecule analogous 
to LPS, in meningococci has been shown to increase resistance to 
classical pathway (CP) and alternative pathway (AP) complement-
mediated killing by decreasing the deposition of C3b and IgM on 
the cell surface, irrespective of capsular phenotype.

Normal Microbiota as Host Defense
The human microbiome is now recognized as a major host de-
fense against bacterial pathogens by providing “colonization re-
sistance,” maintaining a balance of commensals to pathogens, 
and by priming the immune system.10 Altering or disrupting 
the normal microbiota by antibiotics facilitates the expansion 
of enteric pathogens as Clostridioides difficile and Salmonella ty-
phimurium or selection of antibiotic-resistant members of the 
microbiome. Similarly, changes in human physiology—for ex-
ample, exposure of skin to elevated temperatures and humidity, 
chronic stress, host immune suppression, or active behavioral 
changes, such as smoking—can cause a commensal-to-pathogen 
switch. Recent studies have demonstrated that certain resident 
microbiota can resist pathogen colonization and infection. For 
example, matched volunteers were inoculated with Haemophi-
lus ducreyi into the arms, and the subsequent infection either re-
solved or resulted in formation of abscesses; characterization of 
the skin microbiome before, during, and after the experimental 
inoculation showed that the microbiomes of those with pustule 
formation and of those with resolved infection were distinct and 
influenced the course of the H. ducreyi infection.11

The interaction of the microbiome with the immune system 
is also important for defense against extracellular pathogens. 
Normal microbiota prime the immune system by maintaining 
high levels of major histocompatibility complex (MHC) class 
II molecule expression on macrophages and other antigen-pre-
senting cells. Pathogen recognition receptors (PRRs; see below) 
are traditionally known to recognize microbial molecules dur-
ing infection; however, ligands for PRRs are abundantly pro-
duced by the resident microbiota during normal colonization. 
The integrity of the intestinal epithelial layer is dependent on 
activation of Toll-like receptors (TLRs; see below) by normal 

microbiota.4 Stimulation of TLR-5 has been shown to increase 
resistance to Enterococcus faecium infection in a murine model. 
Activation of nucleotide-binding oligomerization domain 1 
(NOD1) receptors by gut resident microbiota is necessary for 
priming of the innate immune system. Additionally, resident 
microbiota produce such factors as bacteriocins, lantibiotics, 
and phenol-soluble modulin (PSM), which function in a similar 
manner to that of host-derived AMPs (see below), suggesting 
an important host defense strategy against pathogen coloniza-
tion.12 Importantly, members of the resident microbiota can 
cause disease, particularly with loss of epithelial integrity and 
translocation to a different host tissue.

HOST DEFENSES TO EXTRACELLULAR BACTERIA 
INCLUDING SPIROCHETES
Early pathogen recognition by the innate immune system is key 
for rapidly responding to pathogens, allowing for the develop-
ment of more advanced immunity mediated by T and B cells. 
Spirochete and extracellular bacterial pathogens’ virulence is at-
tributed, in part, to the evolution of their sophisticated tactics 
to evade killing mechanisms during all stages of the immune 
response, including serum complement and cellular immunity, 
as well as pathogen-specific antibodies. Both the innate and 
adaptive immune responses elicited by spirochetes and other 
extracellular bacteria are discussed, with the supposition that 
these responses are required for efficient bacterial clearance, 
while acknowledging that unnecessarily prolonged or intense 
responses may contribute to pathology arising from infection. 
Indeed, predisposition to infection could be the result of one 
or more monogenic traits that confer primary immunodeficien-
cies; whether or not this is the case remains to be determined, 
but human studies have shown that responses to B. burgdorferi
are diminished in individuals with specific mutations in or di-
minished expression of innate immune cell receptors (nucleo-
tide-binding oligomerization domain 2 [NOD2] and Toll-like 
receptor 1 [TLR1]). It has also been observed that individuals 
on anti-IL-1β immunotherapy experience an increased fre-
quency of invasive infections caused by S. pyogenes.13

Similarly, T. pallidum is known colloquially as the “stealth 
pathogen” because of its denuded outer membrane, which 
comprises mostly nonimmunogenic transmembrane proteins, 
whereas the highly immunogenic lipoproteins are contained 
within the periplasmic space.14 This molecular architecture, cou-
pled with the ability to generate antigenic variants, is responsible 
for the treponeme’s remarkable ability to cause persistent infec-
tion with relatively few organisms.15 Consequently, our under-
standing of the immune responses to this pathogen is not nearly 
as detailed as our knowledge of those elicited in response to in-
fection with B. burgdorferi and other bacterial pathogens. Here, 
we will discuss both the innate and adaptive immune responses 
to bacterial pathogens, as well as physical and genetic barriers 
extracellular bacteria and spirochetes use to evade host killing.

Innate Immune Responses
Early Pathogen Recognition and Antimicrobial Peptides
The initial recognition of pathogens by host cells relies on a 
complex interplay between PRRs and bacterial constituents, ini-
tiating a cascade of  responses leading to the upregulation of che-
mokines and cytokines, adhesion molecules, and other effector 

• Clearance and nonspecific host defenses at skin and mucosal 
surfaces:
• Epithelial barriers
• Antibacterial factors (fatty acids, antimicrobial peptides, lysozyme, 

phospholipase A2)
• Mucociliary activity
• Normal microbiota
• Adherence blocking molecules

• Specific immune defenses at mucosal surfaces:
• Innate immune mechanism
• Immunoglobulins
• Phagocytosis at mucosal surfaces

• Mucosa-associated lymphoid tissue (MALT), gut-associated lympho-
reticular tissue (GALT), bronchus-associated lymphoid tissue (BALT) 

KEY CONCEPTS
Host Defenses and Immune Response at Epithelial 
Surfaces to Extracellular Bacteria
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others),  chemokines (IL-8, monocyte chemoattractant protein 
[MCP]-1, keratinocyte chemoattractant [KC]), metalloprotein-
ases, adhesion molecules (E-selectin, vascular cell adhesion 
molecule-1 [VCAM-1] and intercellular adhesion molecule-1 
[ICAM-1]),17 and type I interferons (IFNs). Extracellular bacte-
rial pathogens such as S. pyogenes signal through an unknown 
TLR but—like spirochetes—elicit the production of pro-
inflammatory  cytokines and chemokines.

Both spirochetes and S. pyogenes use MyD88-dependent 
mechanisms to stimulate cytokine induction. Mice deficient in 
TLR1, TLR2, or MyD88—an adaptor molecule—have significant 
increases in B. burgdorferi burdens after infection, underlining 
the importance of TLRs in early pathogen  detection; similar to 
B. burgdorferi lipoproteins, treponemal lipoproteins appear to be 
the major proinflammatory agonists during treponemal infec-
tion through engagement with their cognate receptors, TLR1/2, 
and CD14. The inflammatory milieu established by treponemal 
lipoproteins is a principal driving force for immune cell recruit-
ment to T. pallidum-infected tissues. The importance of this im-
mune system compartment during the response to T. pallidum
is further supported by the systemic upregulation of innate im-
mune cells during treponemal dissemination and by demon-
stration that macrophages are principal effectors of treponemal 
clearance during infection.18 Other extracellular pathogens such 
as S. pyogenes lack LPS but do contain surface proteins such as 
M protein that elicit a highly inflammatory immune response 
largely mediated by macrophages, dendritic cells, and PMNs.

The NLRs are a family of intracellular receptors, some of 
which also function as PRRs.16 NOD1 and NOD2 are well char-
acterized as PRRs to extracellular pathogens, such as S. pyogenes. 
Importantly, in concert with TLR signaling, NLR can respond to 
a variety of PAMPs by forming the inflammasome complex. In-
flammasome activation generates interleukin (IL)-18 and acti-
vates IL-1 through caspase-1, an important step in the immune 
response to many bacteria. Inflammasome activation is critical 
to the restriction of many pathogens. Interestingly, S. pyogenes
can directly activate IL-1β independently of the NLRP3 inflam-
masome, leading to a highly inflammatory and often detrimen-
tal host immune response.13 Similarly, B. burgdorferi stimulates 
the production of IL-17 and IFN-γ by a caspase-1-dependent 
mechanism leading to a highly inflammatory immune response 
critical to Lyme disease progression and pathology, but unlike 
S. pyogenes, does not rely on the NLRP3 inflammasome.

Upon recognition of bacterial pathogens by PRRs,  immune 
cells produce antimicrobial peptides (AMPs) in addition 
to cytokines and chemokines that either kill invading mi-
crobes or modulate and dampen host inflammatory responses 
(Table 27.4).12 Cells that are present on skin and mucosal sur-
faces constitutively express AMPs as a first line defense against 
invading pathogens, but AMPs can also be induced by infec-
tion or injury.12 Electrostatic interactions between AMPs and 
negatively charged cell membranes result in either membrane 
disruption or entry into the cell, consequently inhibiting critical 
cell functions. Humans produce two main classes of AMPs: de-
fensins and cathelicidins. Defensins, for example, are expressed 
in skin, intestines, and the respiratory tract and have activity 
against gram-positive and gram-negative bacteria. Cathelici-
dins such as LL37 are produced by macrophages and PMNs and 
are important for rapid bactericidal activity against both spi-
rochetes and extracellular bacteria. Keratinocytes of inflamed 
psoriatic lesions produce increased levels of certain AMPs, and 

molecules. This response is often initiated by endothelial and/
or epithelial cells, resulting in the recruitment and activation of 
innate immune cells. Each PRR recognizes a specific structure 
that is present in a group or groups of microorganisms. The 
recognition of patterns instead of specific antigens provides the 
innate immune system with a rapid way to respond to infect-
ing organisms until the more specific response mediated by T 
and B cells develops. Immune pattern recognition molecules are 
a major arm of the innate immune system and are released or 
expressed by a range of host cells, including lymphocytes, mac-
rophages, dendritic cells (DCs), polymorphonuclear leukocytes 
(PMNs), and epithelial cells. The discovery and characteriza-
tion of specific pattern recognition molecules (see below) has 
revolutionized our understanding of the initial specific events 
occurring between microbes and human cells.

Innate immune recognition relies on the detection of 
unique molecular structures found on microorganisms by host 
PRRs.16,17 Toll-like receptors (TLRs) and NOD-like receptors 
(NLRs) are the best studied PRRs (Table 27.3). TLRs (TLR1–11) 
are found on macrophages, PMNs, and other host cells. These 
receptors recognize a variety of microbial ligands or pathogen-
associated molecular patterns (PAMPs), including lipoproteins, 
lipopolysaccharide (LPS), flagellin, and nucleic acids produced 
by gram-negative and/or gram-positive bacteria. For instance, 
the interaction of B. burgdorferi lipoproteins with complexes 
formed by TLRs 1 and 2 initiates a series of signaling cascades 
that results in the production of proinflammatory cytokines 
(IL-1β, tumor necrosis factor [TNF], IL-12, and IL-18, among 

TABLE 27.3 Pattern Recognition Receptors 
Recognize Pathogen-Associated Molecular 
Patterns From Various Bacteria

PRRs PAMPs Microbes

Toll-like receptor 
(TLR)2/1

Triacyl lipopro-
teins lipoprotein

Bacteria
B. burgdorferi, T. pallidum

TLR2/6 Diacyl lipoproteins
Lipoteichoic acid

Mycoplasma
Gram-positive bacteria

TLR2 Peptidoglycan
Porins lipoprotein

Gram-positive bacteria
Bacteria (Neisseria,
Treponema denticola)

TLR4 Lipopolysaccha-
ride (LPS)

Gram-negative bacteria

TLR5 Flagellin Flagellated bacteria (Helico-
bacter pylori, Salmonella)

TLR7/8 RNA Group B streptococcus
TLR9 CpG-DNA

DNA
Bacteria (Salmonella)
Bacteria (Staphylococcus at 

low MOI)
TLR11 Not determined Uropathogenic bacteria
Nucleotide-binding 

oligomerization 
domain (NOD)1

Meso-diaminopi-
melic acid

H. pylori, Bacillus spp., 
Campylobacter jejuni, 
Pseudomonas aeruginosa

NOD2 Muramyl dipep-
tide (MDP)

Streptococcus pneumoniae, 
Staphylococcus aureus, 
Salmonella typhimurium

NOD-like receptor 
(NLR)P3

Whole pathogens
Toxins, LPS, MDP, 

and RNA

Staphylococcus aureus
Bacteria

NLRP1 MDP Bacteria
NLRP1b Microbial toxin Bacillus anthracis
NLRC4 Flagellin P. aeruginosa

MOI, Multiplicity of infection; PAMP, pathogen-associated molecular pattern; 
PRR, pattern recognition receptor.
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patients with such lesions rarely have secondary bacterial in-
fections. Not surprisingly, successful pathogens have developed 
several mechanisms to counteract AMPs; invasive clones of 
S. pyogenes, for example, uses the M surface protein to seques-
ter the human cathelicidin LL37 to evade killing by AMPs and 
cause diseases such as necrotizing fasciitis.19

The interaction of several cell types with spirochetes and oth-
er extracellular bacteria also involves several integrins. Integrins 
are involved in the adhesion of cells to a variety of ligands and 
mediate essential cellular processes, including attachment and 
cell migration. Some integrins have also been associated with 
the phagocytosis of microorganisms. For the most part, studies 
of the interaction between the spirochete and integrins have fo-
cused on their role in aiding the adhesion of B. burgdorferi to 
host cells and the colonization of tissues and as receptors that 
contribute to signals that induce the production of proinflam-
matory factors (Fig. 27.3). Integrins are also important for re-
stricting extracellular bacteria. Some serotypes of S. pyogenes en-
code a CD11b homologue that is able to modulate host immune 
responses and prevent phagocytosis; conversely, S. pyogenes can 
also encode collagen-like surface proteins that bind to α2β1 integ-
rins to promote phagocytosis, which allows for the bacterium to 
later re-emerge as an extracellular pathogen.

Complement
Destruction of microorganisms via complement involves the 
formation of a pore in the microbial cell membrane by the 
membrane attack complex (MAC), which results in the lysis of 
the organism and leads to the release of opsonins and chemoat-
tractant molecules for phagocytic cells.20 There are three dif-
ferent pathways that elicit complement activation: the classical 
(antigen/antibody–mediated) pathway (CP), the lectin pathway, 
and the alternative (pathogen surface) pathway (AP). These 
pathways converge at the level of C3 convertase, a protease that 
cleaves complement component C3 into C3a and C3b. As a 

Professional APC

Endothelial cell

TCR
Signaling

Type I IFN

TNF

IL-8, MCP-1, KC

IL-1β
IL-12
IL-18

IFN-γ

MyD88

Phagocytic receptor

Surface PRRs (i.e., integrins)

Endosomal PRRs

CD4+

T cell

TLR 1/2

FIG. 27.3 The Interaction of Borrelia burgdorferi With Pattern 
Recognition Receptors (PRRs) in Innate Immune Cells and 
endothelial Cells Mediates the Inflammatory Response to 
the Spirochete. Phagocytosis induces Toll-like receptor (TLR)–
driven proinflammatory cytokine production as well as antigen 
presentation by professional antigen-presenting cells (APCs), 
which leads to the activation of CD4 effector T cells, marked 
by the production of interferon-gamma (IFN-γ). Likewise, PRR- 
and tumor necrosis factor (TNF)–receptor signaling lead to the 
upregulation of chemokines by endothelial cells. Overall, these 
responses lead to increased activation and recruitment of innate 
immune cells in sites of infection.

TABLE 27.4 Antimicrobial Proteins Against Extracellular Bacteria and Spirochetes

AMP Tissue/Cell Sources Mechanism of Action Target Organisms

α-Defensins Small intestines, Paneth cells Membrane disruption; inhibits comple-
ment activation; chemoattracts 
dendritic cells

Gram-positive bacteria
Gram-negative bacteria

β-Defensins Large intestines, skin, respiratory 
tract epithelial cells

Membrane disruption; lipid II binding Gram-positive bacteria
Gram-negative bacteria

Cathelicidin (LL37) Large intestine, skin, lung, 
urogenital tract

Membrane disruption Gram-positive bacteria
Gram-negative bacteria

RNases Skin, intestine, respiratory epithelia, 
placenta

Unknown Gram-positive bacteria
Gram-negative bacteria

Psoriasin (S100A7) Skin, urogenital tract Unknown Escherichia coli
Calprotectin (S100A8-A9) Abscesses/neutrophils Metal chelation Staphylococcus aureus
C-type lectins Small intestines Peptidoglycan recognition Gram-positive bacteria
Bactericidal/permeability-

increasing protein (BPI)
Neutrophils, epithelial cells Neutralizes lipopolysaccharide Gram-negative bacteria

Lysozyme Skin, body fluids, tears, intestinal 
Paneth cells

Degrades peptidoglycan Gram-positive bacteria
Some gram-negative bacteria activity

Dermcidin Sweat glands Membrane disruption Gram-positive bacteria
Gram-negative bacteria

Peptidoglycan recognition 
proteins

Liver, intestines, skin, neutrophils Activates bacterial two-component 
systems; targets peptidoglycan

Especially active against gram-posi-
tive bacteria

Gram-negative bacteria
Phospholipase A2 Tears, intestines Hydrolysis of bacterial phospholipids Gram-positive bacteria

AMP, Antimicrobial proteins.
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result, C3b can (1) bind to the surface of the bacteria and facili-
tate internalization of the bacterium via opsonization; or (2) it 
can bind C3 convertase and facilitate the deposition of down-
stream components onto the surface of the bacterium resulting 
in the formation of MAC and lysis of the cell. Spirochetes such as   
B. burgdorferi and T. pallidum activate the CP and AP of the 
complement cascade. Moreover, the activation of complement 
has been associated with dramatic decreases in spirochetal 
numbers in different tissues of infected mice, indicating the 
importance of the complement system in early infection, par-
ticularly for B. burgdorferi. The immune protection afforded by 
human syphilitic serum is, in large part, a result of the activation 
of the complement cascade by bactericidal antibodies and spon-
taneous hydrolysis of C3, and there is a considerable amount of 
evidence for an important role of these pathways in syphilitic 
lesion resolution during human infection with treponemes.

Bacteria have evolved several ways to evade complement-
mediated killing. Gram-positive extracellular pathogens resist 
the bacteriolytic action of the MAC as a result of a thick pepti-
doglycan layer, which impedes the insertion of the MAC C5b-9 
complex; similarly, bacteria such as Streptococcus pyogenes and 
Staphylococcus aureus can evade host immune detection by pro-
ducing a thick capsule that precludes opsonization. S. pyogenes
M protein can also directly bind C4b and fibrinogen, thus in-
hibiting complement-mediated opsonization. Gram-negative 
bacteria can resist the MAC through structural alterations in 
their LPS (the possession of O antigen keeps the MAC at a 
distance from the bacterial surface) or by masking or deleting 
the epitope(s) responsible for binding bactericidal antibodies. 
Binding of human factor H (hfH) by meningococci factor H-
binding protein (fHbp) downregulates the host AP and helps 
the organism to evade host innate immunity and is now includ-
ed in the new serogroup B vaccines.21 Spirochetes like B. burg-
dorferi have evolved a variety of mechanisms enabling them to 
escape complement-mediated lysis, including the expression of 
complement regulator-acquiring surface proteins (CRASPs).22

Of these CRASPs, the Erp (OspEF-related protein) family of 
outer membrane proteins serve as binding sites for the comple-
ment inhibitor factor H and factor H–like protein 1 (FHL-1).23

The interaction of factor H with these proteins recruits a prote-
ase (factor I) that cleaves and inactivates the complement serum 
proteins C3b and C4b. Cleavage of these two complement pro-
teins prevents the deposition of downstream components onto 
the surface of the spirochete, thereby halting the formation of 
MAC. B. burgdorferi also express a CD59-like molecule on the 
outer membrane that can inactivate MAC and prevent comple-
ment-mediated lysis.24 In contrast to B. burgdorferi, there is no 
evidence indicating that T. pallidum has evolved mechanisms 
to evade complement-dependent killing, suggesting that these 
complement pathways have a larger role in controlling trepone-
mal infection than in the case of B. burgdorferi. During experi-
mental syphilis, immunization with purified outer membrane 
vesicles (OMVs) isolated from T. pallidum results in comple-
ment-dependent bactericidal activity.25 More recently, immuni-
zation with OMVs led to the isolation of a bactericidal mono-
clonal antibody (mAb) M131 that provides partial protection to 
experimental syphilis.

Phagocytic Cell Recruitment and Pathogen Clearance
The recruitment of phagocytic cells and other cell types into 
sites of infection is mediated by the production of chemokines, 

increased vascular permeability, and upregulated expression 
of cell adhesion molecules in endothelial cells. Macrophages, 
PMNs, and other phagocytic cells are also present at muco-
sal surfaces. These cells express PRRs and migrate to mucosal 
surfaces by chemotaxis and diapedesis between epithelial cells. 
Macrophages are also encountered after crossing the epithelial 
barrier. Specialized epithelial M cells of mucosal surfaces are 
key sites for antigen sampling, including viruses, and bacteria 
and macrophages surround these sites.26 Dendritic cells (DCs; 
Langerhans cells) sample live bacteria at the mucosal surface, 
traffic to mucosal lymphoid tissue, and induce B cells to pro-
duce bacteria-specific immunoglobulins.4 In most tissues, DCs 
are at a low level of activation and are immature, but upon acti-
vation, they take up and process antigens. DCs are rich in PRRs 
(e.g., TLRs), and microbe–PRR interactions have a key role in 
shaping the T-cell response.27 DCs play a central role in control-
ling S. pyogenes infection by the production of TNF, and mice 
deficient in CD11c+ DCs fail to control infections caused by S. 
pyogenes. Skin contains a major supply of tissue DCs, and their 
involvement in combating skin and soft tissue infections must 
be considered along with their function and contribution to 
stimulating immunity during vaccination.

Chemokine production at sites of pathology in disease-sus-
ceptible C3H/HeJ mice and disease-resistant C57BL/6 J mice 
shows that inflammation is related to increased production of 
neutrophil and monocyte–macrophage chemokines, KC and 
MCP-1, respectively. In humans, the production of chemokines, 
especially IL-8, during the initial response to B. burgdorferi
correlates well with the onset of symptoms associated with the 
early stages of infection. This suggests cytokine production is 
increased during the early stages of infection to recruit phago-
cytic cells, which are involved in the initial clearance of the spi-
rochete.

In areas of epithelial inflammation, PMNs can be recruit-
ed to mucosal and skin surfaces. PMNs are more effective in 
the presence of other immune defenses, such as antibody and 
complement components. PMNs express PRRs and have both 
oxygen-dependent and oxygen-independent mechanisms of 
killing (Fig. 27.4). Activated neutrophils can release granule 
proteins with direct antibacterial action (e.g., bactericidal/ 

FIG. 27.4 Bacterial Phagocytosis at Mucosal Surfaces. Trans-
mission electron micrograph of phagocyte engulfing Neisseria 
meningitidis at a human respiratory epithelial mucosal surface 
(×19,000).
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permeability-increasing [BPI]) or degradative activity (e.g., 
elastase) and chromatin containing the antibacterial histone 
H2A.28 These released compounds work together to form ex-
tracellular fibers, termed neutrophil extracellular traps (NETs), 
which can trap and kill gram-positive and gram-negative bacte-
ria and degrade their virulence factors as well. NETs have been 
observed in instances of acute inflammation (experimental dys-
entery and spontaneous appendicitis) and provide a mechanism 
for reducing bacterial spread at sites of acute infection. Strains 
of S. pyogenes that encode the DNase Sda1 that degrades NETs 
are significantly more virulent, highlighting the importance of 
NETs in restricting extracellular bacterial pathogens. PMNs are 
important to restricting infection by both spirochetes and other 
extracellular bacteria due to their production of reactive oxygen 
species (ROS) including superoxides; consequently, neutrophil 
influx may also contribute to the onset of arthritis observed 
during Lyme disease. The importance of PMNs in host defense 
against extracellular pathogens can best be highlighted by the 
increased frequency of bacteremia and other life-threatening 
infections in patients with neutropenia or those individuals 
with neutrophil deficits (e.g., chronic granulomatous disease, 
Chediak-Higashi syndrome, or specific granule deficiency, to 
name a few).

Phagocytosis plays a major role in the pathogenesis of spiro-
chetes and other bacteria not only through the control of bacte-
rial numbers but also through modulation of the potency and 
quality of proinflammatory cytokine induction. However, little 
is known about the molecular events or receptors that medi-
ate B. burgdorferi phagocytosis despite the importance of this 
cardinal mechanism of pathogen clearance. MyD88-mediated 
signals substantially mediate the phagocytosis of B. burgdor-
feri and T. pallidum; however, MyD88-mediated phagocytosis 
occurs independently of any known B. burgdorferi-recogniz-
ing TLRs. Similarly, it is unclear which TLRs are required for 
phagocytosis of S. pyogenes, but MyD88 deficiency leads to 
impairment of phagocyte recruitment and significantly de-
creased production of cytokines and chemokines. The analysis 
of MyD88-deficient macrophages shows that although reduced, 
phagocytosis of B. burgdorferi is not absent, indicating that 
uptake seems to be mediated by more than one receptor. In-
deed, as opposed to MyD88-mediated phagocytosis—which is 
proinflammatory—the internalization of B. burgdorferi by CR3 
tempers the inflammatory response of macrophages; therefore 
the presence of alternative phagocytic mechanisms has nonre-
dundant physiological consequences during infection with the 
spirochete. Similarly, activated macrophages readily phago-
cytose antibody-opsonized T. pallidum and other treponemes 
through Fc receptor–mediated uptake. These results revealed 
a previously unsuspected link between MyD88 signaling and 
FcR-mediated phagocytosis.

Once bacteria are taken up by phagocytic cells, they must 
endure the intracellular phagolysosome. Phagolysosomes form 
after bacteria are taken up by professional phagocytes, form-
ing small vacuoles that fuse with lysosomes containing ROS 
and other hydrolases used to kill bacteria. The acidification of 
the phagolysosome is a critical step in the clearance of bacte-
rial pathogens. The presence of the phagolysosome initiates a 
cascade of intracellular signaling, leading to the increased pro-
duction of proinflammatory cytokines; for example, spirochetes 
like B. burgdorferi induce interferon production from within the 
phagolysosome through a MyD88-TLR8-dependent pathway, 
resulting in killing of the spirochete. Very little is known about 

killing of T. pallidum through phagolysosomes, but it has been 
shown that both spirochetes are able to induce production of 
IFN-γ.29,30 Bacteria have developed a variety of ways to evade 
both phagocytosis and phagolysosome-mediated killing. These 
can involve physical barriers such as the hyaluronic acid capsule 
and M protein of S. pyogenes that bind the Fc region of antibod-
ies, or the denuded outer membrane of T. pallidum that results 
in diminished phagocytosis; other mechanisms include the deg-
radation of phagolysosomes through pore-forming toxins such 
as streptolysin O produced by S. pyogenes.

Several extracellular bacteria possess polysaccharide-rich 
capsules that resist phagocytosis. A number of pyogenic bacte-
ria (e.g., S. aureus) secrete leukocidins, which lyse phagocytes. 
Other pathogens (e.g., group A streptococci) inhibit chemo-
taxis of neutrophils through the elaboration of enzymes (e.g., 
C5a peptidase) that proteolytically cleave chemotactic signals. 
Some bacteria possess mechanisms to prevent opsonization by 
changing surface antigens.7 Many bacteria form biofilms, which 
shield these microorganisms from host defense molecules and 
antibiotics.31 Leukocytes that invade S. aureus biofilms exhibit 
impaired phagocytosis and decreased ability to kill bacteria. In 
addition, biofilm matrices can protect bacteria from antibody-
mediated phagocytosis.

Adaptive Immune Responses to Extracellular  
Bacteria and Spirochetes
T Cell–Mediated Responses
Upon antigen presentation by macrophages, dendritic cells 
(DCs), or B cells, naïve CD4 T cells are activated and differ-
entiate into effector T cells. Effector CD4 T cells are classified 
on the basis of their cytokine production profile, which deter-
mines their mode of action and downstream effects, and include   
T-helper [Th]1 (IFN-γ-producing), Th2 (IL-4, IL-5, IL-13), 
Th17 (IL-6, IL-17), or regulatory T cells (Tregs; IL-10). Interac-
tion of B. burgdorferi antigen with TLRs induces the production 
of IL-12, which drives the differentiation of CD4 T cells into Th1 
effector cells. Th1 cells are regulators of the cell-mediated in-
flammatory reactions, which are characterized by macrophage 
activation, including phagocytosis, or the induction of opsoniz-
ing IgG antibodies. In the case of T. pallidum, the infiltration of 
T cells and macrophages into the primary and secondary syphi-
litic lesion facilitates local clearance of the majority of trepo-
nemes via a vigorous cell-mediated immune response charac-
teristic of a delayed-type hypersensitivity or Th1 response.32,33

CD4 T cells are the principal T-cell subset found in the lesions 
and are believed to promote macrophage activation and subse-
quent treponeme clearance through IFN-γ secretion.

Although IFN-γ and Th1 CD4 T cells have been shown to 
be protective during cardiac inflammation with B. burgdorferi, 
joint inflammation is independent of this effector cell type in 
mice. However, in patients with Lyme disease, Th1 cells domi-
nate in the synovial fluid, and the severity of arthritis directly 
correlates with increased levels of Th1 cells in the synovium.34

Whether neutrophilic infiltration during joint infection with 
the spirochete is influenced by Th effector cells that more di-
rectly affect this cell type, such as Th17 cells (through the pro-
duction of IL-17), remains to be elucidated.

Th1 cells are characterized by IFN-γ production and func-
tion to activate macrophages to phagocytize and kill pathogens. 
While this mechanism of pathogen elimination is primarily di-
rected against pathogens with a predominant intracellular life 
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cycle, Th1 cells are relevant for typical extracellular bacteria such 
as Streptococcus pyogenes and pneumoniae.35 The neutrophilic re-
sponse to extracellular bacteria is primarily coordinated by Th17 
cells.36 Animal models have suggested that the Th17 response is 
central for protection against a wide variety of gram-positive and 
gram-negative bacteria. For example, Th17 response has been 
shown to induce nasopharyngeal clearance of Pneumococcus in 
both animal models and in children. Differentiation toward the 
Th17 subtype appears to be favored by strong antigenic signals 
and broad activation of PRRs. IL-17 and IL-22, the signature ILs 
of the Th17 response, promote AMP secretion by epithelial cells, 
neutrophil migration, and epithelial integrity. S. pyogenes in-
duces a strong inflammatory response, leading to the activation 
of Th1 and Th17 cells, which is largely mediated by IFN-γ and 
IL-6 production. Invasive infections by S. pyogenes, particularly 
toxic shock syndrome, are a result of aberrant activation of large 
populations of T cells that produce fatal levels of inflammatory 
cytokines.

B Cell–Mediated Responses
Antibodies are specific and powerful effector molecules of 
the adaptive immune response. Once antibodies bind to their 
specific foreign antigen, they confer protection to the host by 
using a variety of effector mechanisms. However, in response 
to B. burgdorferi, T cell–independent humoral responses also 
confer protection to the host. This is supported by studies that 
indicate unusually large numbers of B cells residing in lymph 
nodes with minimal activation of CD4 T cells; follicular helper 
T cells that are commonly associated with germinal center B-
cell responses, were also present.37 Mice that are deficient in 
CD4 T cells were still able to resolve infection, but mice that 
lack both B and T cells developed severe arthritis and carditis 
in response to infection with B. burgdorferi, indicating that B 
cells are also important for clearance of spirochetes. In addi-
tion, mice deficient in CD40L and MHC class II infected with B. 
burgdorferi mount a protective antibody response, which, upon 
passive serum transfer, affords protection to severe combined 
immunodeficient (SCID) mice from homologous challenge.

The role of antibodies in controlling B. burgdorferi infection 
may be more important during the hematogenous dissemina-
tion phase, when they are easily accessible, than after the spiro-
chetes have colonized tissues. Once the spirochete is in the joints 
and the heart, its clearance may be more dependent on cellular 
responses (e.g., macrophages in the heart) than on antibodies. 
In fact, the lack of IFN-γ–mediated activation of macrophages 
has profound consequences on murine cardiac inflammation, 
even in the presence of strong antibody responses. Further-
more, the bacterial clearance potential of infected mouse sera 
administered in newly infected mice is lost when administered 
4 to 8 days after infection, potentially the result of the coloniza-
tion of tissues into which antibodies are less able to penetrate. 
Like B. burgdorferi, many functional activities of human syphi-
litic serum originate from B-cell responses to T. pallidum. In-
fection with T. pallidum invokes a humoral immune response 
early in the course of infection, which strengthens as the num-
ber of recognizable antigens increases during the progression 
of  infection.

Both B. burgdorferi and T. pallidum can avoid clearance by 
antibodies through antigenic diversity. B. burgdorferi differen-
tially expresses outer membrane antigens under pressure from 
the immune response, which might contribute to the ability of 

the spirochetes to persist in the host. A mechanism that is po-
tentially essential for spirochetal immune escape is the recom-
bination that takes place at the vls locus,38 located near the right 
telomere of the linear plasmid lp28-1. TprK, an immunogen 
found in T. pallidum has seven discrete variable regions differ-
ing among isolates of the spirochete.39 In fact, the antibody re-
sponse to T. pallidum is directed against these variable regions, 
which leads to immune selection of new TprK variants; thus, 
antigenic variation is involved in the reinfection of hosts by 
spirochetes despite robust immune responses.39

Producing an effective adaptive immune response to S. pyo-
genes has been challenging due to the development of rheumatic 
heart disease, an autoimmune disorder in which cross-reactive 
antibodies against S. pyogenes bind to epitopes on heart tissue 
and antagonize heart valves. The mechanism by which this oc-
curs is still unclear. Other studies have indicated that S. pyogenes
is capable of evading B cell–mediated responses via superantigen 
SpeA, resulting in the production of abnormal follicular helper 
T cells, leading to B-cell death.40 In contrast, B cells can produce 
antigen-specific IgG or IgM toward other extracellular bacterial 
pathogens such as Staphylococcus aureus. Neonates often receive 
IgG antibodies against S. aureus from their mother during preg-
nancy. The importance of B cells in resolving S.  aureus infection 
can be seen in HIV-infected patients where the decline of CD4 
T cells, responsible for assisting B-cell germinal centers, results 
in increased incidence of S. aureus infection.

Immunoglobulins
Immunoglobulins (Igs), principally secretory IgA and IgG, are 
present at mucosal surfaces and in mucosal secretions. Dis-
semination of IgA and IgG class–committed B- and T-helper 
(Th) cells with specificity to an antigen encountered and pro-
cessed at a mucosal site to the mucosal site where the antigen 
was encountered and to distant mucosal sites is important in the 
generation of mucosal immunoglobulins. Protective mucosal 
antibodies against bacteria may be derived from prior coloniza-
tion, vaccines, or shared cross-reactive antigens on normal flo-
ra. Mucosal immunoglobulins may neutralize bacterial toxins, 
facilitate phagocytosis or bactericidal activity, inhibit bacterial 
adherence ligands, or sterically hinder other events necessary 
for bacterial colonization and invasion. Many extracellular bac-
terial pathogens (N. meningitidis, N. gonorrhoeae, H. influenzae, 
certain streptococci) colonize and/or infect mucosal surfaces 
where protective IgA1 antibodies could become available. These 
pathogens secrete an IgA1 protease that cleaves IgA1, thereby in-
activating the molecule. IgA1 protease can also recognize other 
substrates, notably lysosomal-associated membrane protein 1 
(LAMP-1), which are important in host defense.

HOST RISK FACTORS FOR LOCAL AND SYSTEMIC 
INVASION BY EXTRACELLULAR PATHOGENS AND 
SPIROCHETES
Bacteria that breach mucosal and skin barriers and reach sub-
mucosal tissues of sites, such as pulmonary alveoli, the middle 
ear, and the bloodstream, induce immune responses, including 
cytokine release, phagocytosis, complement activation, anti-
body release or production, and other local or systemic induc-
tion of the inflammatory cascade (Fig. 27.5). The survival of 
bacteria following colonization of the epithelium and access to 
the bloodstream depends on the integrity of the host immune 
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In addition to defects in innate immunity, immunoglobulins, 
and complement deficiencies, human genetic polymorphisms 
are associated with an increased risk or severity of bacterial 
diseases. For example, FcγIIa (CD32) receptor polymorphisms, 
Fcγ-receptor III (CD16), MBL, TLR4, TNF promoter region 
polymorphisms, plasminogen activator and inhibitor expres-
sion, and hereditary differences in cytokine induction influence 
susceptibility to meningococcemia. Each of these polymor-
phisms can influence the course of invasive bacterial infection 
by influencing the response of the inflammatory cascade.

DELETERIOUS HOST RESPONSES

Inflammation and Autoimmunity
The host immune response can be the leading cause of tissue in-
jury in the acute phase of an infection. Brain edema and infarcts, 
which are devastating consequences of pyogenic meningitis, oc-
cur as a result of the host inflammatory response. Corticoste-
roids are currently recommended as an adjunctive therapy to 
pneumococcal meningitis, an acute pyogenic infection. The use 
of small molecules targeting specific immunological pathways 
is an area of ongoing research. As acute infections are initially 
characterized by an inflammatory response followed by an anti-
inflammatory response, the timing of use of these compounds 
is of the utmost importance.41 Molecular mimicry between a 
bacterial antigen and a host protein can lead to autoimmunity. 
Examples include rheumatic fever and glomerulonephritis after 
S. pyogenes infections, reactive arthritis following Chlamydia 
trachomatis urethritis, and the Guillain-Barré syndrome follow-
ing Campylobacter jejuni enteritis. Molecular mimicry can also 
limit selection of epitopes for vaccine development.

Sepsis
Septicemia remains a leading cause of death in the United States 
and accounts for several billion dollars in healthcare expen-
diture.41 Both gram-negative and gram-positive bacteria can 
rapidly multiply in the bloodstream and trigger sepsis and sep-
tic shock. Septic shock is a result of an initial and widespread 
systemic proinflammatory response, resulting in hypotension, 
organ failure, and death. The later phase of sepsis is also charac-
terized by an antiinflammatory response. Although survival of 
patients with the acute phase of sepsis has improved, advances 
in treatment and prevention of death, which can be secondary 
to nosocomial infections, have been slower. These secondary in-
fections are often caused by less virulent organisms, likely as a 
result of “immunoparalysis” (as a result of an exaggerated anti-
inflammatory reaction) and also breaching of the physical bar-
riers to infection as a result of invasive medical procedures (e.g., 
intravenous lines, intubation, and bladder catheterization). The 
systemic inflammatory cascade of sepsis is initiated by recog-
nition of PAMPs by PRR, both in extracellular (e.g., LPS) and 
intracellular environments (e.g., DNA fragments). The severity 
of sepsis is also influenced by polymorphic alleles of genes in-
volved in the inflammatory cascade.41

The morbidity and mortality of bacteremia and sepsis have 
been directly correlated with the initial levels of proinflammatory 
cytokines and the amount of circulating bacterial components. 
Indeed, the severity of gram-negative sepsis has been equated 
with high levels of endotoxin, increased levels of  cytokines, 
and excessive activation of the AP. Disseminated intravascular 
coagulation, which often accompanies gram-negative sepsis, is 
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FIG. 27.5 Inflammatory Cascade Initiated During Sepsis.

response (including variability caused by genetic polymor-
phisms) and on the ability of the bacteria to resist this host im-
mune response. Host factors that increase the risk for the devel-
opment of systemic disease as a result of extracellular bacteria 
include polymorphisms in innate immune mechanisms, the 
absence of bactericidal or opsonizing antibodies, deficiencies in 
the complement pathways, and an absence of or reduction in 
neutrophil function or levels (see Table 27.1).

Complement deficiencies, either congenital or acquired, in-
crease the risk for invasive bacterial diseases. Because C3 plays a 
critical role in the complement cascade, congenital C3 deficiency 
or conditions that reduce C3 (e.g., systemic lupus erythemato-
sus, cirrhosis, nephritis, C3 nephritic factor) increase the risk for 
invasive disease due to pyogenic bacteria, such as S. pneumoniae
and N. meningitidis. Mannose-binding lectin (MBL) is a plasma 
opsonin that initiates complement activation. MBL gene poly-
morphisms are associated with meningococcal and pneumo-
coccal sepsis during childhood. Properdin deficiency, leading to 
defective AP killing, is also associated with severe and recurrent 
meningococcal infections. Terminal complement deficiencies 
(C5–C8) are also associated with recurrent invasive bloodstream 
meningococcal and gonococcal infections, indicating an impor-
tant role for insertion of the complement MAC in the bacteri-
cidal activity of human serum against pathogenic Neisseria.
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caused by excessive activation of the coagulation cascade and 
downregulation of the fibrinolytic system associated with high 
levels of LPS. Levels of natural anticoagulants in the vasculature, 
such as antithrombin and protein C, are often low in gram-neg-
ative sepsis. The onset and severity of disseminated intravascu-
lar coagulation may be influenced by genetic polymorphisms in 
plasminogen activation or inhibition. The generalized, altered 
vascular endothelial lining facilitates thrombosis and thrombo-
cytosis. Although much remains to be learned about the mecha-
nisms by which gram-negative and gram-positive bacteria and 
microbial products trigger sepsis, significant advances have been 
made recently, particularly with endotoxin-mediated sepsis. Ad-
vances during the past decade include the identification of cer-
tain LPS–host protein interactions that result in delivery of LPS 
to host cell receptors and gene activation events that result in 
elevated expression of a diverse array of proinflammatory and 
antiinflammatory mediators (Fig. 27.6).

For example, TLR4 signaling requires an accessory protein, 
myeloid differentiation protein-2 (MD-2), which binds directly 
to endotoxin. The key point, however, is that the LPS engage-
ment of MD-2/TLR4 on host cells, particularly macrophages, 
triggers intracellular signaling events that ultimately, through 
nuclear factor kappa B (NF-κB) and other pathways, result in 
cytokine gene activation and production of cytokines (TNF, 
IL-1, IL-6, IL-8, IFNs). Other TLRs (e.g., TLR2) play a critical 
role in the recognition of lipoproteins, and the recognition of 
these components is a likely key determinant in the develop-
ment of septic shock seen with gram-positive infections. TLR5 
recognizes bacterial flagella, and such recognition is of impor-
tance in the host response to motile bacteria. Some human 
pathogens (e.g., H. pylori) produce flagellin molecules that do 
not engage TLR5. TLR9 has been shown to recognize bacterial 
DNA CpG dinucleotides. Taken together, the clinical syndrome 
of septic shock represents a series of interactions of bacterial 

products in the  vascular space with pattern recognition mol-
ecules on serum proteins (lipopolysaccharide-binding protein 
[LBP] and soluble CD14) and with host cell receptors (MD-2/
TLR4 and TLR2, other TLRs), leading to signaling events and 
release of transcriptional factors that modulate cytokine gene 
expression. These events also trigger other events in the inflam-
matory cascade, leading to activation of the coagulation, com-
plement, and kinin pathways. Superantigens can activate large 
pools of non–antigen-specific T cells by binding to MHC class 
II molecules and the TCR Vβ region outside the peptide-bind-
ing domain. The result is a cytokine storm with clinical mani-
festations of sepsis.

Early and effective antimicrobial therapy is the primary goal 
in the treatment of sepsis. In contrast to the initial phase of sep-
sis characterized by the release of TNF, IL-1, IL-6, and IFN-γ, 
an antiinflammatory response may predominate during the lat-
ter phase. The clinical failures of antiinflammatory therapeutic 
mediators (antiendotoxin antibodies, TNF, antagonists of IL-1, 
or platelet-activating factor) in sepsis suggests that this hypoin-
flammatory state encountered in many patients at presentation 
could be an additional target of immune  modulation.
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FIG. 27.6 Lipopolysaccharide (LPS) Triggering of Cytokine Production by Macrophages. Steps known or presumed to be neces-
sary for LPS triggering of proinflammatory cytokines.

THERAPEUTIC PRINCIPLES
Sepsis

• Early effective antibiotic therapy associated with improved outcomes
• Lack of “source control” (e.g., removal of infected lines, drainage of 

abscesses) linked to poor outcomes even in the presence of effective 
antibiotics

• Intensive and supportive care, management of fluid, electrolytes, and 
respiratory function

• Insulin for glucose control—unknown mechanism of protection; 
neutrophils have impaired function in the presence of hyperglycemia, 
insulin can have antiapoptotic effects 
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TRANSLATIONAL RESEARCH OPPORTUNITIES
An important challenge for the next decade will be to take the 
rapidly expanding basic discoveries in innate immunity, sys-
tems biology, and response to bacterial antigens into clinical 
applications. The design and use of bacterial vaccines through 
the assessment of innate immune molecular signatures after 
vaccination, both for general use and for subpopulations of 
nonresponders, is one example. A second is the continued de-
velopment of small-molecule inhibitors or enhancers that tar-
get innate immune pathways to modulate bacterial immune 
responses. A third is the control of mucosal immune responses 
to prevent or eliminate colonization by bacterial pathogens. A 
fourth is the understanding of the role of the microbiome in 
shaping the immune response to pathogens and vaccines and 
its therapeutic potential for both infections and noninfectious 
diseases. Fecal microbiota transplantation for C. difficile colitis 
is an early example of therapeutic use of the microbiome. Final-
ly, the development of new therapies for acute bacterial sepsis 
may be based on improved understanding and control of the 
immune responses in sepsis.42

The challenge in the next 5 to 10 years is to develop better 
diagnostic methods for both Lyme disease and syphilis and to 
devise new preventive measures. For Lyme disease, advances in 
genetic manipulation, as well as other means to study structure/
function of key components of the spirochete, could lead to de-
velopment of single or combination vaccines. Furthermore, the 
identification of host factors that mediate a protective response 
and those that contribute to inflammation may result in a better 
understanding of the disease. Overall, the identification of the 
elements that mediate specific tissue tropisms for the bacterium 
and their interaction with local/infiltrating cellular components 
can permit the design of targeted therapies in conjunction with 
antimicrobial treatments.

A significant effort is being made to find new antigenic de-
terminants that can be the base for a vaccine to prevent infec-
tion with B. burgdorferi. While the search for spirochetal anti-
gens continues, a new wave of research has focused on finding 
antigenic determinants that can prevent the efficient attachment 

of the tick vector to the mammalian host, which, in turn, could 
dampen the ability of the arthropod to transmit B. burgdorferi
and perhaps other pathogens.

For syphilis, the study of the microorganism is hampered 
by the difficulties associated with its culture and manipulation. 
Although advances have been made in our understanding of 
the pathology associated with infection, a significant challenge 
in the near future is to fully understand this pathogen. Despite 
availability of a safe and effective therapy since 1943 (penicil-
lin), syphilis control remains elusive and there has been a re-
surgence over the last two decades, including in high-income 
countries. Over the next decade, increasing uptake of existing 
preventive methods (e.g., male condoms), developing more ef-
fective patient-centered education methods, and new preven-
tion methods (e.g., pre-exposure prophylaxis) could curb the 
current syphilis epidemic.

Borrelia burgdorferi
• An early immune response to B. burgdorferi is necessary to control 

spirochetal burden; however, by itself, it is not sufficient to resolve 
infection.

• Phagocytosis is a key element of the innate immune response, which 
is involved in the elimination of the bacteria while also contributing to 
the proinflammatory output of macrophages.

• A T cell–mediated response appears to be involved in pathology aris-
ing from infection.

• A T cell–independent B-cell response is sufficient to resolve infection 
with B. burgdorferi.

Treponema pallidum
• The role of the early innate response to T. pallidum is poorly under-

stood because:
• A cell-mediated immune response to T. pallidum is likely involved in 

the development of pathology following infection with the spirochete 
and resolution of infection.

• The humoral response is unclear; no definite antigens have been iso-
lated due to inability to cultivate organism in vitro. 

KEY CONCEPTS
Protective Versus Pathological Responses

• Tailoring vaccine design based on assessment of innate immune 
molecular signatures

• New-generation vaccines for Lyme disease that target tick vectors
• Small-molecule inhibitors or enhancers specifically targeting innate 

immune pathways
• Identification of immune responses that prevent or eliminate mucosal 

bacterial pathogen colonization
• Development of new therapies modulating immune response in 

sepsis
• Defining microbial community and metagenome changes after 

antibiotic treatment
• Managing disease based on the human microbiome
• Efficient diagnostics for spirochete infection
• Investments in prophylaxis and treatments for communities at risk for 

syphilis 

ON THE HORIZON
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Advances in modern medicine exemplified by immunosup-
pressive therapies for autoimmunity, precision, and myeloabla-
tive therapies for cancer, and hematopoietic stem cell and solid 
organ transplantation for hematological malignancies and end-
organ failure have resulted in a significant expansion of patient 
populations at risk for developing life-threatening opportunistic 
fungal infections.1 The acquired immunodeficiency syndrome 
(AIDS) pandemic continues to cause significant mortality as-
sociated with AIDS-defining mycoses, primarily cryptococco-
sis and Pneumocystis pneumonia in developing regions of the 
globe. Notably, although there are ~5 million different fungal 
species, only a few cause human disease (Table 28.1); this is ex-
plained by the inability of most fungi to grow at human body 
temperatures and the robust innate and adaptive antifungal im-
mune responses in immunocompetent individuals.

In recent years, we have witnessed significant progress in un-
derstanding (1) the cellular and molecular factors that promote 
protective antifungal immunity in humans and (2) the genetic 
and pharmacological factors that heighten human susceptibil-
ity to opportunistic mycoses. This immunological knowledge 
is critical in informing therapeutic and vaccination strategies to 
combat life-threatening fungal infections in vulnerable patients. 
Here, we outline recent mechanistic advances on the role of fun-
gal recognition pathways in human antifungal immunity, and we 
highlight the molecular and cellular basis of host defense against 
medically important Candida, Cryptococcus, Aspergillus, Muco-
rales, Histoplasma, Coccidioides, and Blastomyces with a focus on 
observations that have clinical and translational  implications.

FUNGAL RECOGNITION PATHWAYS 
AND THEIR CONTRIBUTION TO HUMAN 
ANTIFUNGAL HOST DEFENSE
Sensing of fungal pathogen-associated molecular patterns 
(PAMPs) by pattern recognition receptors (PRRs) of innate 
immune and epithelial cells is the first step in mounting anti-
fungal immune responses. PRR engagement induces signaling 
cascades that promote the orchestrated recruitment and activa-
tion of innate and adaptive immune cells in infected tissues to 
achieve fungal clearance.2–5 The C-type lectin receptors (CLRs) 
and Toll-like receptors (TLRs) are the principal fungal-sensing 
PRRs, whereas retinoic acid-inducible gene I-like receptors 
(RLRs) and nucleotide-binding oligomerization domain-like 
receptors (NLRs) also recognize fungi (Table 28.2); notably, col-
laborative PRR engagement also occurs and can be exploited 
clinically as in human chromoblastomycosis.

A major recent breakthrough in the fungal immunology field 
has been the demonstration of the indispensable contribution 

of CLR-mediated fungal recognition in human antifungal im-
munity and the delineation of the function of several members 
of the CLR signaling  pathway (Fig. 28.1).

In brief, binding of Dectin-1 by β-glucan and of Dectin-2, 
Dectin-3, or Mincle by other fungal polysaccharide PAMPs 

• Dectin-1 binding activates Syk via Src-dependent phosphorylation of 
its immunoreceptor tyrosine-based activation motif (ITAM), which 
involves recruitment of the tyrosine phosphatase SHP-2.

• Dectin-2, Dectin-3, and Mincle binding activates Syk via engagement 
of the ITAM-containing adaptor FcRγ.

• Downstream of Syk activation, the protein kinase C-δ and Vav  proteins 
phosphorylate CARD9, which leads to the formation of the CARD9/
MALT1/BCL10 complex and activation of the canonical nuclear factor 
kappa B (NF-κB)  pathway.

• Binding of Dectin-1 can also activate the noncanonical NF-κB pathway 
(via RAF-1 engagement) or the ERK pathway (via H-Ras and Ras-GRF1 
activation).

• CLR/Syk signaling may also negatively regulate antifungal immune re-
sponses through JNK1 signaling (via the C-type lectin receptor CD23/
FCER2A) or the E3-ubiquitin ligase CBLB. Concordantly, inhibition of 
JNK1 or CBLB restores antifungal effector functions of phagocytes 
and improves survival in mouse models of invasive fungal disease. 

KEY CONCEPTS
The C-Type Lectin Receptor Pathway

(e.g., α-mannan) sequentially activates spleen tyrosine kinase 
(Syk), the CARD9/MALT1/BCL10 complex, and nuclear factor 
kappa B (NF-κB), which results in inflammasome activation, 
proinflammatory  cytokine and chemokine production, leuko-
cyte recruitment and  activation, and Th17 differentiation.2–4

Immunotherapy Lessons Derived From Improved Basic 
Understanding of Antifungal Immune Responses
• Collaboration between different fungal pattern recognition receptors 

may augment downstream protective responses as shown in  human 
chromoblastomycosis where the topical application of the TLR7 
agonist imiquimod on skin fungal lesions resulted in clinical remission 
via synergistic TLR7-Mincle–mediated immunity.

• Adult-onset invasive fungal disease caused by neutralizing auto-
antibodies against IFN-γ or GM-CSF may respond to B-cell– or 
plasma cell–depleting therapy with anti-CD20– or anti-CD38–targeted 
monoclonal antibodies.

• Disseminated infections by intramacrophagic fungi caused by 
mutations in IL12RB1 or STAT4 or by partial IFN-γR1 deficiency may 
respond to adjunct recombinant IFN-γ treatment. 

CLINICAL RELEVANCE
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TABLE 28.1 Common Human Fungal Diseases

Fungal Infection (Most 
Common Fungal Genera 
or Species)

Fungal 
Morphotype Clinical Syndromes

Common Patient Populations With 
Acquired Conditions That Place Them 
At Risk for the Indicated Clinical 
Syndromes

Candidiasis
(Candida albicans, C. glabrata,  

C. tropicalis, C. parapsilosis,  
C. auris)

Yeast (±pseu-
dohyphae 
depending on 
the genera)

Oropharyngeal candidiasis
Esophageal candidiasis
Vulvovaginal candidiasis
Candidemia
Disseminated infection with seeding of 

various deep-seated organs (kidney, 
liver, spleen, brain, bone)

AIDS
AIDS
Antibiotic use
Critical illness (ICU)
Iatrogenic immunosuppression (neutropenia, 

corticosteroid use)

Cryptococcosis
(Cryptococcus neoformans,  

C. gattii)

Yeast Pneumonia
Meningoencephalitis
Disseminated infection

AIDS, corticosteroid use
AIDS
AIDS

Aspergillosis
(Aspergillus fumigatus, A. flavus, A. 

terreus, A. niger, A. ustus,  
A. nidulans)

Mold Pneumonia
Disseminated infection
Keratitis
Allergic bronchopulmonary aspergillosis
Chronic cavitary lung disease

Neutropenia, HSCT
Neutropenia, HSCT
Direct inoculation
Atopy
Structural lung disease

Mucormycosis
(Rhizopus, Mucor, Absidia, 

Rhizomucor, Cunninghamella, 
Saksenaea, Lichtheimia)

Mold Sinopulmonary infection
Rhinocerebral infection
Necrotizing skin infection

Neutropenia, HSCT
Diabetic ketoacidosis
Direct inoculation (e.g., victims of natural 

disasters)
Fusariosis
(Fusarium solani, F. oxysporum,  

F. proliferatum)

Mold Pneumonia
Disseminated infection
Keratitis

Neutropenia
Neutropenia
Direct inoculation

Scedosporiosis
(Scedosporium apiospermum, 

Lomentospora prolificans)

Mold Pneumonia
Disseminated infection
Skin and subcutaneous tissue infections

Neutropenia, HSCT
Neutropenia, HSCT
Direct inoculation

Histoplasmosis
(Histoplasma capsulatum)

Dimorphic fungus Pneumonia
Disseminated infection
Fibrosing mediastinitis

Healthy individuals
AIDS, SOT

Coccidioidomycosis
(Coccidioides immitis, C. posadasii)

Dimorphic fungus Pneumonia
Disseminated infection (bone, CNS)

Healthy individuals
AIDS

Paracoccidioidomycosis
(Paracoccidioides brasiliensis)

Dimorphic fungus Pneumonia
Disseminated infection
(skin, bone, mucosal surfaces)

Healthy individuals
AIDS

Blastomycosis
(Blastomyces dermatitidis, B. 

gilchristii)

Dimorphic fungus Pneumonia
Disseminated infection
(skin, genitourinary tract, bone, mucosal 

surfaces)

Healthy individuals
AIDS

Sporotrichosis
(Sporothrix schenkii)

Dimorphic fungus Lymphocutaneous disease (ascending 
lymphangitis)

Disseminated infection

Direct inoculation

AIDS
Taralomycosis
(Talaromyces marneffei)

Dimorphic fungus Pneumonia
Disseminated infection (skin, bone, 

mucosal surfaces)

Healthy individuals
AIDS

Pneumocystosis
(Pneumocystis jirovecii)

Cysts and tropho-
zoites

Pneumonia
Disseminated infection

AIDS, cancer
AIDS

Dermatophytosis
(Epidermophyton,
Trichophyton, Microsporum)

Mold Skin and nail infections Healthy individuals

Chromoblastomycosis
(Fonsecaea pedrosoi, F. monophora)

Yeast Skin and subcutaneous tissue infections Healthy individuals

Eumycetoma
(Maadurella spp.)

Mold Skin and subcutaneous tissue infections Healthy individuals

Phaeohyphomycosis
(Exophiala spp., Cladophialophora 

spp., Alternaria spp., Phialophora
spp., Rhinocladiella spp.)

Yeast or mold Pneumonia
CNS infection

Skin infection
Disseminated infection

Healthy individuals
Healthy individuals, iatrogenic  

immunosuppression
Direct inoculation
HSCT, iatrogenic immunosuppression

AIDS, Acquired immunodeficiency syndrome; CNS, central nervous system; HSCT, hematopoietic stem cell transplantation; ICU, intensive care unit; SOT, solid organ  transplantation.
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TABLE 28.2 Fungal Pathogen–Associated Molecular Patterns and Their Associated Pattern 
Recognition Receptors

PRR (Gene) PRR Class Fungal PAMPs Fungal Genera

Dectin-1 (CLEC7A) CLR β-Glucan Candida, Cryptococcus, Aspergillus, Histoplasma, 
Coccidioides, Paracoccidioides, Pneumocystis, Exserohilum

Dectin-2 (CLEC6A) CLR α-Mannans
O-linked mannoproteins

Candida, Aspergillus, Coccidioides, Paracoccidioides, 
Blastomyces

Dectin-3 (CLEC4D) CLR α-Mannans Candida
MelLec (CLEC1A) CLR DHN-melanin Aspergillus, Fonsecaea, Cladosporium
Mincle (CLEC4E) CLR Glyceroglycolipids

α-Mannose
Candida, Fonsecaea, Pneumocystis, Malassezia, 

Saccharomyces
CD23 (FCER2A) CLR β-Glucan

α-Mannans
Candida

DC-SIGN (CD209) CLR Mannans
Galactomannan

Candida, Aspergillus, Chrysosporium

Mannose receptor (CD206) CLR Mannans
N-linked mannans

Candida, Pneumocystis

TLR1 TLR Glucuronoxylomannans Cryptococcus
TLR2 TLR α-Glucans

Mannan
Phospholipomannan
Glucuronoxylomannan
Chitin oligomers

Candida, Cryptococcus

TLR3 TLR Fungal RNA Aspergillus
TLR4 TLR O-Linked mannans

Glucuronoxylomannan
Candida, Cryptococcus, Aspergillus, Scedosporium

TLR6 TLR Phospholipomannans
Glucuronoxylomannans

Candida

TLR7 TLR Fungal RNA Candida
TLR9 TLR Fungal DNA

Chitin
Candida, Cryptococcus, Aspergillus

NOD1 NLR Unknown Aspergillus
NOD2 NLR Chitin Candida
NLRP3 NLR Unknown Candida, Aspergillus
NLRP10 NLR Unknown Candida
NLRC4 NLR Unknown Candida
MDA5 RLR Unknown Candida, Aspergillus
Galectin 3 (GAL3) CLR β-Mannosides Candida, Aspergillus, Paracoccidioides
Pentraxin 3 (PTX3) Galactomannan Aspergillus

CLR, C-type lectin receptor; DC-SIGN, dendritic cell-specific intercellular adhesion molecule-3-grabbing nonintegrin; DHN, 1, 8-dihydroxynaphthalene; MDA5, melanoma differenti-
ation-associated protein 5; NLR, nucleotide-binding oligomerization domain (NOD)–like receptor; PAMP, pathogen-associated molecular pattern; PRR, pattern recognition receptor; 
RLR, retinoic acid-inducible gene I (RIG-I)–like receptor; TLR, Toll-like receptor.

The importance of the CLR/Syk/CARD9 pathway in human 
antifungal immunity is clearly demonstrated by the identifica-
tion and characterization of patients with autosomal-recessive 
CARD9 deficiency who develop severe refractory mucocutane-
ous and invasive fungal diseases. Remarkably, among the ~450 
known human primary immunodeficiencies (PIDs), CARD9 
deficiency is the only one that manifests specifically with   
fungal susceptibility without accompanying bacterial, viral. 
or parasitic infections, or allergic, autoimmune, or neoplastic 
manifestations. Notably, CARD9-deficient humans develop 
tissue- specific infections by a select group of fungi that include 
Candida (mucosal, central nervous system [CNS], bone), molds 
(CNS, intraabdominal), phaeohyphomycetes (CNS, lung, skin) 
and dermatophytes (skin) but not Cryptococcus, endemic di-
morphic fungi, or Pneumocystis.4,6

Instead, inherited deficiencies in TLR (i.e., MYD88, IRAK4) 
or other non-CLR (i.e., MDA5) PRRs predispose to bacterial 
and/or viral, not fungal, infections underscoring the crucial and 
specific role of CLR/Syk/CARD9 signaling in human antifun-
gal immunity and its ability to compensate for other PRR de-
ficiencies.7 However, single nucleotide polymorphisms (SNPs)   
in TLR pathway constituents are linked to increased risk of 
invasive candidiasis and aspergillosis in patients with critical 

illness and/or iatrogenic immunosuppression, indicating that 
TLR-dependent fungal recognition contributes to optimal hu-
man antifungal immune responses in certain settings.

IMMUNE RESPONSES TO YEAST FUNGI
Two major medically important yeast fungi are Candida and 
Cryptococcus spp. Candida is commensal in the gastrointestinal 
and female reproductive tract of most humans. When perturba-
tions in host immune responses or microbiota occur, Candida
can cause opportunistic infection in the form of either mucocuta-
neous or deep-seated invasive disease (see Table 28.1).8 The major 
etiological agents of human Candida infections, which form in-
terchanging yeast and pseudohyphal structures that vary depend-
ing on the species, are C. albicans, C. glabrata, C. parapsilosis, C. 
tropicalis, and the emerging drug-resistant C. auris. Importantly, 
the immune requirements for protection against mucocutaneous 
versus invasive Candida infections are clearly segregated, which 
is reflected in the distinct patient  populations who are at risk 
for mucocutaneous versus invasive candidiasis. Indeed, whereas 
lymphocytes are critical for protection against mucocutaneous 
candidiasis, myeloid phagocytes are indispensable for protection 
against invasive candidiasis, but not vice versa.4
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FIG. 28.1 Antifungal Immune Responses at the Mucosal Interface. Candida albicans sensing by C-type lectin receptors leads to 
sequential activation of Syk, the CARD9/MALT1/BCL10 complex and nuclear factor kappa B (NF-κB)  signaling, which promotes the 
production of proinflammatory mediators that instruct Th17 differentiation. STAT3 promotes RORγt-mediated Th17 differentiation, 
which is defective in patients with Job’s syndrome caused by dominant-negative STAT3 mutations. CARD9, DOCK8, JNK1, and IRF8 
also contribute to Th17 differentiation, and human inborn errors of immunity affecting each of these genes causes CMC. CMC also 
occurs in patients with RORC mutations who feature impaired Th17 differentiation. Heterozygous gain-of-function mutations in STAT1
lead to a cytokine milieu that inhibits Th17 differentiation. Th17 cells produce IL-17A, IL-17F, and IL-22. IL-17A and IL-17F, via their binding 
to IL-17RA and IL-17RC receptors on epithelial cells of the suprabasal epithelial layer and the downstream adaptor protein ACT1, in-
duce the epithelial cell production of antimicrobial peptides (β-defensins, S100A8/S100A9) that inhibit Candida growth at the mucosa. 
IL-17 cytokines are also produced by Tc17 cells, γδ T cells, and innate lymphoid cells, in frequencies that vary depending on the cell 
type and the mucosal surface. IL-22 is also produced by type-17 lymphocytes and binds to its receptor IL-22R1/IL-10RB on epithelial 
cells of the basal epithelial layer where it activates STAT3 to promote epithelial cell survival, proliferation, and repair. CMC develops 
in patients with mutations in IL17F, IL17RA, IL17RC, and TRAF3IP2 (ACT1), which impair IL-17 receptor-dependent signaling, and in 
patients with thymoma or autoimmune polyendocrinopathy-candidiasis-ectodermal dystrophy caused by AIRE mutations associated 
with autoantibodies against Th17 cell-derived cytokines. The Candida albicans hyphal-associated peptide toxin candidalysin (encoded 
by Ece1) promotes epithelial cell c-FOS activation to produce IL-1α, IL-6, G-CSF, and GM-CSF after Candida infection. In humans, inher-
ited mutations in the genes in red font have been described to feature CMC. Abbreviations: AAbs, autoantibodies; AIRE, autoimmune 
regulator; BCL10, B-cell lymphoma/leukemia 10; CARD9, caspase recruitment domain-containing protein 9; CMC, chronic mucocuta-
neous candidiasis; DOCK8, dedicator of cytokinesis 8; Ece1, extent of cell elongation protein 1; G-CSF; granulocyte colony-stimulating 
factor; GM-CSF, granulocyte–macrophage colony-stimulating factor; IRF8, interferon regulatory factor 8; JNK1, c-Jun N-terminal kinase 
1; MALT1, mucosa-associated lymphoid tissue lymphoma translocation protein 1; RORγt, RAR-related orphan receptor γ; STAT, signal 
transducer and activator of transcription; Syk, spleen tyrosine kinase. (Modified from Lionakis MS, Netea MG, Holland SM. Mendelian 
genetics of human susceptibility to fungal infection. Cold Spring Harb Perspect Med, 2014;4[6]:a019638.)

As such, AIDS patients are at risk for mucosal candidiasis 
whereas neutropenia, receipt of cytotoxic chemotherapy, and 
critical illness in intensive care unit (ICU) patients represent 
major risk factors for invasive candidiasis. Worldwide, Candida
causes an estimated 400,000 life-threatening invasive infections 
annually with mortality that exceeds 40%. Moreover, although 
not life-threatening, the global burden of mucosal candidiasis is 
substantial as ~75% of all women develop at least one episode of 
vulvovaginal candidiasis (VVC) during their lifetime.

The two major etiological agents of cryptococcosis are 
Cryptococcus neoformans and C. gattii, which are ubiquitous 
spherical yeasts that are inhaled into the human lung where 
they are efficiently contained by tissue-resident phagocytes in 
immunocompetent individuals. However, in patients with im-
mune compromise, particularly those with AIDS, Cryptococ-
cus escapes the lungs and causes meningoencephalitis (see 
Table 28.1); in fact, cryptococcosis is the most common cause 

• Different fungal pathogens depend on different arms of the immune 
system for protective host defense.

• Inhaled mold fungi (Aspergillus, Mucorales, Fusarium, Scedosporium) 
depend on professional phagocytes (neutrophils, monocytes/macro-
phages, dendritic cells) for effective host defense.

• Commensal Candida depends on IL-17-producing lymphoid cells and 
epithelial cells for host defense at the mucosal interface.

• Instead, Candida depends on professional phagocytes (neutrophils, 
monocytes/macrophages), not lymphocytes, for host defense during 
deep-seated invasive infection.

• Intramacrophagic fungi (Cryptococcus, Histoplasma, Coccidioides, 
Paracoccidioides, Blastomyces, Talaromyces, Sporothrix) depend on 
the cross-talk between IFN-γ-producing lymphocytes and IL-12-pro-
ducing macrophages for effective host defense.

KEY CONCEPTS
Fungus-Specific Immune Cell Requirements 
for Optimal Host Defense
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of  fungal  meningitis in humans. Worldwide, cryptococcosis 
causes ~200,000 deaths annually, most in sub-Saharan Africa 
where access to  antiretroviral therapy is limited, and accounts 
for ~15% of AIDS-related deaths.

Mucosal Candidiasis
Mucosal candidiasis manifests as oropharyngeal, esophageal, 
or vulvovaginal infection. Over the past decade, it has become 
evident that effective defense against oropharyngeal candidiasis 
(OPC) is critically dependent on functional IL-17 receptor (IL-
17R) signaling (see Fig. 28.1).9 Mechanistically, IL-17A and IL-
17F are produced by mucosal αβ T cells (primarily natural Th17 
cells and less so Tc17 cells), γδ T cells, and, to a lesser extent, 
innate lymphoid cells during OPC. Recent work has uncovered 
the contribution of the C. albicans hyphal-associated peptide 
toxin candidalysin in priming natural Th17 cell responses dur-
ing OPC. Engagement of IL-17RA and IL-17RC by IL-17A/
IL-17F on epithelial cells of the suprabasal epithelial layer pro-
motes the production of antimicrobial molecules (β-defensins, 
S100a8/S100a9) that inhibit Candida growth and curtail its mu-
cosal invasion. Recent work has shed light on the mechanisms 
by which IL-22, another type-17 lymphocyte-derived cytokine, 
protects during OPC. Specifically, engagement of IL-22RA1 by 
IL-22 on epithelial cells of the basal epithelial layer activates 
STAT3, which promotes epithelial cell survival and proliferation 
and replenishes the IL-17RA-expressing basal epithelial layer, 
thereby enabling its response to IL-17A/IL-17F. Thus, IL-17 and 
IL-22 exert spatially distinct, yet cooperative, protective func-
tions during OPC. Interestingly, as opposed to OPC, IL-17R 
signaling appears dispensable for host defense against VVC, 
underscoring the differential host factors that control Candida
in various mucosal surfaces. Indeed, AIDS patients are at risk 
for OPC and esophageal candidiasis but not VVC. Instead, VVC 
is typically seen following antibiotic treatment, highlighting the 
role of vaginal microbiota in restricting local Candida growth.

Invasive Candidiasis
C. albicans causes the majority of invasive Candida infections, 
although C. glabrata, C. tropicalis, and C. parapsilosis are in-
creasingly observed in recent years. Drug-resistant C. auris, 
which features a propensity for prolonged persistence on the 
human skin, is an emerging public health concern associated 
with large outbreaks in healthcare facilities. Herein, we focus 
on immunity to C. albicans, which has been studied in-depth 
relative to non-albicans Candida.

Three major conditions predispose humans to invasive 
candidiasis.8 First, broad-spectrum antibiotics deplete certain 
commensal gut microbiota and the antifungal protective fac-
tors they secrete, enabling increased Candida gut colonization.10

Second, breach of gastrointestinal (i.e., gastrointestinal surgery, 
chemotherapy-induced mucositis) and cutaneous (i.e., central 
venous catheters) barriers permit Candida translocation into the 
bloodstream. Third, iatrogenic immunosuppression (i.e., neutro-
penia, corticosteroid use) impairs innate anti-Candida responses 
and promotes Candida dissemination and tissue  invasion.

Myeloid phagocytes, but not lymphocytes, mediate protec-
tive immunity during invasive candidiasis.11 Prompt neutro-
phil recruitment and activation in Candida-infected tissues 
is critical for effective host defense, in keeping with profound 
susceptibility of neutropenic mice and humans to invasive 
candidiasis. Recent work has uncovered the fungal and host 
factors that promote protective neutrophil recruitment in the 

Candida-infected CNS. Specifically, CNS-resident microglia re-
spond to Candidalysin in a p38- and c-Fos-dependent manner 
to produce IL-1β, which drives CXCL1 production by microglia 
to recruit CXCR2-expressing neutrophils in the infected CNS. 
This intricate network relies on functional CARD9 on microglia 
for generation of both IL-1β (at the levels of transcriptional pro-
IL-1β induction and inflammasome-dependent IL-1β matura-
tion) and CXCL1 and is impaired in CARD9-deficient patients 
who manifest CNS-specific neutropenia that underlies their 
CNS-targeted candidiasis phenotype.12

Upon recruitment into tissues, neutrophils effectively in-
hibit Candida growth via oxidative and non-oxidative mecha-
nisms that vary depending on fungal opsonization; specifically, 
NADPH oxidase, Syk, FcγR, and protein kinase C operate dur-
ing opsonized Candida killing, whereas Syk, CARD9, comple-
ment receptor 3 (CR3), and phosphoinositide 3-kinase enable 
unopsonized Candida killing. A neutrophil-natural killer (NK) 
cell cross-talk was recently described to drive NK cell-induced 
GM-CSF-dependent priming of neutrophil candidacidal activ-
ity. Inflammatory monocytes, via IL-15, and monocyte-derived 
dendritic cells (Mo-DCs), via IL-23, activate NK cells to produce 
GM-CSF.4 In certain settings, such as upon neutrophil recovery, 
neutrophils may exert immunopathogenic effects causing tissue 
injury. Factors associated with neutrophil-driven immunopa-
thology have recently been defined in mice and humans (i.e., 
CCR1, TEC, MCPIP1, IFN-γ) and may represent therapeutic 
targets in selected patients.4

Monocytes/macrophages are also critical for host defense 
during invasive candidiasis via fungal uptake and killing. CCR2 
recruits inflammatory monocytes and promotes fungal control 
in the kidney and CNS, whereas tissue-resident macrophages 
depend upon CX3CR1 for survival and effector function in the 
kidney, liver, and CNS. Monocytes/macrophages also protect 
during C. albicans re-infection by exhibiting innate immuno-
logical memory, termed trained immunity. Mechanistically, 
β-glucan engagement of Dectin-1 on mouse and human mono-
cytes activates a RAF-1/AKT/mTOR/HIF-1α pathway that leads 
to epigenetic reprogramming with histone trimethylation and 
acetylation and metabolic reprogramming with switching from 
oxidative phosphorylation to aerobic glycolysis.4

Cryptococcosis
An effective cross-talk between tissue-resident and recruited 
mononuclear phagocytes (monocytes/macrophages, microg-
lia, DCs) and T lymphocytes is critical for Cryptococcus control 
within the lung and CNS.13,14 In agreement, patients with defects 
in monocyte/macrophage function and lymphocytopenia are at 
risk for cryptococcosis. Instead, neutropenia is not a risk factor 
for human cryptococcosis and, in fact, neutrophils contribute to 
immunopathology in Cryptococcus-infected mice.

Cryptococcus PAMP recognition is redundantly mediated 
by several TLRs, CLRs, and NLRs and is evaded by cryptococ-
cal virulence factors, principally the polysaccharide capsule. A 
protective cryptococcal response that leads to fungal eradication 
is associated with the induction of proinflammatory type-1 im-
munity with generation of an IFN-γ/IL-12/IL-18/TNF–domi-
nant cytokine milieu, M1 (classical) macrophage activation, 
and Th1 differentiation.14,15 Indeed, IFN-γ– and TNF–predomi-
nant Cryptococcus-specific CD4+ T-cell responses and increased 
IFN-γ and TNF levels in the Cryptococcus-infected cerebrospinal 
fluid are associated with improved prognosis of cryptococcosis 
in AIDS patients. In the setting of protective type 1 immunity, 



366 PART III Host Defenses to Infectious Agents

upon cryptococcal yeast internalization within the phagosome, 
phagosome–lysosome fusion and acidification ensue, resulting 
in yeast degradation that is associated with the production of re-
active oxygen and nitrogen species. Phagocytes, primarily DCs, 
present cryptococcal antigens to T lymphocytes to initiate and 
direct protective adaptive immune responses. Instead, a nonpro-
tective cryptococcal response that results in fungal persistence is 
associated with the induction of a type 2 immune responses, the 
generation of an IL-4/IL-5/IL-13–dominant cytokine milieu, M2 
(alternative) macrophage activation with pathogen extracellular 
escape, eosinophil recruitment, and Th2 differentiation.14,15

Among lymphocytes, both CD4 and CD8 T cells can inhibit 
Cryptococcus growth via direct killing and via proinflammatory 
cytokine production that recruits and activates phagocytes for 
fungal killing. B lymphocytes and antibodies also contribute to 
protection via a variety of mechanisms that include fungal op-
sonization for efficient phagocyte uptake. However, T lympho-
cytes may also exert pathogenic effects during cryptococcosis, 
as exemplified by the development of immune reconstitution 
inflammatory syndrome in AIDS patients following initiation 
of antiretroviral therapy and immune restoration, during which 
enriched frequencies of Ki-67+ PD-1+ Th1- and Th17-biased 
CD4 T cells accumulate, associated with increased levels of pro-
inflammatory cytokines (IL-6, IL-7, IFN-γ, TNF) and worsen-
ing clinical manifestations that require immunomodulatory 
treatment for amelioration.4

PATIENTS AT RISK FOR YEAST INFECTIONS DUE 
TO GENETIC OR PHARMACOLOGICAL FACTORS

Mucosal Candidiasis
Concordant with the critical contribution of IL-17R signaling 
to mucosal antifungal defense, patients with genetic deficiency 
in IL-17RA, IL-17RC, IL-17F, or the IL-17R adaptor TRAF3IP2 
(ACT1) develop chronic mucocutaneous candidiasis (CMC) 
without invasive candidiasis (Table 28.3).16 IL-17RA and ACT1 
(but not IL-17RC or IL-17F) deficiencies also underlie skin 
staphylococcal and pulmonary bacterial infection susceptibil-
ity. Several other CMC-manifesting monogenic disorders are 
associated with direct or indirect impairment of IL-17R-depen-
dent responses including mutations in RORC, STAT1, STAT3, 
ZNF341, DOCK8, IRF8, MALT1, BCL10, IL12B, IL12RB1, 
CARD9, and JNK1 (see Table 28.3).4,17 CMC is also seen in dis-
eases associated with autoantibodies against Th17 cell-derived 
cytokines such as thymoma and autoimmune polyendocrinop-
athy-candidiasis-ectodermal dystrophy caused by AIRE muta-
tions. Moreover, the use of biological agents targeting various 
constituents of IL-17R signaling (i.e., IL-12p40, IL-23p19, IL-
17A, IL-17A/IL-17F, IL-17RA) for psoriasis and inflammatory 
bowel disease has provided another layer of evidence for the 
importance of IL-17 in human mucosal antifungal defense, as 
these patients occasionally develop refractory mucosal candi-
diasis (frequency, ~2% to 4%).

TABLE 28.3 Inborn Errors of Immunity That Manifest With Fungal Infection 
Susceptibility in Humans

Gene 
Name

Mode of Inheri-
tance (Clinical 
Syndrome, If 
Applicable)

Fungal Infection 
Susceptibility

Nonfungal Infection 
Manifestations

Immunological Mechanisms 
Accounting for Fungal 
Infection Susceptibility

IL17F AD CMC Atopy Impaired IL-17R immune responses
IL17RA AR CMC Skin staphylococcal infections

Bacterial pneumonias
Atopy

Impaired IL-17R immune responses

IL17RC AR CMC None Impaired IL-17R immune responses
TRAF3IP2 AR CMC Skin staphylococcal infections

Bacterial pneumonias
Atopy

Impaired IL-17R immune responses

RORC AR (MSMD) CMC Mycobacterial infections Impaired Th17 differentiation
DOCK8 AR (hyper-IgE 

syndrome)
CMC Viral skin infections, eczema, 

malignancies
STAT1 AD CMC, aspergillosis, mucormycosis, 

cutaneous fusariosis, histoplas-
mosis, coccidioidomycosis

Bacterial and viral infections, multi-
system autoimmunity, aneurysms, 
hypothyroidism, malignancies

Impaired Th17 differentiation

STAT3 AD (hyper-IgE 
syndrome; Job 
syndrome)

CMC, dermatophytosis, cryptococ-
cosis, aspergillosis, scedosporiosis, 
histoplasmosis, coccidioidomycosis

Eczema, bacterial skin and lung 
infections, aneurysms, skeletal 
abnormalities

Impaired Th17 differentiation

ZNF341 AR CMC Eczema, bacterial infections, skeletal 
abnormalities

Impaired Th17 differentiation

MAPK8 AD CMC Skin staphylococcal infections, bacte-
rial urinary tract infections, Ehlers-
Danlos syndrome-like connective 
tissue disorder

Impaired Th17 differentiation, im-
paired IL-17R immune responses

AIRE AR or AD (APECED) CMC Multisystem endocrine and nonen-
docrine autoimmunity, ectodermal 
dystrophy

Autoantibodies to Th17 cell-derived 
cytokines

MALT1 AR CMC Viral and bacterial infections, bronchi-
ectasis, hypogammaglobulinemia

Impaired T-lymphocyte activation

BCL10 AR CMC Viral and mycobacterial infections, 
hypogammaglobulinemia

Lymphocytopenia

Continued
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TABLE 28.3 Inborn Errors of Immunity That Manifest With Fungal Infection 
Susceptibility in Humans

Gene 
Name

Mode of Inheri-
tance (Clinical 
Syndrome, If 
Applicable)

Fungal Infection 
Susceptibility

Nonfungal Infection 
Manifestations

Immunological Mechanisms 
Accounting for Fungal 
Infection Susceptibility

IRF8 AR CMC Mycobacterial infections Decreased number of Th17 cells
CLEC7A AR Vaginal candidiasis, onychomycosis None Decreased IL-17 production
CARD9 AR CMC, CNS candidiasis, extrapul-

monary aspergillosis, cutaneous 
mucormycosis, phaeohyphomyco-
sis, deep dermatophytosis

None Decreased number of Th17 cells 
(CMC), impaired microglial-neu-
trophil cross-talk resulting in CNS 
neutropenia (CNS candidiasis), 
impaired neutrophil Candida killing 
(invasive candidiasis)

CYBA AR (CGD) Invasive candidiasis (<5%), aspergil-
losis (~40%)

Infections by Staphylococcus,  
Nocardia, Serratia, and 
Burkholderia, colitis

Lack of superoxide generation

CYBB X-linked (CGD) Invasive candidiasis (<5%), aspergil-
losis (~40%)

Infections by Staphylococcus,  
Nocardia, Serratia, and 
Burkholderia, colitis

Lack of superoxide generation

NCF1 AR (CGD) Invasive candidiasis (<5%), aspergil-
losis (~40%)

Infections by Staphylococcus,  
Nocardia, Serratia, and 
Burkholderia, colitis

Lack of superoxide generation

NCF2 AR (CGD) Invasive candidiasis (<5%), aspergil-
losis (~40%)

Infections by Staphylococcus, Nocar-
dia, Serratia, and Burkholderia, colitis

Lack of superoxide generation

NCF4 AR (CGD) Histoplasmosis Colitis Lack of superoxide generation
MPO AR Invasive candidiasis (<5%) None Lack of hypochlorous acid 

generation
ELA2 AR (SCN) Invasive candidiasis, aspergillosis Pyogenic infections, periodontitis Neutropenia
HAX1 AR (SCN) Invasive candidiasis, aspergillosis Pyogenic infections, periodontitis Neutropenia
CD18 AR (LAD) Invasive candidiasis, aspergillosis Impaired wound healing, severe 

periodontitis, colitis
Impaired trafficking of neutrophils to 

infected tissues
CTSC AR (Papillon-Lefevre 

syndrome)
Mucormycosis Pyogenic infections, periodontitis, 

palmoplantar keratoderma
Impaired activation of granule 

serine proteases
GATA2 AD (MonoMAC 

syndrome)
Cryptococcosis, aspergillosis, 

histoplasmosis, blastomycosis
Viral and mycobacterial infections, 

leukemia, lymphedema
Monocytopenia, decreased DCs, 

neutrophil granule abnormalities
IFNGR1 AD (MSMD) Histoplasmosis, coccidioidomycosis Intramacrophagic pathogen infections Impaired IFN-γ cellular responses
IL12B AR (MSMD) CMC Mycobacterial infections Impaired Th17 differentiation
IL12RB1 AR or AD (MSMD) CMC, cryptococcosis, 

histoplasmosis, coccidioidomyco-
sis, paracoccidioidomycosis

Intramacrophagic pathogen infections Impaired Th17 differentiation (CMC), 
impaired IL-12/IL-23-dependent 
IFN-γ production (systemic 
mycoses)

STAT4 AD Paracoccidioidomycosis None Impaired IFN-γ production
CD40L X-linked PCP Bacterial, mycobacterial, and parasitic 

infections, colitis
Impaired T-lymphocyte responses

NEMO/ 
IKBKG

X-linked CMC, PCP Bacterial, mycobacterial, and viral 
infections, anhidrotic ectodermal 
dysplasia

Lymphocytopenia

IKBA AD CMC, PCP Bacterial, mycobacterial, and viral 
infections, anhidrotic ectodermal 
dysplasia, colitis

Lymphocytopenia

IL21R AR CMC, PCP Cryptosporidiosis with cholangitis 
and liver fibrosis

Impaired T-lymphocyte activation

BTK X-linked (XLA) PCP, cryptococcosis Bacterial infections, hypogamma-
globulinemia, colitis

Impaired B-lymphocyte signaling

AD, Autosomal dominant; AIRE, autoimmune regulator; APECED, autoimmune polyendocrinopathy-candidiasis-ectodermal dystrophy; AR, autosomal recessive; BCL10, B-cell 
lymphoma/leukemia 10; BTK, Bruton tyrosine kinase; CARD9, caspase recruitment domain-containing protein 9; CMC, chronic mucocutaneous candidiasis; CTSC, cathepsin C; 
CYB, cytochrome B-245; DCs, dendritic cells; DOCK8, dedicator of cytokinesis 8; ELA2, elastase 2; GATA2, GATA binding protein 2; HAX1, HCLS1-associated protein X-1; IKBA, 
NF-κB inhibitor alpha; IKBKG, Inhibitor of NF-κB kinase regulatory subunit γ; IL-17R, interleukin receptor; IRF8, interferon regulatory factor 8; JNK1, c-Jun N-terminal kinase 1; LAD, 
leukocyte adhesion disorder; MALT1, mucosa-associated lymphoid tissue lymphoma translocation protein 1; MAPK8, mitogen-activated protein kinase 8; MPO, myeloperoxidase; 
MSMD, mendelian susceptibility to mycobacterial disease; NCF, neutrophil cytosol factor; NEMO, NF-κB essential modulator; PCP, Pneumocystis pneumonia; RORC, RAR orphan 
receptor C; SCN, severe congenital neutropenia; STAT, signal transducer and activator of transcription; TRAF3IP2, TRAF interacting protein 2; XLA, X-linked agammaglobulinemia; 
ZNF341, zinc finger protein 341.

—cont’d
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Invasive Candidiasis
As mentioned above, CARD9 deficiency predisposes to muco-
sal candidiasis, associated with impaired Th17 differentiation, 
and CNS-targeted invasive candidiasis, caused by  impaired 
microglial-neutrophil cross-talk (see Table 28.3).6 In fact, 
CARD9 deficiency is the only known inherited condition that 
predisposes to both mucosal and invasive candidiasis, in keeping 
with the central positioning of CARD9 in antifungal immune 
responses. The advent of Syk inhibitors for the treatment of au-
toimmune and neoplastic conditions is likely to promote iatro-
genic fungal susceptibility, as suggested by early reports of mu-
cocutaneous fungal disease in Syk inhibitor-treated individuals.

Furthermore, a subset of patients with inherited disorders 
in the phagocyte oxidative burst machinery featuring complete 
myeloperoxidase deficiency or chronic granulomatous disease 
(CGD), caused by mutations in the NADPH oxidase complex, 
develop invasive candidiasis without associated iatrogenic risk 
factors (frequency, <5%) (see Table 28.3). The observation that 
the majority of myeloperoxidase-deficient and CGD patients 
do not develop invasive candidiasis indicates that intact mu-
cocutaneous barriers and nonoxidative-dependent fungal kill-
ing mechanisms compensate for absent oxidative-dependent 
phagocyte functions in these patients.7,18

In ICU patients, SNPs in PRRs (TLR1), cytokines (IL10, 
IL12B, TNF), chemokines and their receptors (CCL8, CXCR1, 
CX3CR1), interferon signaling molecules (STAT1, SP110, 
PSMB8), and other immune factors (TAGAP, CD58, LCE4A-
C1orf68) have been linked to heightened risk of invasive can-
didiasis and/or worse outcome following invasive candidiasis; 
some of them (i.e., CXCR1-T276, CX3CR1-M280, others) were 
shown to be dysfunctional as they confer phagocyte defects 
similar to those observed in the corresponding gene-deficient 
mouse phagocytes. Collectively, these SNPs show promise for 
the development of precision-medicine risk stratification, pro-
phylaxis, and prognostication strategies in ICU patients.8

Cryptococcosis
Cryptococcosis develops in patients with mutations in the IL-12/
IFN-γ signaling pathway, which underlies Mendelian suscepti-
bility to mycobacterial disease and also predisposes to dissemi-
nated infections by other intracellular fungal (endemic dimor-
phic fungi, see below) and bacterial (Salmonella) pathogens (see 
Table 28.3, Fig. 28.2). These patients exhibit defective IL-12/
IFN-γ-dependent lymphocyte-macrophage cross-talk that im-
pairs intramacrophagic cryptococcal clearance. Mirroring this 
inherited susceptibility, cryptococcosis is also seen in adults with 
autoantibodies against IFN-γ. Adult-onset acquired immunode-
ficiency featuring cryptococcosis, primarily caused by C. gattii, 
also develops in patients with autoantibodies against GM-CSF; 
these autoantibody-associated conditions may respond to anti-
CD20- or anti-CD38-targeted therapies. Last, cryptococcosis de-
velops in patients with autosomal-dominant haploinsufficiency 
of the transcription factor GATA2, which manifests myelodys-
plasia, lymphedema, and broad infection susceptibility.4

Cryptococcosis is also observed in patients who receive bio-
logical agents that deplete T lymphocytes (i.e., alemtuzumab), 
inhibit Janus kinase (JAK) signaling—which abrogates in-
tramacrophagic fungal control—or inhibit Bruton tyrosine 
kinase (BTK)—which impairs B-lymphocyte and macrophage 
responses—in agreement with reports of cryptococcosis in pa-
tients with inherited BTK deficiency (i.e., X-linked agamma-
globulinemia [XLA]).

Immune Responses to Molds
Molds primarily cause invasive disease in the human respiratory 
tract (see Table 28.1), particularly in immunocompromised in-
dividuals. The major etiological agents of life-threatening mold 
pneumonia include Aspergillus, Scedosporium, Fusarium spp., 
and the Mucorales order, all of which form branching tubular 
filaments, termed hyphae. Tissue-invasive hyphae are highly de-
structive in human tissues and have the capacity to disseminate 
to extrapulmonary sites. Beyond the respiratory tree, molds 
are associated with severe skin and soft-tissue infections when 
fungal cells are introduced by traumatic inoculation (e.g. in vic-
tims of natural disasters). Aspergillus spp. are further linked to 
allergenic disease in patients with underlying atopy and asthma 
and to chronic cavitary disease with varying degrees of hyphal 
tissue invasion in patients with cystic fibrosis or structural lung 
disease.19

Molds are saprophytic organisms that thrive on decaying or-
ganic matter in the environment and form a mycelium, a collec-
tion of branching, interconnected hyphae. Coniodiophores are 
specialized hyphal cells that are located at the mycelial interface 
with air and generate conidia (i.e., vegetative spores), the infec-
tious propagules. Humans inhale airborne mold conidia on a 
daily basis and exposure to these pathogens is ubiquitous. The 
respiratory innate immune system rapidly inactivates conidia 
that bypass mucociliary clearance in individuals without under-
lying injury to the immune system and to the lung architecture.

Worldwide, Aspergillus and agents of mucormycosis cause 
an estimated 200,000 and 10,000 life-threatening invasive infec-
tions annually, respectively. Vulnerable patient groups include 
individuals with disease- or therapy-related injury to the my-
eloid cell compartment of the immune system (e.g., patients with 
leukemia, lymphoma, hematopoietic stem cell, and lung trans-
plantation), and individuals on long-term immune suppression 
for autoimmune diseases. More recently, critically ill patients 
with severe influenza or COVID-19 and patients treated with 
small-molecule drugs (i.e., ibrutinib) that target host signaling 
molecules involved in fungal immune surveillance have been 
identified as vulnerable to invasive mold infections, in particu-
lar invasive aspergillosis. Despite the widespread availability of 
two major classes of mold-active drugs, the polyenes and mold-
active triazoles, fungus-attributable mortality rates for asper-
gillosis, fusariosis, and mucormycosis range from 25% to 90%, 
with the highest mortality observed in patients with extrapul-
monary dissemination in the absence of myeloid cell recovery 
or reconstitution.19

Aspergillosis
There are more than 200 Aspergillus species, though only a 
handful cause human disease. A. fumigatus is responsible for 
approximately two-thirds of invasive infections, with A. flavus, 
A. niger, A. terreus, A. ustus, and A. nidulans observed in a mi-
nority of cases. The ensuing discussion will focus primarily on 
immune responses to A. fumigatus, since this species has been 
characterized and studied in-depth compared to the non-fumig-
atus Aspergillus spp.

The innate immune system plays a dominant role in defense 
against all filamentous molds—and against Aspergillus in partic-
ular. This concept arose out of clinical observations in the 1970s 
and 1980s in which the susceptibility of patients with acute 
leukemia to aspergillosis correlated with the duration of neu-
tropenia. In addition, qualitative neutrophil defects predispose 
patients to aspergillosis, exemplified by a ~40% to 50% lifetime 
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FIG. 28.2 An orchestrated lymphocyte-Macrophage Cross-Talk promotes Sterilizing Immunity Against Intramacrophagic fun-
gi. The interplay between T lymphocytes and NK cells with monocytes/macrophages drives clearance of intramacrophagic fungi (Cryp-
tococcus, endemic dimorphic fungi). IL-12 is released by monocytes/macrophages in response to fungal engulfment and binds to its 
receptor, which consists of IL-12Rβ1 and IL-12Rβ2 subunits on the surface of T lymphocytes and NK cells. IL-12 binding on the IL-12 re-
ceptor activates STAT4 via TYK2 and JAK2 and leads to the transcription and secretion of IFN-γ. IFN-γ then binds to its receptor, which 
consists of IFN-γR1 and IFN-γR2 subunits on the surface of monocytes/macrophages. IFN-γ binding on the IFN-γ receptor activates 
STAT1 via JAK1 and JAK2, which enables intracellular fungal killing via effector mechanisms that are not well-characterized. GATA2 is 
critical for monocyte, DC, and NK-cell development and effector function, and human autosomal-dominant GATA2-haploinsufficiency 
leads to infection susceptibility by intramacrophagic fungi. Mutations in the β1 subunit of the IL-12 receptor (IL12RB1), in either subunit 
of the IFN-γ receptor, and gain-of-function STAT1 mutations also lead to infection susceptibility by intramacrophagic fungi (and my-
cobacteria). TNF and GM-CSF bind to their receptors on the surface of monocytes/macrophages, resulting in monocyte/macrophage 
activation. Pharmacological inhibition of TNF and autoantibodies against IFN-γ or GM-CSF are associated with infection susceptibility 
by intramacrophagic fungi. Inherited mutations in genes encoding the proteins in IFN-γR and IL-12R (red font) have been described 
to feature infections by intramacrophagic fungi in humans. The molecular mechanisms by which GATA2, STAT1, and TNF promote 
intramacrophagic fungal killing remain poorly understood. IL-2 promotes T-lymphocyte proliferation and activation by binding to its IL-2 
receptor. Abbreviations: AAbs, autoantibodies; DC, dendritic cell; GATA2, GATA binding protein 2; GM-CSF, granulocyte–macrophage 
colony-stimulating factor; JAK, Janus kinase; NK, natural killer; STAT, signal transducer and activator of transcription; TYK2, tyrosine 
kinase 2. (Modified from Lionakis MS, Levitz SM. Host control of fungal infections: lessons from basic studies and human cohorts. 
Annu Rev Immunol, 2018;36:157–191.)

incidence of aspergillosis in patients with CGD, the hallmark of 
which is the loss of the oxidative burst, primarily in neutrophils. 
In contrast to the central role of myeloid cells, in particular neu-
trophils, in host defense against molds, humans with defects 
in lymphoid cell number or function, including CD4 and CD8 
T, NK, and B cells, are typically not prone to these infections. 
These observations have been recapitulated in mouse models of 
mold infections, highlighting conserved principles of host de-
fense across mammalian species.3

The central role of the innate immune response is to prevent 
the germination of inhaled mold conidia. Unchecked, inhaled 
mold conidia swell, form a germ tube, and extend hyphae that 
can pierce phagocytes and cross tissue barriers. To prevent this 
process, tissue-resident alveolar macrophages and DCs en-
gulf conidia, restrict germination within the phagolysosome, 
and initiate the recruitment of neutrophils, circulating mono-
cytes, and plasmacytoid DCs (pDCs) in the fungus-infected 

lung (Fig. 28.3). These recruited cell subsets cooperate to con-
dition the lung inflammatory milieu to promote fungal cell 
killing, primarily via the action of NADPH oxidase.

Innate immune recognition of germinating conidia relies on 
the stage-specific exposure of fungal polysaccharides that trigger 
host CLR signaling pathways. In the case of molds, this process is 
best understood for A. fumigatus in which conidial swelling leads 
to the surface exposure of  β-(1, 3) glucan polysaccharides that 
in turn activates the Dectin-1, Syk, and CARD9 signal transduc-
tion pathway, culminating in NF-κB nuclear translocation and 
in induction of proinflammatory cytokines—including IL-1β
and mediators of neutrophil chemotaxis (e.g., CXCL1, CXCL2). 
Aspergillus spp. also express polysaccharide ligands that activate 
Dectin-2-mediated signaling via FcRγ, Syk, and CARD9. Unlike 
hyphae, Aspergillus conidia contain a pigment, termed melanin, 
that can activate the CLR MelLec (clec1a) though the down-
stream signaling events have not yet been elucidated. While the 
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FIG. 28.3 Induction of the Innate Immune Response to Pulmonary Infection with Aspergillus fumigatus. Aspergillus fumigatus
conidia are rapidly engulfed by lung-resident alveolar macrophages and trigger the induction of Dectin-1/Syk/CARD9 and eicosanoid 
signaling that result in the release of neutrophil- and monocyte-targeted chemoattractants (left panel). Neutrophils and monocytes 
enter the circulation and traffic into the Aspergillus-infected lung via CXCR2- and CCR2-mediated signals, respectively (left and middle 
panels). In the lung, fungus-engaged neutrophils and monocyte-derived dendritic cells kill conidia directly and condition the inflam-
matory milieu, in part through the release of type I interferons and CXCL9 and CXCL10 (right panel). This triggers the recruitment of 
CXCR3+ plasmacytoid dendritic cells that further enhance the killing capacity of neutrophils by increasing the oxidative burst (right 
panel). These processes trigger a regulated cell death program in Aspergillus conidia, resulting in sterilizing immunity in the respira-
tory tree. NF, neutrophil; MO, monocyte; AF, Aspergillus fumigatus; AM, alveolar macrophages; pDC, plasmacytoid dendritic cells.
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CLR-Syk-CARD9 signaling pathway operates in hematopoietic 
cells to mediate the recruitment of myeloid effector cells, Asper-
gillus infection also elicits the rapid release of IL-1α, which to-
gether with IL-1β, can activate IL-1 receptor signaling on lung 
stromal cells; this pathway provides an alternate source of neu-
trophil-targeted chemoattractants. Beyond CXCL1, CXCL2, and 
CXCL5, leukotriene B4 is another potent neutrophil-recruiting 
mediator released early in Aspergillus infection.20

As mentioned above, the primary neutrophil killing mecha-
nism involves products of NADPH oxidase that act on conidia 
and on hyphae. Lung-infiltrating monocytes differentiate into 
Mo-DCs in the lung and contribute to direct conidial killing 
as well. Infected neutrophils and Mo-DCs release CXCL9 and 
CXCL10, both of which serve to mediate the entry of CXCR3+ 
pDCs into the lung. Although pDCs do not appear to kill fungal 
cells directly, pDCs enhance the killing activity of neutrophils 
by boosting the oxidative burst.21 Several additional mediators 
play key roles in clearing Aspergillus conidia and in mediating 
sterilizing immunity. Chief among these are type I and type III 
interferons, produced within hours post-infection, that, togeth-
er with GM-CSF, condition the lung inflammatory environment 
to increase oxidative killing mechanisms.22 Neutrophil NADPH 
oxidase activity kills fungal cells by inducing a regulated cell 
death process within conidia.

Nonoxidative killing mechanisms also contribute to steriliz-
ing immunity. This concept has been detailed in a mouse model 
of Aspergillus keratitis, a devastating sight-threatening disease 
found primarily in agricultural workers in resource-limited 
countries. In the eye, fungal hyphae form rapidly because the 
resident ocular innate immune system is insufficient to control 
early germination, unlike the situation in the respiratory tree. 
When recruited neutrophils encounter Aspergillus hyphae, they 
can undergo a form of regulated cell death, termed NETosis, 
a process that requires NADPH oxidase activity and results 
in the extrusion of actin and chromatin fibers, histones, and 
the proteins calprotectin (S100A8/S100A9) and pentraxin-3. 

Calprotectin is an abundant protein in the neutrophil cytosol 
that acts to sequester the divalent cations Zn2+ and Mn2+. Mice 
that lack calprotectin are susceptible to ocular, but not respira-
tory, challenge with A. fumigatus conidia. Host iron sequestra-
tion—for example via lactoferrin—contributes to nutritional 
immunity, the process by which host cells prevent Aspergillus
nutrient acquisition. The precise role of NETosis in Aspergil-
lus killing remains unclear because genetic tools that interfere 
with formation of NETs without affecting other antimicrobial 
functions are lacking. In macrophages, recent studies indicate 
that Aspergillus uptake induces LC3-associated phagocytosis 
(LAP), a process in which components of the autophagy ma-
chinery conjugate LC3 to fungus-containing phagosomes. The 
melanin pigment found in conidia can block this process. Loss 
of the conidial pigment during germination enhances this non-
canonical form of autophagy to promote fungal killing, partly 
by metabolic reprogramming of macrophages.3

Although lymphoid cells are not essential for protection 
against Aspergillus and other filamentous molds, fungus-spe-
cific CD4 T cells, specifically Th2 and Th17 cells, contribute to 
Aspergillus-associated allergenic disease. Recent work demon-
strated that CD4 T cells primed in the intestine to respond to 
commensal C. albicans can migrate to the lung and cross-react 
with antigens found in inhaled Aspergillus and other molds 
to exacerbate fungal asthma. These cross-reactive CD4 T cells 
produce IL-17, which is protective against mucosal fungal in-
fections, but aggravates allergenic immune pathology in the 
lung. Moreover, Aspergillus encodes a number of proteases (e.g., 
Alp1p) that act as allergens by causing tissue damage to lung ep-
ithelial cells; this injury can activate mechanosensitive channels 
that promote allergen sensitization via the calcineurin signaling 
pathway. In another model of fungal asthma, Aspergillus prote-
ase antigens promote allergenic disease by cleaving the clotting 
protein fibrinogen; in this setting, fibrinogen cleavage products 
promote allergic inflammation by activating TLR4 signaling23 
(Chapter 43).
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Agents of Mucormycosis
The order Mucorales contains the agents of mucormycosis, the 
most common of which are Mucor, Rhizopus, Rhizomucor, Ab-
sidia, Cunninghamella, Saksenaea, and Lichtheimia species. 
This class of organisms forms branching, ribbon-like aseptate 
hyphae in human tissues. Similar to aspergillosis, the innate 
immune system, and neutrophils in particular, plays a domi-
nant role in protection against mucormycosis, with no essential 
requirement for adaptive immune responses in host defense, 
based on mouse models of disease and observations in humans 
with PIDs. Nutritional immunity contributes to alveolar mac-
rophage-mediated defense against inhaled Mucorales conidia.

A unique characteristic of mucormycosis is the occurrence of 
rhinocerebral disease in patients with uncontrolled diabetic ke-
toacidosis. Recent laboratory studies indicate that Rhizopus can 
exploit the upregulation of glucose-regulated protein (GRP78) 
expressed in nasal epithelial and in endothelial cells during 
hyperglycemia. The Rhizopus spore coat protein CotH3 binds 
GRP78, resulting in GRP78-mediated fungal cell internalization 
and tissue invasion. Additional Mucorales CotH family mem-
bers contribute to fungal pathogenesis, including CotH7 that 
binds to β1 integrin. CotH family members are widely expressed 
among the Mucorales order and absent from non-Mucorales
fungal pathogens. This finding may provide a potential explana-
tion for the susceptibility of patients with diabetic ketoacidosis 
to mucormycosis. In mouse models, antibodies directed against 
GRP78 and CotH3 ameliorate the outcome of mucormycosis.24

PATIENTS AT RISK FOR INVASIVE MOLD 
INFECTIONS DUE TO GENETIC OR 
PHARMACOLOGICAL FACTORS
The link between a PID and mold infections is best established 
for CGD in which defects in the CYBB, CYBA, NCF1, NCF2, 
or NCF4 subunits of phagocyte oxidase prevent the assembly 
and function of the complex. Invasive aspergillosis is a hall-
mark infection in CGD, particularly if cultures reveal the pres-
ence of Aspergillus nidulans (see Table 28.3); the exception is 
CGD caused by NCF4 deficiency that features predominantly 
colitis without profound mold susceptibility. Mucormycosis is 
uncommon in CGD and is typically observed when patients are 
treated with corticosteroids or other immunosuppressants for 
the inflammatory sequelae of this disease. CARD9 deficiency 
is associated with extrapulmonary aspergillosis and cutaneous 
mucormycosis, likely due to the strict CARD9 dependency of 
neutrophil recruitment to sites of mold infections outside of the 
respiratory tree.4,6

Aspergillosis occurs in severe congenital neutropenia, caused 
by ELA2 and HAX1 mutations, and in leukocyte adhesion de-
ficiency, caused by mutations in β2 integrins (CD18, CD11a, -b, 
or -c) that impairs neutrophil trafficking into infected tissues. 
Mucormycosis has been reported in patients with Papillon-
Lefèvre syndrome in which the activation of neutrophil granule 
serine proteases, specifically cathepsin C, is defective. Patients 
with GATA2 haploinsufficiency develop monocytopenia and 
NK-cell lymphopenia and can develop aspergillosis, among 
other fungal and viral infections. In Job’s syndrome, termed 
autosomal-dominant hyper-IgE syndrome, mutations in STAT3
lead to primary staphylococcal lung infections and ensuing   
secondary Aspergillus infections at sites of cavitary lung lesions. 
Autosomal-dominant mutations in STAT1, a transducer of 

interferon responses, are associated with aspergillosis, mucor-
mycosis, and cutaneous fusariosis. A common theme to PIDs 
that give rise to invasive mold infections is that all result in 
qualitative or quantitative defects in myeloid cells.7

Patients treated with the BTK inhibitor ibrutinib can de-
velop invasive aspergillosis with a predilection for CNS disease, 
particularly when ibrutinib was combined with other therapies 
that target lymphoma. However, XLA humans that carry loss-
of-function BTK mutations were previously not observed to be 
susceptible to invasive mold infections. Recent laboratory stud-
ies indicate that murine BTK-deficiency enhances A. fumigatus
susceptibility, likely due a requirement for BTK signaling in my-
eloid cells to achieve optimal anti-Aspergillus effector activity.

In allogeneic hematopoietic stem cell transplantation re-
cipients, SNPs in membrane-bound and soluble receptors (i.e., 
CLEC7A, CLEC1A, PTX3, TLR4, TLR6, CD209, NOD2, PLG, 
TNFR1), ion chelators implicated in nutritional immunity 
(S100B), and cytokines (IFNG, CXCL10) have been linked to 
heightened risk of transplant-associated aspergillosis.25 How-
ever, genetic defects in these molecules are not associated with 
mold infections in otherwise immunocompetent individuals, 
highlighting molecular redundancy in innate recognition of 
mold conidia and hyphae.

IMMUNE RESPONSES TO DIMORPHIC FUNGI
In North America, the endemic dimorphic fungi represent a 
significant cause of respiratory and systemic diseases (see Table 
28.1). The etiological agents include Blastomyces dermatitidis, B. 
gilchristii and related species, Histoplasma capsulatum, Coccidi-
oides immitis, and C. posadasii. These fungi are geographically 
distributed in the United States; Blastomyces and Histoplasma
are found in the Midwestern, Southcentral, and Southeastern 
regions, and Coccidioides in the Southwest. Collectively, these 
pathogens produce greater than 1 million new infections an-
nually. The fungi grow as mold in the soil and, after spores are 
inhaled, they convert to pathogenic yeast or spherules (Coccidi-
oides). The dimorphic fungi cause infection in healthy persons, 
but disease may be intensified in immunocompromised hosts. 
Infected persons usually have no prior underlying immune im-
pairment; those that do may manifest disease reactivation and 
dissemination. A variable percentage of previously healthy per-
sons exhibit progressive pulmonary or extrapulmonary disease. 
In histoplasmosis, the frequency is ~10% in those with clinically 
apparent infection; in coccidioidomycosis, it is ~30%. In blasto-
mycosis, the rates of progressive disease may be even higher. A 
hallmark of these disorders in healthy hosts is the development 
of lasting immunity after primary infection.

Host defense requires the development of an adaptive im-
mune response chiefly involving antigen-specific CD4 T cells. 
These cells promote immunity by releasing cytokines and pro-
viding help to B cells and CD8 T cells. Loss of these functions 
underpins susceptibility of AIDS patients to these infections. 
In mice and humans, Th1- and Th17-biased responses confer 
protection. Th2 cells exacerbate infection by dampening Th1 
responses and inducing alternatively activated macrophages. 
Regulatory T cells fine tune the immune response and limit 
collateral damage but can also promote fungal persistence.15,26

Histoplasmosis
There are an estimated 500,000 new Histoplasma infections an-
nually in the United States. While the vast majority of infections 
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are asymptomatic, 10% become progressive. Infection especially 
poses a threat to solid organ transplant recipients, AIDS pa-
tients, and other immunocompromised hosts. Upon inhalation, 
Histoplasma spores settle into bronchioles and alveoli and con-
vert into pathogenic yeasts within resident phagocytes and DCs. 
These cells transport Histoplasma to visceral and lymphoid or-
gans where the infection expands. Within weeks, Th1 immunity 
is activated, arresting Histoplasma replication in monocytes and 
macrophages, although tissues may not be sterilized. Converse-
ly, heightened Th2 responses exacerbate disease by producing 
type-2 cytokines that dampen the activity of macrophages. DCs 
present Histoplasma antigen to CD4 T cells and dictate their dif-
ferentiation into Th1 cells. DCs initiate Th1 differentiation by 
secreting IL-12; they foster Th2 polarization by releasing soluble 
mediators or by contact with surface molecules such as Jagged, 
CD80/86, and OX40L. DCs also modulate Th1 or Th2 responses 
by releasing chemoattractants, including CXCL10 (Th1 cell mi-
gration), CCL17, and CCL22 (Th2 cells).26,27

Intracellular residence of Histoplasma poses a stress to the 
fungus as it transitions from soil, which contains more zinc 
than macrophages. GM-CSF, a Th1 cytokine, activates the anti-
Histoplasma activity of macrophages, stimulates movement of 
zinc into the cytosol of macrophages, and triggers production of 
zinc-binding proteins. Metallothionein 1 and 2 sequester zinc, 
reduce free metal in host cells and starve the yeast. Sequestra-
tion of zinc by metallothionein also increases reactive oxygen 
species. Enhanced reactive oxygen species and zinc sequestra-
tion from yeast enhance fungal killing. Conversely, IL-4 pro-
duction induces zinc accumulation by H. capsulatum, boosting 
its intracellular survival.28

Coccidioidomycosis
There are an estimated 25,000 cases of coccidioidomycosis that 
require medical treatment annually. Although a minority of 
those exposed to Coccidioides develop acute illness, up to 29% 
of community-acquired pneumonia may be due to Coccidioi-
des in endemic areas. Chronic infection is common, with many 
lung nodules attributable to Coccidioides in endemic areas. Dis-
seminated coccidioidomycosis is rare, appearing in less than 1% 
of infections, but is a devastating and often fatal complication.

In murine models, PRRs and signaling adaptors foster innate 
control of Coccidioides infection. MyD88 and CARD9 adaptors, 
Dectin-1, and IL-1R1 orchestrate the recognition of spherule 
wall components. CD4 T helper cells and CD8 cytotoxic cells 
contribute to adaptive immunity. Th1 and Th17 responses con-
fer protection, while Th2 and IL-10-producing cells may foster 
pathological responses.29

Live attenuated vaccines confer protection in experimental 
animals. These include a strain with two disrupted chitinase 
genes (CTS2 and CTS3; cts2/ard1/cts3Δ mutant) and another 
with a CPS1 gene deletion (ΔCPS1 mutant). These strains are 
highly attenuated and well tolerated even as primary pulmonary 
infection, including in NSG mice that lack cellular and humoral 
immunity (ΔCPS1 strain). The vaccines underscore a role for 
IFN-γ as a correlate of protection. The ΔCPS1 vaccine is under 
study in experimental dogs. Despite the capacity of live, attenu-
ated vaccines to elicit protective immunity in mice, they may 
not be safe for individuals with compromised immune systems.

A dozen Coccidioides antigens have been identified and char-
acterized as vaccine candidates. Multivalent vaccines that contain 
two or more antigens are more potent against experimental pul-
monary Coccidioides infection than vaccines containing a single 

antigen. A Coccidioides polypeptide vaccine consists of three an-
tigens (cell wall antigen 2 [Ag2/Pra], Coccidioides- specific antigen 
[Cs-Ag], proximal matrix protein 1 [Pmp1]), and five pathogen-
derived peptides with affinity for human major histocompatibil-
ity complex (MHC) class II molecules. When formulated in glu-
can particles as an adjuvant the vaccine protects both C57BL/6 
and HLA-DR4 “humanized” mice. Th1 and Th17 cells participate 
in  mediating this Coccidioides vaccine effect.4

Blastomycosis
The majority of blastomycosis cases present as fungal pneumo-
nia. Although blastomycosis is comparatively uncommon, with 
perhaps ~3000 cases reported annually in highly endemic areas, 
the incidence may reach 40 cases per year per 100,000 popu-
lation. Blastomycosis is more common in people of African 
American, Native American, and Asian, especially Hmong, an-
cestry. Some of these associations may be due to a combination 
of genetic and nongenetic factors.

Once in the yeast phase, B. dermatitidis and B. gilchristii up-
regulate Blastomyces-adhesin-1 (BAD1), an essential virulence 
factor that is specific to the yeast phase. BAD1 is an adhesin 
and immune evasin. BAD1 binds the yeast to host tissue and 
immune cells via interactions with heparin sulfate and CR3 and 
CD14. Surface-bound and soluble BAD1 inhibit TNF produc-
tion by macrophages and neutrophils. BAD1 also inhibits CD4 
T-lymphocyte activation via interaction with heparan sulfate 
modifications on CD47, resulting in reduced IL-17 and IFN-γ
production. Other immune evasive strategies of the yeast in-
clude cleavage of chemokines that recruit CCR2+ inflammatory 
monocytes to the lung and cleavage of type-1 cytokines such as 
GM-CSF by fungal dipeptidyl peptidase-4 (Dpp4).30,31

Although Blastomyces yeast subvert and evade the immune 
system, host macrophages and neutrophils kill a large portion 
of conidia inhaled into the lung. CD4 T cells coordinate adap-
tive immunity by activating macrophages that enhance yeast 
killing. This requires Th1 cytokines such as TNF and IFN-γ
and production of IL-17 by Th17 cells. Cell-mediated immu-
nity following recovery from blastomycosis can last for at least 
2 years.

Deletion of BAD1 severely attenuates the fungus. BAD1∆ 
yeast can vaccinate mice against experimental infection. Upon 
subcutaneous injection, BAD1∆ yeasts are transported by in-
flammatory monocytes to the draining lymph nodes where 
resident DCs present antigen to T cells. Naïve CD4 T lympho-
cytes differentiate into Th1 and Th17 cells in a manner that 
requires Dectin-2/FcRγ/Syk/Card9, Dectin-3, and mannan re-
ceptor signaling pathways. Once differentiated, Th1 and Th17 
cells migrate to the lungs in response to infection to mediate 
vaccine immunity by secreting IFN-γ and IL-17 to recruit and 
activate neutrophils and macrophages. In the absence of CD4 T 
cells, BAD1∆ vaccinated mice use IFN-γ and IL-17 CD8 T lym-
phocytes (Tc1 and Tc17 cells) to mediate protective immunity. 
Proliferation and activation of IL-17-producing CD8 T cells oc-
curs through MyD88-Akt1-mTOR signaling. BAD1∆ vaccine 
antigens that induce protective CD4 T cells include calnexin 
and endoglucanase 2, which are conserved among ascomycete 
fungi, including H. capsulatum, C. posadasii, A. fumigatus, Fon-
secaea pedrosoi (the agent of chromoblastomycosis), and Pseu-
dogymnoascus destructans (the fungus responsible for white-
nose syndrome in bats). Calnexin- and endoglucanase-based 
vaccines protect against pneumonia caused by the three major 
endemic dimorphic fungi.30,31
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In addition, in a mouse model of blastomycosis, lung 
epithelial cells promote innate immunity in a manner that re-
quires NF-κB. Signaling through IL-1R1 and MyD88 drives 
IL-17–producing innate lymphocytes that engage additional 
myeloid cells.

PATIENTS AT RISK FOR ENDEMIC MYCOSES DUE 
TO GENETIC OR PHARMACOLOGICAL FACTORS
Disseminated histoplasmosis is most commonly associated 
with the immunocompromised patient; dissemination is rare 
in the immunocompetent host. Common sites of dissemination 
include the CNS and gastrointestinal tract. Patients receiving 
TNF inhibitors are at risk of disseminated infection as are those 
receiving the anti-IFN-γ monoclonal antibody emapalumab. 
Progression to disseminated coccidioidomycosis is likewise 
rare, occurring in less than 1% of infections, but immunosup-
pression, including use of TNF inhibitors, increases risk of 
dissemination.

Many of the same genetic deficits in immunity predispose 
patients to disseminated histoplasmosis or coccidioidomycosis. 
These include loss-of-function mutations impacting IFN-γR1, 
IL-12Rβ1, and STAT3 and gain-of-function mutations in STAT1 
(see Table 28.3). Based on a small number of reported cases of 
coccidioidomycosis, the fungus may disseminate preferentially 
to distinct sites depending on which component of immunity 
is impaired. For example, STAT3 mutations are associated with 
dissemination to the CNS and gastrointestinal tract, while mu-
tations that directly impact type-1 responses are associated with 
dissemination to bone and lymph node.7

Race and ethnicity influence the rates and patterns of en-
demic mycoses. African ancestry has been associated with in-
creased risk of severe histoplasmosis in AIDS patients as well 
as increased overall risk of infection. The genetic determinants 
of racial disparities in Histoplasma pneumonia or disseminated 
histoplasmosis remain unknown.

The risk of disseminated coccidioidomycosis is unequal 
across people of different ethnicities and genetic backgrounds. 
Native American, African, and Pacific Islander ancestry all 
confer increased risk of dissemination. A few reports have ad-
dressed population-level patterns of susceptibility to dissemi-
nated coccidioidomycosis. Some of the risk may be attributable 
to differences in antigen presentation, as certain HLA alleles are 
associated with dissemination in specific populations. A prelim-
inary genomic study of 58 patients with disseminated coccidi-
oidomycosis identified 103 rare variants in 21 genes associated 
with antifungal immunity. Affected pathways included IL-17 
signaling, IL-12/IFN-γ signaling, and NF-κB signaling. Two-
thirds of patients had functionally relevant variants with a pop-
ulation frequency of less than 0.1%, including several patients 
with biallelic deleterious variants in key immune-related genes.

Recent work has addressed the genetic underpinning of 
disparate rates of blastomycosis in healthy individuals. A ho-
mozygosity mapping approach was used to study nine Hmong 
blastomycosis patient genomes, and candidate susceptibility 
variants were identified on the basis of their rarity in European 
populations and other features that may indicate that a given 
variant influences susceptibility. A block of variants near IL-6 is 
nearly fixed in Wisconsin Hmong but rare in European popula-
tions. Healthy Wisconsin Hmong donors had hypoactive IL-6 
and antifungal Th17 responses compared to healthy European 

donors.32 The latter finding is consistent with differences in IL-6 
responses, which could also explain several as-yet unstudied 
population differences that impact T-cell development. To date, 
the only reported monogenic condition associated with blasto-
mycosis is GATA2 haploinsufficiency.

SUMMARY
Fungi have emerged as significant causes of mortality in the rap-
idly expanding populations of immunosuppressed patients who 
are at risk for opportunistic fungal disease. A recent remark-
able surge in immunological discoveries stemming from basic 
studies in animal models of fungal infections and observations 
in human cohorts with inherited or acquired susceptibility to 
mucosal and invasive mycoses has significantly advanced our 
understanding of the cellular and molecular factors that pro-
mote protective immune responses during fungal exposures of 
humans. This knowledge shows promise for devising precision-
medicine strategies for risk assessment, vaccination, prophy-
laxis, immunotherapy, and prognostication of fungus-infected 
patients.

• The identification of CARD9 deficiency as, to date, the only known 
human monogenic disorder that features fungal-specific infection 
susceptibility underscores the critical contribution of C-type lectin re-
ceptor (CLR) signaling in human antifungal host defense and paves 
the way for the discovery of other novel inborn errors of immunity in 
CLR-related pathway genes that may underlie inherited susceptibility 
to tissue-specific fungal disease.

• In patients with iatrogenic immunosuppression or critical illness who 
develop life-threatening invasive fungal infections, the identification 
of dysfunctional single nucleotide polymorphisms in immune-related 
genes that heighten fungal infection susceptibility may lead to the 
development of individualized strategies for risk assessment and 
antifungal prophylaxis.

• A deeper understanding of the cellular and molecular immune factors 
that protect against fungal disease may inform immunotherapy and 
vaccination strategies in vulnerable patients.

• The advent of precision-medicine biological therapies that target key 
fungal surveillance immune pathways for the treatment of autoim-
mune and neoplastic disorders has resulted in new patient popula-
tions at risk for opportunistic fungal disease, and understanding the 
epidemiology and immunology of such infections can help devising 
targeted antifungal prophylaxis strategies for at-risk individuals. 
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Protozoal infections are an important cause of morbidity and 
mortality worldwide (Table 29.1). Protozoan pathogens exact 
their major toll in the tropics, but infection by these parasites 
remains a significant problem everywhere because of travel, mil-
itary action, and immigration, the susceptibility of patients with 
acquired immunodeficiency syndrome (AIDS) to opportunistic 
protozoans, and episodic transmission within communities.

Protozoan pathogens make up a group of highly diverse 
organisms that represent a wide array of mechanisms of patho-
genesis and immune evasion. There are numerous host targets 
for the intracellular protozoan parasites, including erythrocytes 
(Plasmodium and Babesia), macrophages (Leishmania and 
Toxoplasma gondii), or multiple cell types (Trypanosoma cruzi, 
Plasmodium, Leishmania). The luminal parasitic protozoan may 
be extracellular, such as amebae and the flagellates (Giardia and 
Trichomonas), or primarily intracellular, such as the coccidian 
parasite Cryptosporidium.

The innate and adaptive immune systems respond in diverse 
ways to the blood and tissue and intestinal protozoan patho-
gens. Neutrophils, macrophages, γδ T cells, and natural killer 
(NK) cells are the effector cells that mediate the innate response 
against the extracellular protozoan parasites. The NK cell–
activated macrophage system is central to the innate response 
to intracellular parasites (Fig. 29.1) (Chapters 3 and 26). The 
innate cytokine response activates phagocytes and is critical 
to the induction of the adaptive immune response via anti-
gen presentation by dendritic cells (DCs). For the intracellular 
pathogens (e.g., Leishmania spp., T. cruzi, T. gondii), the early 

production of interleukin-12 (IL-12) and interferon-γ (IFN-γ) 
drives the differentiation of T cells to a protective T-helper 1 
(Th1) phenotype.1 In most cases, CD4 T cells play a primary 
role in adaptive cellular immunity, but CD8 T cells can also be 
critically important through cytokine production (e.g., T. cruzi, 
T. gondii) or direct cytotoxic activity (e.g., Cryptosporidium). 
For the parasites with an extracellular stage (e.g., Plasmodium 
spp., Trypanosoma spp., Giardia, and Trichomonas), specific 
antibodies are critical to acquired immunity.

Intensive effort has been dedicated to the development of 
effective vaccines for protozoal diseases, but as of 2020, only one 
malaria vaccine (RTS,S) has reached the stage of clinical use, 
and efficacy and longevity are still limited. The reader is referred 
to the following reviews of potential vaccine candidates.2–6 
A discussion of the immune responses to some of the individual 
protozoal pathogens follows.

PLASMODIUM SPP.

Pathogenesis
Soon after Plasmodium spp. sporozoites are injected into the 
bloodstream by female Anopheles spp. mosquitos, they invade 
hepatocytes and undergo schizogony (asexual reproduction), 
multiplying asexually up to 10,000 times. Hypnozoites, a dor-
mant form of P. vivax and P. ovale, can reside within hepato-
cytes for years and then undergo schizogony. P. falciparum, the 
most lethal species does not have a dormant form. Merozo-
ites are then released from hepatocytes within a membranous 
structure, or merosome. Merozoites are released in the blood 
to invade red blood cells (RBCs). While the liver stage elicits 
primarily intracellular immunity, infected RBCs are the dis-
ease-causing stage. Parasite maturation within the RBC results 
in schizogony and release of new invasive merozoites through 
egress. The clinicopathological features of malaria are largely 
caused by the immune response to infected RBCs and egress. 
The cyclical release of parasites is regulated by food intake in 
mice and is associated with cytokine production and fever. 
This proinflammatory cytokine cascade plays a central role 
in the pathogenesis of severe malaria. Recognition of several 
pathogen-associated molecular patterns (PAMPs) drive this 
activation, including parasite proteins with glycophosphatidyl 
inositol (GPI) anchors, hemozoin, and uric acid in the extracel-
lular milieu, and phagocytosed parasite nucleic acids.7 The early 
production of proinflammatory cytokines (tumor necrosis fac-
tor [TNF], lymphotoxin, and IFN-γ) by NK cells and memory 
T cells leads to endothelial activation. This increases expression 
of endothelial adhesion molecules and hyper-coagulation, lead-
ing to poor perfusion due to unregulated clotting, immune cell 

• Interaction of the parasite with host cells induces various cytokines
that stimulate the innate and adaptive immune responses to elimi-
nate the pathogen. Immunoregulatory cytokines can inhibit or down-
regulate both antiparasitic and host-damaging responses to enable
the persistence of tissue parasitism.

• The outcome of infection is determined by the balance between the
infection-promoting and the host-protective cytokines and effector
cells. Often there is a mixed response, resulting in a persistent infec-
tion, but with less tissue damage than a hyper-inflammatory response 
would do.

• A persistently infected host may develop clinical disease if there is a
waning of the immune mechanisms (e.g., in acquired immunodefi-
ciency syndrome [AIDS]) that are critical to the control of infection, or
a build-up of tissue damage over time. However, persistence can also 
protect from dangerous re-infection.

KEY CONCEPTS
Host Defense Against Protozoa
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adhesion, and parasite sequestration in various organs causing 
symptoms of severe malaria. Early cytokine production has 
been linked to Toll-like receptor 2 (TLR2) on the macrophage 
surface, TLR7 and 9 in the endosome, and cytoplasmic STING 
and cGAS, leading to IFN-I production. Fever is linked to IL-1, 
which is NLRP3 and AIM2 inflammasome-dependent in Plas-
modium infection. TNF family members play a strong role in 
severe malaria symptoms.8

Severe malaria includes placental malaria, severe anemia, 
respiratory distress, and cerebral malaria, with the latter causing 

up to 20% of deaths. In cerebral malaria, a combination of 
inflammation and vascular and multi-organ pathology leads to 
coma, seizures, and death. Pediatric patients may die as a result 
of severe edema of the brainstem leading to respiratory arrest. 
Severe anemia is due to the destruction of both infected and 
uninfected RBCs and dyserythropoiesis, which are increased by 
inflammatory cytokines, as is the damage in placental malaria. 
Immunoregulatory cytokines IL-10 and transforming growth 
factor-β (TGF-β) regulate the Th1 immune response, which 
drives parasite killing to limit pathology.9

TABLE 29.1 Worldwide Significance of the Major Protozoal Infections

Parasite
Estimated Worldwide Cases 
(Annual Mortality) Clinical Manifestations

Plasmodium spp. 200–250 million (P. falciparum: <1 million 
deaths/year, primarily children)

Fever, aches with potential complications in pregnancy and children: 
cerebral involvement, renal failure, pulmonary edema

Leishmania spp. 10–50 million people infected, 1.2 million new 
cases per year

Asymptomatic infection; skin ulcers or nodules; destructive oropha-
ryngeal lesions; visceral disease with fever, hepatosplenomegaly, 
cachexia, pancytopenia

Trypanosoma cruzi 24 million (60,000 deaths) Asymptomatic infection; dysrhythmias or chronic heart failure; hyper-
trophy and dilation of the esophagus, colon

Toxoplasma gondii Several hundred million people infected 
worldwide. 5%–11% of healthy US adults 
are seropositive

Self-limited fever, hepatosplenomegaly; lymphadenopathy and en-
cephalitis (reactivation in patients with acquired immunodeficiency 
syndrome [AIDS]); congenital infection, with fetal death, chorioretini-
tis, meningoencephalitis

Entamoeba histolytica 50 million (100,000 deaths) Asymptomatic infection, diarrhea, dysentery, or liver abscess
Giardia lamblia 200 million (most common in young children 

and immunocompromised persons)
Asymptomatic infection, chronic diarrhea

Cryptosporidium parvum and 
C. hominis

Prevalence 3%–10% in patients with diarrhea 
in developing countries

Self-limited diarrhea in immunocompetent persons, severe intestinal 
and biliary disease in patients with AIDS

Trichomonas vaginalis 170 million/year Asymptomatic infection, vaginal discharge, urethritis
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FIG. 29.1 Macrophage, Natural Killer (NK) Cell, and Cyto-
kine Interactions in the Innate Immune Response to Intra-
cellular Protozoa. Exposure of macrophages or dendritic cells 
to a pathogen or microbial product can result in the release of 
cytokines and inflammatory mediators that may stimulate (+) 
or suppress (−) NK cell activation. Activated NK cells produce 
cytokines that can then activate macrophages for intracellular 
killing. It must be recognized that this diagram is oversimplified 
and that these cytokines, most notably interferon (IFN)-α/β, inter-
leukin (IL)-10, transforming growth factor (TGF)-β, and IL-12, may 
be produced by other types of cells, such as epithelial cells or 
enterocytes. NO, Nitric oxide; PGE2, prostaglandin E2; RNI, reac-
tive nitrogen intermediates; ROI, reactive oxygen intermediates; 
TNF-α, tumor necrosis factor-α.

• Parasite components stimulate multiple innate recognition pathways
to induce tumor necrosis factor (TNF) and lymphotoxin (LT), interferon 
type-I, and interleukin (IL)-1 production.

• TNF/LT induce vascular leakage and endothelial cell activation, with
expression of adhesion molecules, platelet activation, leukocyte and
parasite adhesion, and coagulation.

• Inflammatory cytokines amplify severe anemia caused by loss of
infected red blood cells (RBCs) by inducing dyserythropoiesis and
phagocytosis of uninfected RBCs, which can be coated with parasite
antigens.

• Lethal outcomes for the fetus of infected women during pregnancy
are caused by the local inflammation and vascular congestion induced 
by placenta-binding parasites.

KEY CONCEPTS
Immunopathogenesis of Severe Plasmodium 
falciparum Malaria

Innate Immunity
While sporozoites rapidly transit from the skin to the liver, 
some remaining in hair follicles stimulate an immune response, 
including antibodies that can prevent re-infection. Comple-
ment can drive lysis of sporozoites and merozoites; however, 
C5 and C3 are also essential for pathogenesis of severe malaria 
in mice. Early production of IFN-γ by NK cells is associated 
with better outcomes of infection. γδ T cells are also activated 
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early in infection by phosphorylated lipid antigens correlating 
with immunity and protective vaccination. There appear to 
be innate specificities for both T cells and antibodies in naïve 
individuals that can recognize infection with Plasmodium spp. 
Macrophages stimulated by TNF and IFN-γ are important for 
parasite phagocytosis and killing. Animal studies have shown 
that phagocyte activation can limit initial growth of blood-stage 
parasite if strong enough, but this is regulated by the level of 
IFN-I triggered by each parasite strain. Antigen presentation by 
DCs can induce a strong adaptive immune response. These cells 
are replaced by inflammatory monocytes, which stimulate a less 
inflammatory response during prolonged infection, allowing 
the formation of germinal centers and parasite clearance.7,8

Adaptive Immunity
Immunity to Plasmodium spp. infection is acquired slowly. In 
areas of intense perennial P. falciparum transmission, the den-
sity of parasitemia and the incidence of severe malaria are high-
est in early childhood years, with severe disease declining after 
1 to 2 infections. Disease immunity is likely to be due to sub-
sequent production of a less pathogenic pattern of cytokines, 
though resistance to fever develops more slowly. Immunity to 
parasite growth is gained with exposure to multiple variants and 
development of strain-specific antibody. Therefore, most highly 
exposed adults are immune. However, in pregnant women, 
despite systemic immunity, the placenta can bind infected 
RBCs, causing mortality and morbidity in fetus and mother 
respectively.8

Adaptive immunity to the liver stage can be mediated by 
parasite-specific CD8 T cells via IFN-γ-induced NO-dependent 
killing of intra-hepatocytic parasites. While T-cell immunity to 
liver stage antigens is not high in exposed adults, CD8 T cells 
specific for pre-erythrocytic antigens can be protective. Atten-
uated sporozoite vaccines are in vaccine trials and are widely 
used in human challenge studies. One caveat is that since one 
escaped sporozoite can lead to malaria, anti-sporozoite vaccine 
induced protection would require very high antibody titers to 
quickly block invasion, or exceedingly high numbers of cyto-
toxic T cells to kill infected hepatocytes.10

Both humoral and cellular immunity is required against the 
erythrocytic stage of infection. Adoptive transfer of human 
immune serum is protective for naïve individuals. Antibodies 
directed against merozoite surface proteins can inhibit inva-
sion by neutralization. The cytophilic isotype antibodies immu-
noglobulin G1 (IgG1) and IgG3 also play a significant role 
in naturally acquired immunity by opsonizing infected cells 
for phagocytosis in the spleen. However, an influx of blood-
borne antigen induces a low-affinity IgM plasmablast response. 
Although there is an increase in atypical B cells, memory B 
cells and long-lived plasma cells are generated, leading to some 
strain-specific humoral immunity.11 Parasite-antigen-specific B 
cells and CD4 T cells are required to generate germinal centers 
to make high-affinity antibody, to keep up with variant antigen 
switching, for complete clearance of parasites. CD4 T cells help 
B cells through a cognate interaction, and the production of 
IL-21 by T cells is crucial for isotype switching in Plasmodium 
infection. IFN-γ produced by CD4 and CD8 T cells, NK cells, 
and γδ T cells promotes phagocytosis of parasites, in synergy 
with TNF, IL-1, and opsonins. Although the response is char-
acterized as Th1 due to the predominance of IFN-γ, and a little 
IL-4, the responding CD4 T cells express multiple cytokines. In 
addition to their role in helping B cells make antibody via IL-21, 

CD4 T cells are implicated in protection from severe pathol-
ogy. CD4 T cells regulate the intense inflammatory response 
through production of antiinflammatory cytokines IL-10 and 
TGF-β, which is promoted by IL-27.8

Evasion of Host Immunity
Sporozoites and merozoites evade circulating antibody by rap-
idly entering hepatocytes or RBCs, respectively. Mature RBCs 
do not express MHC molecules on their surface and so avoid 
recognition by T cells. The few parasite proteins expressed on 
the erythrocyte surface either have hidden immunostimulatory 
epitopes or exist in multiple allelic forms that switch rapidly 
avoiding recognition by the adaptive immune system.12 It is not 
yet clear if complement has a net protective effect, as infected 
RBCs express complement inhibitory receptors. Parasites also 
express a chemokine homologue and bind complement recep-
tor 1, which leads to clumping of erythrocytes, a phenomenon 
called rosetting that probably helps parasite invasion, but also 
drives pathology.

TOXOPLASMA GONDII

Pathogenesis
Transmission occurs via the ingestion of oocysts, which are 
shed in the feces of felines or via tissue cysts present in under-
cooked meat. Following the oral ingestion of cysts, phagocytes 
recruited to the gut lumen facilitate transepithelial migration 
into the lamina propria. These phagocytes have been termed 
“Trojan horses,” as they carry the parasite to new, unsuspecting 
host cells. Host-cell invasion starts with loose attachment facili-
tated by laminin. As in Plasmodium, intracellular tachyzoites 
replicate within a parasitophorous vacuole (PV) and ultimately 
leave the cell by using an active egress pathway. The released 
tachyzoites can disseminate to invade virtually any nucleated 
cell type, but mononuclear phagocytes are the preferred host 
cells. Under pressure from the host immune response, tachyzo-
ite replication is controlled and tissue cysts, containing slowly 
replicating bradyzoites, are formed. The tissue cysts persist as 
a chronic latent infection as long as the host immune function 
is intact. If the latently infected person is immunosuppressed, 
reactivation occurs, and tachyzoites are released to infect more 
cells. Because tissue cysts are found in large numbers in the 
brain, reactivation of latent infection in the immunocompro-
mised host most commonly manifests as encephalitis.

Innate Immunity
Similar to immunity to Plasmodium and Leishmania, type 1  
immunity contributes to the control of the early stages of  
T. gondii infection.1 Therefore, IL-12 is essential to host resis-
tance. CD8 DCs are the primary producers of IL-12, through 
a MyD88-dependent mechanism. The parasite is recognized by 
TLR2 and TLR11 (in mice), and activation of CCR5, as well as 
intracellular STING.13 IL-12-dependent activation of NK cells 
leads to their conversion into ILC1, which along with γδ T cells 
and neutrophils produce IFN-γ, which, in turn, activates mac-
rophages to limit parasite replication.14 In mice, the induction 
of immunity-related GTPases (IRG), which damage the PV 
membrane and kill T. gondii within the cytosol, is the primary 
macrophage effector mechanism. However, humans lack the 
IRG family and TLR11, and the mechanism(s) of macrophage 
activation in humans is unclear. Recognition by human CD16+ 
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phagocytosis); they evade immunity and transform to amasti-
gotes to replicate within the hostile acidic environment of the 
phagolysosome. A significant part of the pathogenesis following  
T. cruzi infection is its dissemination through the bloodstream 
to many tissues. The cytotoxic activity of CD8 T cells may  
promote cutaneous inflammation and lesion pathology.16

Innate Immunity
Much of what we know of immunity in leishmaniasis comes 
from studies of inbred mouse strains (B6 and BALB), which 
demonstrate genetically divergent innate and adaptive immune 
responses differentially shaping the outcome of infection. These 
studies also form the basis for much of what we know about the 
Th1/Th2 paradigm and cytokine-producing memory T cells  
in vivo. The innate immune response to Leishmania is mediated 
by complement, NK cells, cytokines, and phagocytes.17 As in 
Plasmodium and Toxoplasma, IL-12 from DCs promotes crucial 
early IFN-γ production. Chemokines (IP-10, MCP-1, and XCL1), 
as well as interaction between LPG and TLR, can also promote 
early NK-cell activation, which can be cytolytic for Leishmania-
infected macrophages. However, NK cell–derived IFN-γ plays a 
more prominent role in host defense by activating macrophages 
to kill the intracellular parasites through the generation of reac-
tive oxygen intermediates (ROIs) or reactive nitrogen intermedi-
ates (RNIs). The generation of RNI by activated macrophages is 
the primary mechanism of parasite killing in the murine model. 
In human macrophages, inhibition of nitric oxide synthase 2 
(NOS2) can impair killing of intracellular Leishmania. Parasite-
induced, MyD88-dependent signaling through TLR2, TLR3, and 
TLR4, as well as type I IFN contribute to macrophage activation 
and NO production. Activated neutrophils can kill parasites 
through oxidative mechanisms, but their role in vivo depends on 
the timing of their recruitment and their interaction with other 
immune cells. Infiltrating neutrophils promote sand fly–trans-
mitted infection through modulation of macrophage function 
following engulfment of apoptotic parasitized neutrophils.17

Adaptive Immunity
Within an endemic area there is acquisition of immunity in the 
population over time, and one infection (primary, subclinical, 
or healed) appears to be sufficient to induce immunity. Follow-
ing primary infection, parasites persist for the life of the host 
and this persistence appears to be important for maintaining 
long-term immunity. Experimental models demonstrate that 
cellular immune mechanisms mediate adaptive resistance to 
Leishmania infection, and human studies have confirmed this. 
Because of the intracellular location of the parasite in the mam-
malian host, antileishmanial antibodies, which are produced 
at a low level in localized cutaneous leishmaniasis (LCL), and 
at a very high level in visceral leishmaniasis (VL), play no role 
in protection. The general mechanisms of cellular immunity in 
leishmaniasis are summarized in Fig. 29.2. Following infection 
in the skin, migratory dermal DCs phagocytose Leishmania and 
presumably transport the intracellular parasite to the regional 
lymph node, where they induce a T-cell response. Adaptive 
immunity is primarily mediated by parasite and IL-12-induced 
production of IFN-γ by CD4 T cells (Th1). CD4 T cells are abso-
lutely required, but immunity to cutaneous disease is also medi-
ated by CD8 T cells via production of IFN-γ.16 Both CD4 and 
CD8 T cells are required for an effective defense against murine 
visceral L. donovani infection, but the precise role of CD8 T cells 
is unclear.

monocytes and type 1 DCs is different from that in mice, as it 
comes after phagocytosis, suggesting a cytoplasmic sensor. The 
generation of reactive nitrogen and oxygen intermediates as 
well as degradation of tryptophan have all been implicated in 
the control of T. gondii in human macrophages.

Adaptive Immunity
Although serum antibodies can be used in the diagnosis of  
T. gondii infection, the systemic antibody response does not play 
a role in adaptive immunity. Mucosal IgA, however, does provide 
resistance to oral infection with T. gondii cysts. CD4 and CD8 
T cells are highly activated during infection and are essential for 
adaptive immunity to prevent cyst reactivation during chronic 
latent infection. As such, patients with defects in T cell–mediated 
immune responses (e.g., patients with AIDS) are at risk for reacti-
vation of latent infection. IL-12 also drives differentiation of Th1 
cells and terminally differentiated effector CD8 T cells (Killer cell 
lectin-like receptor G1 positive [KLRG1+]) in the response to T. 
gondii infection, and T-cell derived IFN-γ is required for protec-
tion. Parasite-specific cytolytic T cells have been demonstrated; 
however, CD8 T cells mediate protection primarily through the 
generation of IFN-γ. As in Plasmodium immunity, antiinflam-
matory molecules, particularly IL-10 and IL-27 made by Th1 
cells, play an important role in modulating the adaptive immune 
response and restricting host tissue damage.15

Evasion of Host Immunity
T. gondii escapes early macrophage killing in a number of 
ways.15 Virulent parasites are protected by the PV, which does 
not fuse with host cell lysosomes, or become acidified to kill 
the parasite. The infected macrophage is also a suboptimal tar-
get for T cell–induced immunity because of reduced expression 
of MHC class II and costimulatory molecules. Infection also 
induces the production of counterregulatory molecules, such 
as IL-10, TGF-β, IFN-I, and lipoxin A4, which both downregu-
late a potentially pathological host inflammatory response and 
inhibit macrophage antimicrobial activity. In addition, T. gondii  
interferes with normal macrophage signaling. For example, 
infection inhibits DNA binding of signal transducer and acti-
vator of transcription 1 (STAT1) and nuclear factor kappa B 
(NF-κB) activation and promotes antiinflammatory pathways 
downstream of the suppressor of cytokine synthesis proteins. 
The parasite also has several virulence proteins, including ROP5 
and ROP16, which bind to the PV and reduce accumulation of 
the IRGs. ROP proteins also activate host STAT3 and STAT6, 
driving an M2 macrophage phenotype that is permissive to 
infection. The parasite also suppresses pDC activation through 
an ROP16 kinase-dependent mechanism.15

LEISHMANIA SPP.

Pathogenesis
The female phlebotomine sand fly becomes infected by ingest-
ing Leishmania amastigotes during a blood meal. In the sand 
fly midgut, the amastigotes differentiate intracellularly into 
infectious extracellular metacyclic promastigotes that infect the 
vertebrate host during the next blood meal. Immunomodula-
tory factors present in sand fly saliva also enhance the infec-
tivity of the parasite. Once injected into skin, promastigotes 
are phagocytosed by neutrophils, DCs, and macrophages 
(through complement–complement receptor–mediated coiling 
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The generation and maintenance of the protective Th1 
response is critically dependent on CD40- CD40L-mediated 
IL-12 production by DCs. TNF also contributes to protective 
immunity by synergizing with IFN-γ to activate macrophages. 
Peripheral blood mononuclear cells (PBMCs) isolated from 
patients with LCL demonstrate a Th1 response to Leishmania 
antigens, and in the cutaneous lesion there is an exuberant Th1 
and granulomatous response that mediates parasite killing and 
localized tissue damage, which usually leads to a scar. Patients 
with mucosal leishmaniasis (ML) exhibit vigorous cellular 
immune responses characterized by high levels of TNF and 
Th1 and Th17 cytokines contributing to the prominent tissue 
destruction of ML. Patients with diffuse cutaneous leishmani-
asis resemble the progressive infection caused by L. major in 
BALB/c mice in that there are minimal or absent Leishmania-
specific lymphoproliferative responses, and predominant Th2 
cytokine expression. During active VL in humans, there is a 
marked depression of Leishmania-specific lymphoprolifera-
tive and IFN-γ responses, contraction of circulating memory 

T cells, and an absence of delayed-type hypersensitivity (DTH) 
response to parasite antigens.

Several subpopulations of memory CD4 T cells mediate 
immunity from cutaneous leishmaniasis. Effector memory 
cells, which are generated under conditions of antigen per-
sistence, rapidly respond to secondary infection by migrating 
to the infected tissue and generating effector cytokines. Tis-
sue resident memory cells (Trm) also recruit other T cells to 
the site and contribute to efficient secondary anti-Leishmania 
immunity. Central memory T cells (Tcm) circulate throughout 
the lymphatic system and upon secondary challenge have a 
delayed response as they proliferate, and then migrate to the 
site of infection.18

Several adaptive immune mechanisms can also promote 
parasite replication and disease.19 The progression of murine  
L. major infection has been correlated with the expansion of 
Th2 cells and the production of IL-4, IL-5, and IL-10. In suscep-
tible mice, IL-4 production within the first day of infection was 
shown to downregulate IL-12 receptor β-chain expression and 
drive the response to a Th2 phenotype. However, other mouse 
strains appear to be able to overcome an early IL-4 response 
and develop a resistant phenotype, and susceptibility to some 
L. major strains is not strictly mediated by IL-4 (IL-13 and/or 
IL-10 may have a prominent role). The macrophage production 
of immune suppressive molecules, such as TGF-β or prostaglan-
din E2 (PGE2), may also contribute to susceptibility. The induc-
tion of T regulatory cells (Treg) in a PI3K-dependent way can 
also contribute to susceptibility by limiting the effectiveness of 
IFN-γ on infected macrophages.2

Evasion of Host Immunity
The Leishmania parasite has numerous ways in which it adapts 
to and survives within the vertebrate host.20 In skin, the promas-
tigotes may be phagocytosed by neutrophils and macrophages, 
which, unlike DCs, do not actively participate in T-cell priming. 
Furthermore, the clearance of apoptotic neutrophils is likely to 
make macrophages more permissive to infection. The expres-
sion of Leishmania surface protease GP63 and lipophospho-
glycan (LPG) prevent the fusion of phagosome and lysosome, 
thereby enabling the parasite to replicate in phagocytes. They 
also confer complement resistance and facilitate the entry of 
complement-opsonized parasites into the macrophage without 
triggering a respiratory burst.

Leishmania-infected macrophages have diminished capacity 
to initiate and respond to a T-cell response, and the impaired 
antimicrobial effector activity provides a safe haven for the 
intracellular parasite.20 Infected macrophages have decreased 
synthesis of IL-1 and IL-12, and blunted IFN-γ-mediated acti-
vation through the disruption of signal transduction pathways. 
Conversely, there is increased synthesis of the immunosuppres-
sive molecules IL-10, TGF-β, and PGE2. Parasite factors and 
IL-4/IL-13 enhance expression of arginase by infected mac-
rophages. Both host and parasite arginase promote infection 
and pathogenesis through depletion of L-arginine, enhanced 
production of polyamines, and reduced NO production.2 IL-10 
produced by CD4+CD25+ Treg has an essential role in parasite 
persistence. Successful treatment of active disease restores an 
antigen-specific Th1 response.19 Metastasizing parasites that 
cause mucosal disease also harbor Leishmania RNA virus, 
which subverts the host immune response and promotes par-
asite persistence through activation of TLR3 and the NLRP3 
inflammasome.21
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FIG. 29.2 Immunity in Leishmaniasis. Exposure of dendritic 
cells to parasites or parasite antigens leads to the release of 
interleukin (IL)-12, which induces natural killer (NK) cells to 
produce interferon (IFN)-γ and drives the adaptive immune 
response toward a protective T-helper 1 (Th1) phenotype. IL-12 
production by dendritic cells and IFN-γ production by NK and 
Th1 cells negatively regulates the Th2 response. IFN-γ activates 
macrophages to kill the intracellular pathogen. In genetically sus-
ceptible individuals, a counterregulatory Th2 cytokine response 
can suppress the Th1 response and impair classic macrophage 
activation, leading to parasite replication and uncontrolled infec-
tion. Counterprotective macrophage-derived cytokines can also 
inhibit the Th1 response, stimulate the Th2 response, and impair 
classical activation through an autocrine loop. Activating stimuli 
are shown by solid arrows, and deactivating stimuli are shown 
by dashed arrows. DCs, Dendritic cells; RNI, reactive nitrogen 
intermediates; PGE2, prostaglandin E2; ROI, reactive oxygen 
intermediates; TGF, transforming growth factor.
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TRYPANOSOMA CRUZI

Pathogenesis
T. cruzi is transmitted to the mammalian host when the infec-
tious metacyclic trypomastigote, which is deposited on skin in 
the feces of the reduviid insect vector while it takes a blood meal, 
is scratched into the wound or transferred to a mucous mem-
brane (e.g., the eyes). The trypomastigotes can infect almost 
any cell type and replicate as amastigotes in the cytoplasm. 
Eventually, the amastigotes transform back into trypomasti-
gotes and rupture the cell to enter the bloodstream, from where 
they invade other cells or are picked up by another insect vec-
tor. Muscle and glial cells are the most frequently infected cells, 
and acute myocarditis or meningoencephalitis can develop. In 
most cases, however, primary infection occurs without clinical 
symptoms (70% to 90%), and the infected individual may enter 
an indeterminate phase of asymptomatic seropositivity. Chroni-
cally infected individuals can develop symptomatic Chagas dis-
ease, usually involving the heart or the gastrointestinal (GI) 
tract. Pathologically, there are few parasites observed in cardiac 
tissue, but an intense chronic inflammatory infiltrate with fibro-
sis and loss of muscle fibers is evident. In the digestive tract, 
there is lymphohistiocytic infiltration of the myenteric plexuses, 
with reduction in the number of ganglion cells.

The tissue damage of acute T. cruzi infection is the result of 
a direct effect of the parasite and an indirect effect of the acute 
inflammatory and oxidative response. In chronic infection, the 
balance between immune-mediated parasite containment and 
inflammation-driven oxidative damage determines the course 
of disease. Whether tissue damage is caused directly by parasites 
or indirectly through parasite-driven inflammatory or autoim-
mune mechanisms, parasite persistence is a significant driver of 
disease (Table 29.2).22 Autoimmunity could arise from molecu-
lar mimicry of self by parasite antigens or by the release of self 
molecules from damaged or dying host cells within the environ-
ment of an activated immune response.

Innate Immunity
As in the intracellular parasite immune reactions above, the 
early innate immune response to T. cruzi infection is mediated 
by NK cells, DCs, and macrophages.23 Macrophages and DCs 

exposed to T. cruzi trypomastigote antigens produce IL-12 and 
TNF through a MyD88-dependent mechanism. A number of 
trypomastigote antigens, including free GPI anchors, glycoino-
sitol phospholipids (GIPLs), GPI-linked glycoproteins, and 
GPI-mucins activate the innate immune response, through 
TLR2 and possibly TLR4. Immune activation through the Toll/
IL1R domain-containing adapter protein–inducing IFN-β 
(TRIF), another protein involved in TLR2 signaling, promotes 
resistance through IFN-β and of IFN-β-inducible genes, such as 
the p47 guanosine triphosphatases (GTPase) IRG47. CpG DNA 
motifs in the T. cruzi genome also activate TLR9 and nucleo-
tide-binding oligomerization domain (NOD)–like receptors are 
also activated intracellularly.23 NK cell IFN-γ synergizes with 
TNF to activate macrophages to control parasite replication. 
The generation of NO is the primary trypanocidal mechanism 
in murine macrophages.

Adaptive Immunity
The innate immune response, through production of IL-12, 
type I IFNs, and other proinflammatory mediators, is criti-
cally linked to the generation of an effective adaptive immune 
response. Antibodies contribute to immunity within the blood-
stream through opsonization, complement activation, and anti-
body-dependent cellular cytotoxicity. Several lines of evidence 
establish the importance of CD4 and CD8 T cells in adaptive 
immunity to T. cruzi infection. CD8 T cells specific to T. cruzi–
infected cells confer protection when passively transferred to 
naïve mice. IFN-γ and TNF production by parasite-specific 
CD8 T cells is more important than cytolytic activity in the con-
trol of infection. CD4 T cells, followed by CD8s, are the pre-
dominant infiltrating cells in cardiac tissue.24

T. cruzi infection leads to a regulated Th1 cytokine response 
as described for Plasmodium and Toxoplasma. While IL-12/
STAT4-dependent IFN-γ production is critically important to 
protection, the regulatory cytokines IL-10 and TGF-β can pro-
mote parasite replication by inhibiting macrophage activity, and 
also play a critical role in minimizing inflammation-mediated 
tissue pathology by regulating Th1 and TNF responses. Poly-
morphisms in the IL-10 gene that lead to reduced IL-10 produc-
tion are associated with increased severity of cardiomyopathy 
in patients with Chagas disease. In addition to these regulatory 

TABLE 29.2 Evidence for Autoimmune and Parasite-Induced Inflammatory Mechanisms in 
Chronic Chagas Disease

Evidence for Autoimmune-Mediated Disease Evidence for Parasite-Induced Inflammatory Disease

Inflammatory disease presents in tissues with few or no parasites on routine 
histopathology studies

Sensitive parasite detection techniques (polymerase chain reaction [PCR], 
immunohistochemistry) correlate with the presence of parasites (or 
parasite material) and severity of inflammatory disease

Peculiar pattern of organ involvement (heart and gastrointestinal tract) in 
patients with chronic disease

Organs free of parasites (by sensitive parasite detection techniques) are 
also free of disease

Long delay in the onset of chronic disease following infection; only a minority 
of infected persons develops disease

Absence of effective cellular immune response (in mice or humans) 
almost invariably exacerbates rather than reduces the parasite burden 
and disease

Wide variability in the expression of disease among infected people In chronically infected mice, the destruction of a transplanted heart is 
dependent on parasite infiltrating the transplanted tissue

Self-reactive antibodies and T cells demonstrable in infected people and in 
experimental animals. Level of antibodies to the ribosomal P protein (R13 
peptide) and cardiac myosin (B13 antigen) correlate with cardiac disease

Degree of disease in hearts transplanted into chronically infected mice 
correlates with level of parasite burden in transplanted tissue

Transient or limited disease reported in experimental models following 
lymphocyte transfer

Reduction of parasite burden by chemotherapy usually leads to decreased 
tissue inflammation and disease
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cytokines, the secretion of prostaglandins and the expansion of 
a myeloid suppressor cell population serve to control the inten-
sity of the immune response.

Evasion of Host Immunity
Trypanosomal clonal variation and host genetic polymorphisms 
both contribute to tissue tropism, parasite persistence, and  
disease severity. T. cruzi bloodstream trypomastigotes resist 
complement lysis via a complement regulatory protein (GP-160).  
This parasite protein is functionally similar to mammalian 
decay-accelerating factor in that it inhibits C3 convertase for-
mation and activation of the alternate complement pathway.  
T. cruzi invades host cells, in particular cardiomyocytes, by sub-
verting a host plasma membrane repair pathway that promotes 
parasite persistence and tissue tropism. The rapid escape of the 
parasite from the phagosome into the cytoplasm through the 
action of acid-activated porins enables the organism to avoid 
phagolysosomal enzymatic destruction.

The establishment of chronic infection by T. cruzi is favored 
by a generalized depression of T-cell responses. A number of 
different mechanisms may contribute to this, including low 
IL-2 production or IL-2 receptor expression; downregulation 
of components of the T cell–receptor complex; T-cell receptor 
dysfunction; apoptosis of T cells; defects in the processing and 
presenting of antigens in the MHC class II (but not the class I) 
pathway; T-cell or macrophage suppressor activity; and PGE2 
production. Within the foci of myocarditis, apoptosis of both 
parasites and host cells occurs. The phagocytosis of these apop-
totic cells by macrophages leads to their acquisition of an M2 
phenotype, which enables parasite replication and persistence.

ENTAMOEBA HISTOLYTICA

Pathogenesis
E. histolytica causes asymptomatic intestinal colonization, acute 
diarrhea, dysentery, colitis, liver abscess, and, rarely, dissemi-
nated disease. Transmission of E. histolytica is through inges-
tion of cysts in fecal-contaminated food or water. When the 
cysts reach the intestine, trophozoites are released and migrate 
to the colon, where they adhere to the outer mucus layer cov-
ering the epithelium. In asymptomatic infections, trophozoites 
are confined to the outer mucus layer and survive by feeding 
on commensal bacteria and sugars from mucus. While mecha-
nisms of invasive disease are unclear, E. histolytica is dependent 
on commensal bacteria for survival, but the composition of the 
microbiome (commensal bacteria, archaea, viruses, and eukary-
otes) also contributes to driving disease pathology.25 Risk factors 
for symptomatic disease, including the host’s nutritional status, 
genetics, age, and sex, can alter the composition of the intesti-
nal microbiome. When the microbiome is altered, trophozoites 
degrade the colonic mucus layers through secretion of proteases 
and glycosidases, allowing them to adhere directly to colonic 
epithelial cells by a galactose/N-acetylgalactosamine-inhibitable 
lectin (Gal/GalNAc). Exposure to the parasite induces epithe-
lial cell lysis via contact-dependent mechanisms or through the 
release of lytic factors. Following epithelial damage, the parasite 
penetrates the mucosa and degrades connective tissue by releas-
ing cysteine proteases, resulting in ulceration of the mucosa and 
submucosa (Fig. 29.3). E. histolytica is also capable of lysing a 
variety of other host cell types, including neutrophils, which 
release enzymes that further damage the tissue. Inflammation 

is a hallmark of invasive disease and characterized by the secre-
tion of proinflammatory cytokines IL-8 and TNF and infiltra-
tion of immune cells. Amebic liver abscesses develop when 
trophozoites erode through the intestinal submucosa, enter the 
portal circulation, and disseminate to the liver.26

Innate Immunity
Through adherence and secretion of immunomodulatory pro-
teins, trophozoites stimulate intestinal epithelial cells to release 
a variety of proinflammatory mediators, including IL-1α, IL-1β, 
IL 6, IL-8, and TNF that trigger the recruitment of neutrophils 
and macrophages to the site of invasion. Following activation by 
IFN-γ and TNF, neutrophils and macrophages become amebi-
cidal through the release of reactive oxygen species and produc-
tion of nitric oxide, respectively. Critical for controlling amebic 
liver abscesses, invariant natural killer T cells (iNKT) are specif-
ically stimulated by amebic lipopeptidephosphoglycan (LPPG) 
to release IFN-γ. Production of IFN-γ reduces parasite burden 
and controls abscess formation.26

Adaptive Immunity
Secretory IgA responses against E. histolytica have been well 
characterized and shown to correlate with protection against 
infection and disease. For this reason, vaccines designed to 
generate IgA antibodies against the Gal/Gal/NAc lectin have 
been highly efficacious in preventing experimental E. histolytica 
infection in mice and baboons. However, the role of anti-lectin 
IgG is unclear, and protection may be subclass-dependent.27 
Cell-mediated immunity is also critical for host defense against 
E. histolytica. IFN-γ–producing CD4 T cells provide protection 
through their ability to activate macrophages and neutrophils to 
the parasite. CD8 T cells mediate protection through the secre-
tion of IL-17, a key player in the secretion of mucin and antimi-
crobial peptides, recruitment of neutrophils, and IgA transport 
across the epithelial barrier. In chronic infection, E. histolytica 
promotes the development of Tregs that suppress the prolifera-
tion of responder T cells by releasing IL-10, TGF-β, and IL-35.26 
Impairment of cell-mediated immunity results in parasite dis-
semination. Indeed, patients with human immunodeficiency 
virus infection and coinfected with E. histolytica have high rates 
of invasive amebiasis, liver abscesses, and seroconversion.27

Evasion of Host Immunity
E. histolytica utilizes a number of strategies to circumvent the 
immune defenses of the host. It resists complement-mediated 
lysis during hematogenous spread by proteolytic degradation 
of C3a and C3b. In addition, the Gal/GalNAc lectin binds to 
C8 and C9, preventing assembly of the C5b-9 membrane attack 
complex. The cytolytic capability of E. histolytica affords pro-
tection from neutrophils, macrophages, and eosinophils, unless 
these cells are activated. Cytolysis by E. histolytica can occur via 
necrosis and apoptosis. Trophozoites also inhibit the macro-
phage respiratory burst and the production of IL-1 and TNF. 
A protective antibody response is subverted by the degradation 
of IgA and IgG by amebic cysteine proteases and by capping, 
ingesting, or shedding ameba-specific antibodies. Amebic pro-
teases can also cleave the Fc region so that interaction with host 
cell-surface receptors is avoided. The suppression of host mac-
rophage NO production by an array of trophozoite secretory 
products, including parasite-derived PGE2, is a major factor in 
the persistence of amebic liver abscesses. E. histolytica expresses 
a homolog of the proinflammatory cytokine macrophage 
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migration inhibitory factor (MIF) and also monocyte locomo-
tion inhibition factor (MLIF), which respectively promote gut 
inflammation and tissue invasion and phagocytic respiratory 
burst and other monocyte functions.

GIARDIA DUODENALIS

Pathogenesis
G. duodenalis (syn. Giardia lamblia, Giardia intestinalis) is a 
complex of eight genetic assemblages (designated A to H), two 
of which are infectious to humans and a variety of other mam-
malian hosts (assemblages A and B). The severity of giardiasis 
ranges from asymptomatic carriage to chronic watery diarrhea, 
epigastric pain, nausea, vomiting, and weight loss, depend-
ing on host factors and the virulence of the Giardia strain. 
Recent studies suggest even with treatment the parasite can 
elicit intestinal complications that persist for years.28 Younger 
age, malnutrition, and immunodeficiency increase the risk of 
severe disease. Infection is initiated following the ingestion of 
food or water contaminated with G. duodenalis cysts. Exposure 
to stomach acids induces the excystation process that releases 
two trophozoites into the lumen of the proximal small intes-
tine. Colonization occurs when the parasite attaches to the 
intestinal epithelium and begins to reproduce by binary fission. 

Trophozoites remain within the lumen and do not invade the 
epithelial barrier. Parasite migration into the lower intestine 
triggers encystation, allowing the organism to survive when 
excreted into the environment.

The G. duodenalis trophozoite initiates adherence to the 
intestinal epithelium via a surface mannose-binding lectin 
(MBL). Histopathological changes in symptomatic giardiasis 
range from a normal appearance to increased crypt-villous 
ratios, epithelial damage, and chronic inflammatory infiltrate in 
the lamina propria (see Fig. 29.3). The factors responsible for 
the structural changes in the small bowel may include injury 
from adherence, parasite-induced apoptosis of epithelial cells, 
and the release of cytotoxins, including proteases. Additional 
epithelial damage may be mediated by the host cellular immune 
response and changes in the composition of commensal micro-
biota. Diarrhea arises from epithelial barrier dysfunction, 
reduction in microvillous surface area, chloride hypersecretion, 
and glucose and sodium malabsorption.29

Innate Immunity
As G. duodenalis does not invade the intestinal epithelium, 
host defense and immune factors present within the lumen are 
essential for preventing and controlling tissue infection. Anti-
microbial peptides made by Paneth cells, including cryptdins, 
neutrophil defensin, cathelicidin, and lactoferrin effectively 

Pathogen Intestinal responseInnate immune response

Complement

Macrophage

Neutrophil

Eosinophil

NK cell

Enterocyte
(Cryptosporidium)

Inflammatory
mediators

Villous atrophy and
crypt hyperplasia

Epithelial
damage

Erosions and
ulcerations

IL-6, IL-8, IL-1
GM-CSF, GPI,
prostaglandins

ROI, RNI

Proteases

Trophozoite

Trophozoite

Sporozoite

Cytokines

B- and T-lymphocyte activation Secretion
Malabsorption

ExudationAcquired immune response

Host protection

Giardia

Cryptosporidium

Entamoeba

Diarrhea
FIG. 29.3 Immunopathogenesis of Intestinal Protozoal Pathogens. After adherence (Giardia and Entamoeba) or epithelial inva-
sion (Entamoeba and Cryptosporidium), there is release of various inflammatory mediators from macrophages and neutrophils. This 
causes the activation of resident phagocytes and recruitment of phagocytes into the lamina propria. Enterocyte death can be due 
to direct action of the parasites or to immune-mediated damage from complement, cytotoxic lymphocytes, proteases, and reactive 
oxygen and nitrogen intermediates (ROI and RNI, respectively). The inflammatory mediators also act on enterocytes and the enteric 
nervous system, inducing the secretion of water and chloride. In response to enterocyte damage, under the influence of activated T 
lymphocytes, the crypts undergo hyperplasia, and the villi become shorter (villous atrophy). The immature hyperplastic cells have poor 
absorptive ability but retain secretory ability. Damage to the epithelium can cause leakage (exudation) from lymphatics and capillaries. 
Similar mechanisms are probably responsible for the diarrhea that occurs in infection with Cyclospora and Isospora. Isospora is unique 
in causing an eosinophilic infiltrate. GM-CSF, Granulocyte macrophage–colony-stimulating factor; GROα, growth-related oncogene 
alpha; IL, interleukin; NK, natural killer.
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kill G. duodenalis trophozoites in vitro. NO, produced by both 
epithelial cells and macrophages, inhibits trophozoite division; 
however, the parasite can circumvent this defense by competing 
with host cells for arginine uptake. Mast cells have a significant 
role in protecting against the parasite. Mice deficient in mast 
cells fail to clear G. duodenalis infection, in part because they are 
unable to mount parasite-specific IgA. Mast cells also contrib-
ute to B-cell survival, activation, and differentiation into plasma 
cells, and together with NO induce peristalsis. Increased intesti-
nal motility contributes to G. duodenalis clearance, by impairing 
the ability of the parasite to attach to the epithelium and resist 
the luminal bulk flow.29

Adaptive Immunity
Several lines of evidence suggest the importance of the humoral 
immune response in the control of giardiasis. Infection with 
Giardia results in the production of anti-Giardia antibod-
ies in the serum and mucosal secretions. Patients with severe 
B-cell defects or selective IgA deficiency have an increased risk 
of developing chronic infections. Mouse studies showed key 
functions of secretory IgA and the polymeric immunoglobu-
lin receptor, which transports IgA into the intestinal lumen, in 
controlling parasite burden.29 A reduction or absence of CD4 
T cells can also lead to chronic infection. IFN-γ- and IL-17A- 
producing CD4 T cells developed following infection30 contrib-
ute to parasite clearance. IL-17A is likely involved in modulating 
transport of IgA into the intestinal lumen. Epidemiological studies 
indicate that partial immunity is acquired from Giardia infec-
tion, which leads to reduced risk and severity of subsequent 
infections.

Evasion of Host Immunity
Giardia evades the host humoral immune response with sur-
face antigenic variation using a group of variant-specific surface 
proteins (VSPs). VSP switching occurs when intestinal anti-VSP 
IgA responses are first detected. G. duodenalis also produces 
cysteine proteases that degrade immunoglobulins, inflamma-
tory mediators, and host defensins.28 Although Giardia activates 
DCs for antigen presentation, it also inhibits IL-12 production, 
in part by enhancing IL-10 release; the net result is the dampen-
ing of a local antiparasitic inflammatory response. The tropho-
zoite also releases arginine deiminase, which degrades arginine, 
making it less available for host NO production.29

CRYPTOSPORIDIUM SPP.
In humans, there are four intestinal coccidians that are intra-
cellular parasites of enterocytes: Isospora belli, Cyclospora cay-
etanensis, and two species of Cryptosporidium, C. parvum and  
C. hominis. Of the four coccidians, Cryptosporidium has the 
greatest epidemiological significance: in 1993, an outbreak 
involving 403,000 persons occurred in Milwaukee, in the United 
States. Because of their similarity, only the immunology of cryp-
tosporidiosis will be discussed.

Pathogenesis
Cryptosporidium typically causes self-limited (but often pro-
longed) diarrhea in the immunocompetent host. However, in 
the immunocompromised host Cryptosporidium can cause 
severe diarrhea, with malabsorption and wasting, and cholan-
giopathy. Infection begins with the ingestion of food or water 
contaminated with oocysts. The acidic environment of the 

stomach induces excystation and the release of four sporozoites 
per parasite into the small intestines. After entry into epithelial 
cells using its surface glycoproteins, the parasite resides within 
a unique intracellular but extracytoplasmic vacuole, which pro-
tects the pathogen. Here, the sporozoites grow and undergo 
schizogony. Individual merozoites emerge and invade neigh-
boring epithelial cells. The merozoites may continue an asexual 
cycle or develop into macro- or microgametes that fuse to form 
oocysts. Before being excreted in feces, oocysts undergo sporu-
lation to become infectious. Histologically, infection causes vil-
lous atrophy and blunting, and crypt hyperplasia with increased 
infiltration of lymphocytes, macrophages, and plasma cells.31 
Intraepithelial lymphocytes (IELs) are uncommon; neutrophils 
and occasional eosinophils are present between the epithelium 
and the lamina propria. Disorganized cells undergoing necrosis 
replace normal enterocyte architecture (see Fig. 29.3). There is 
an association between the degree of intestinal injury and mal-
absorption and the intensity of infection, as measured by oocyst 
excretion.

The neuropeptide substance P, which is produced by endo-
thelial cells, lymphocytes, and monocytes in the lamina pro-
pria, contributes to diarrhea in patients with AIDS as well as 
cryptosporidiosis by increasing intestinal chloride secretion 
and glucose malabsorption.32

Innate Immunity
IFN-I and IFN-γ are critical in the innate protective response 
against Cryptosporidium. Because of the parasite's intracellular 
location, near the luminal surface of the enterocyte, the mac-
rophages of the lamina propria are spatially separated from 
the parasite, rendering them inert and the intestinal epitheli-
um’s response critical. Endothelial cells are activated by TLR2/
TLR4–dependent NF-κB activation and release of the microbi-
cidal peptide β-defensin-2, TNF, and the chemokines IL-8, and 
RANTES, growth-regulated oncogene α (GROα), which act as 
chemoattractants and activators of neutrophils.31

IL-15, produced by activated monocytes, stimulates NK-cell 
proliferation, cytotoxicity, and cytokine production, including 
IFN-γ. IL-15 levels in the jejunal mucosa in immunocompe-
tent patients inversely correlate with parasite burden. However, 
in patients with AIDS who have chronic uncontrolled crypto-
sporidiosis, IL-15 is undetectable. Infected intestinal cells also 
release TGF-β, which decreases necrosis and stimulates the 
synthesis of extracellular matrix proteins, thereby limiting epi-
thelial damage. Prostaglandins E2 and F2α, released by infected 
enterocytes, not only promote secretory diarrhea but also upreg-
ulate mucin production, which may hinder parasite attachment. 
They also stimulate the release of β-defensin-2, which has direct 
anticryptosporidial activity and is chemotactic for T cells and 
DCs. MBL is a serum complement protein that binds to various 
pathogens, including Cryptosporidium, and opsonizes them. 
Low serum levels of MBL, the result of malnutrition or genetic 
polymorphisms, increases susceptibility to cryptosporidiosis.31

Adaptive Immunity
Activated by macrophages and DCs, cell-mediated immunity 
plays an important role in the resolution of cryptosporidi-
osis and protection from re-infection.6 In immunocompetent, 
adult mice CD4 IELs initiate early control of infection, whereas 
cytotoxic CD8 IELs appear later and function in parasite elim-
ination. Resolution of infection depends on a balance of Th1 
cytokines (IFN-γ, IL-18) needed to control the infection and 
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Th2 cytokines (IL-4, IL-10, and IL-13) that limit immunopatho-
logical damage. In mice, γδ T cells are rapidly recruited to con-
trol cryptosporidial infection, but their role in human infection 
is unknown. Severe intestinal disease or biliary involvement is 
usually seen in patients with AIDS whose CD4 count is less than 
50/μL.31

The role of humoral immunity is less clear. Immunoglobu-
lin deficiencies are often associated with persistent or recurrent 
infections. However, specific anti-Cryptosporidium IgA lev-
els have been reported in patients with AIDS who are heavily 
infected with the parasite, and could play a role in neutralizing 
parasites, preventing attachment to the epithelium, but clearly 
are not sufficient.31 In experimentally infected human volun-
teers, serum IgM and IgG directed toward sporozoite proteins 
protect against the development of symptoms, but not infection.

Evasion of Host Immunity
Cryptosporidium evades host defenses primarily by exerting 
control over infected enterocyte apoptosis. One of the upregu-
lated genes is osteoprotegerin, which inhibits apoptosis by acting 
as a decoy receptor for TNF-related apoptosis inducing ligand 
(TRAIL). Control of host apoptosis is complex; early inhibition 
of apoptosis by NF-κB activation allows the parasite to complete 
its life cycle, whereas the late promotion of apoptosis facilitates 
merozoite release. Nevertheless, the infected cells secrete FasL, 
which promotes apoptosis in uninfected bystander cells. In this 
way, the host counters the antiapoptotic activity of the parasite 
by surrounding the parasitized cells with a zone of apoptotic 
cells. In patients with AIDS and cryptosporidiosis, the HIV Tat 
protein may sabotage host defense against Cryptosporidium by 
inhibiting cholangiocyte TLR4 expression.

TRICHOMONAS VAGINALIS

Pathogenesis
T. vaginalis is a flagellated protozoan parasite of the human uro-
genital tract that exists only as a trophozoite. It causes vaginitis, 
cervicitis, and urethritis. Its adherence to the vaginal squamous 
epithelium is facilitated by a number of adhesins. Trichomonas 
causes tissue damage by contact-dependent cytolysis caused 
by pore-forming proteins and proteases, and secretion of a 
glycoprotein cell-detaching factor that causes sloughing of the 
vaginal epithelium. Levels of the cell-detaching factor correlate 
with the severity of the disease, and vaginal antibodies directed 
against this factor modulate its effects. Inflammation in the 
genital mucosa and submucosa leads to copious secretions, and 
the surface epithelium may slough, causing focal erosions and 
hemorrhage.

The increased risk of HIV transmission in women with 
trichomoniasis may result from increased recruitment of 
inflammatory cells, mucosal erosion, or degradation of secre-
tory leukocyte protease inhibitor (SLPI) by trichomonal pro-
teases. Lower levels of SLPI are found in the vaginal fluid of 
women with trichomoniasis, which can lead to increased tis-
sue damage and HIV transmission.33 The LPG of Trichomonas 
induces production of the chemokines IL-8 and CCL20, which 
can also facilitate HIV infection by promoting DC recruitment.

Innate Immunity
Although both innate and adaptive immune responses are 
generated during T. vaginalis infection, evidence suggests that 

innate immunity plays a more prominent role in host protection 
and parasite elimination.34 Trichomonas secretes a factor that 
promotes neutrophil chemotaxis, causing profuse leukorrhea, 
but the oxidative microbicidal mechanisms of the neutrophils 
have decreased efficacy in the anaerobic vaginal environment. 
Activated macrophages can destroy trichomonads in a T and 
B cell–independent manner and release IL-lβ and TNF. Tricho-
monas induces neutrophil apoptosis, and macrophage clearance 
of these apoptotic cells causes release of IL-10, which may con-
tribute to resolution of the inflammatory response.35

Adaptive Immunity
Repeated infections with T. vaginalis do not induce immunity; 
however, the infection is self-limited in most cases, demonstrat-
ing that there are effective mechanisms of host defense. T. vagi-
nalis induces the production of antibodies in both the serum 
and vaginal secretions. The serum antibody response correlates 
with active infection, and serum, but not vaginal, IgG from 
infected patients displays complement-mediated lytic activity 
against trichomonads in culture.35

Evasion of Host Immunity
Although T. vaginalis activates the alternative pathway of com-
plement, the cervical mucus and menstrual blood are low in 
complement. Parasite virulence is enhanced, and the symptoms 
are exacerbated during menses. Menstrual blood supplies iron, 
which upregulates trichomonal adhesins and cysteine proteases, 
causing the degradation of complement component C3 bound 
to the surface of the parasite. Cysteine proteases secreted by  
T. vaginalis also degrade immunoglobulins, sabotaging the anti-
body response.34 To further limit humoral immunity, the para-
site secretes soluble antigens that are lytic to B and T cells or 
act as decoys for neutralizing antibodies. Phenotypic variation 
of surface antigens and ability to disguise itself by binding to 
host plasma proteins are additional mechanisms utilized by the 
parasite to escape immune detection.

• Gaining insight into the role of host genetics, gender, intestinal micro-
biota, and nutritional status in the outcome of protozoal infections.

• Defining host immune and inflammatory mechanisms that promote
disease caused by protozoal pathogens.

• Understanding mechanisms for sustained generation of protective
immunity against protozoal pathogens.

• Developing vaccines for several blood and tissue protozoa.
• Developing new host-directed treatment strategies to overcome

immune evasion by protozoal pathogens.

ON THE HORIZON
Anticipated Approaches to Improved Control of 
Protozoal Diseases
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Parasitical helminths are complex eukaryotic organisms, char-
acterized by their ability to maintain long-standing, chronic 
infections in human hosts, sometimes lasting decades. 
Hence, parasitical helminths are a major healthcare problem 
worldwide, infecting more than 1.5 billion people, mostly in 
resource-constrained countries (Fig. 30.1). Common  helminth 
infections include those with intestinal helminths, and filarial 
and schistosome infections are a major medical, social, and 
economic burden to the countries in which these infections 
are endemic. Chemotherapy, although highly successful in 
some areas, still suffers from the disadvantages of the length of 
treatment, the logistics involved in the distribution of drugs, 
and, in some cases, the emergence of drug resistance. Vector 
control measures are at best an adjunct measure in the control 
of helminth infections but also suffer from the same social, 
logistic, and economic obstacles as those for mass chemo-
therapy. Therefore, the study of the immune responses to 
helminth infections attains great importance both in terms 
of understanding the parasite strategies involved in establish-
ing chronic infection and in the delineation of a successful 
host immune response to develop protective vaccines against 
infection.

SPECTRUM OF HOST–PARASITE INTERACTIONS
Helminths have characteristically complex life cycles, with 
many developmental stages.1 Transmission to humans occurs 
by ingestion of eggs or larvae, penetration of intact skin by lar-
vae, or inoculation of larvae by biting insects. Thus, the host is 
exposed during the course of a single infection to multiple life-
cycle stages of the parasites, each stage with a shared as well as a 
unique antigenic repertoire. For example, Schistosoma  mansoni
infection begins with penetration of the skin of humans exposed 
to infested waters by the free-swimming cercariae, which then 
develop into tissue-dwelling schistosomula. In the liver and 
mesenteric veins, schistosomula differentiate into sexually 
dimorphic adult worms, which then mate, and the resultant 
eggs produced migrate through tissues into the lumen of the 
intestine or bladder for environmental release. Similarly, in lym-
phatic filarial infection, the host is exposed to infective-stage 
larvae in skin, lymph nodes, and lymphatics; to adult worms in 
lymph nodes and lymphatics; and finally, to microfilariae in the 
peripheral circulation. Hence, the host–helminth interaction is 
complex not only because of the multiple life-cycle stages of the 
parasite but also because of the tissue tropism of the different 
stages.

Antigenic differences among the life-cycle stages can lead 
to distinct immune responses that evolve differentially over 
the course of a helminth infection. In addition, depending on 

the location of the parasite, the responses are compartmental-
ized (intestinal mucosa and draining lymph nodes in intestinal 
nematode infection, or skin/subcutaneous tissue and draining 
lymph nodes in onchocerciasis) or systemic (lymphatic fila-
riasis or schistosomiasis). Moreover, the migration patterns of 
the parasite might elicit varied cutaneous, pulmonary, and 
intestinal inflammatory pathologies, as seen, for example, 
in Ascaris or Strongyloides infection during their migratory 
phase. This is further complicated by the fact that human hosts 
are often exposed to multiple life-cycle stages of the parasite 
at the same time. Thus, a patient with chronic infection with 
lymphatic filariasis harboring adult worms and microfilariae 
might be exposed to insect bites, thereby transmitting the 
infective-stage parasite. The immune response that ensues will 
not only be a reaction to the invading organism but will also 
bear an imprint of the previous exposures and the concurrent 
infection.

Helminth infections can elicit a spectrum of clinical mani-
festations mirroring diversity in host immune responses.2 For 
example, in lymphatic filariasis, most infected individuals 
remain clinically asymptomatic despite harboring significant 
worm burdens; this is thought to reflect the induction of par-
asite-specific tolerance in the immune system. Others exhibit 
acute manifestations, including fever and lymphadenopathy, 
and this is thought to reflect inflammatory processes induced by 
incoming larvae, dying worms, or superadded infections. Indi-
viduals who mount a strong but inappropriate immune response 
end up with lymphatic damage and subsequent immune-
mediated pathology—hydrocele and elephantiasis. Finally, 
a group of infected individuals mount exuberant immune 
responses that often result in unusual pathology, such as tropi-
cal pulmonary eosinophilia. Thus, the clinical manifestations 
of lymphatic filariasis exemplify the spectrum of host–parasite 
interactions that occur during helminth infections (Fig. 30.2).   
Helminths also cause disease by a variety of mechanisms, 
including mechanical effects such as intestinal obstruction   

• Divided into nematodes, trematodes, and cestodes.
• Produce chronic infections that can persist for decades.
• Characteristically cause morbidity rather than mortality.
• Multicellular parasites that do not multiply in the definitive host but 

can reproduce sexually to produce larval stages that ensure continued 
transmission. 

KEY CONCEPTS
Helminth Infection
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(e.g., ascariasis), invasion of host cells or tissue with damage or 
loss of function (e.g., trichinellosis), or competition for nutri-
ents (e.g., vitamin B12 deficiency from fish tapeworm infection).

Another hallmark of all helminth infections is their chronic 
nature, with many helminths surviving in the host for decades. 

For example, adult schistosomes and filariae may survive in host 
tissues for as long as 30 years, producing eggs and larval stages 
throughout this time. Similarly, Strongyloides stercoralis, with 
its ability to “autoinfect,” can maintain its life cycle for decades. 
Chronic infections certainly reflect an adaptation that leads to 
“parasitism,” as mortality induced in the host would prevent 
parasite transmission if the host died before larval release or egg 
production could occur. In addition to the long-lived nature of 
the infection, helminths appear to reflect a harmonious host–
parasite interface such that relatively asymptomatic carriers are 
available as reservoirs for ongoing transmission. Of course, fail-
ure to establish this harmonious coexistence does occur, leading 
to pathological conditions exemplified by cirrhosis and portal 
hypertension in schistosomiasis and elephantiasis associated 
with lymphatic filariasis.

PROTOTYPICAL HOST RESPONSES TO HELMINTHS
The canonical host immune response to all helminths is of the 
T-helper 2 (Th2) type and involves the production of cytokines, 
interleukin (IL)-4, IL-5, IL-9, IL-10, and IL-13; the antibody iso-
types immunoglobulin G1 (IgG1), IgG4, and IgE; and expanded 
populations of eosinophils, basophils, mast cells, type 2 innate 
lymphoid cells (ILC2), and alternatively activated macrophages 
(AAMs).3 However, it is also being increasingly recognized 
that while the predominant response is Th2 in nature, a large 
regulatory component involving both regulatory cytokines and 
cells is also part of this repertoire.4 The Th2 response induced 
by helminth parasites is quite stereotypical, but its initiation, 
progression, and culmination requires interaction with many 
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different cell types, most notably (i) epithelial/stromal cells, 
(ii) innate lymphoid cells (ILCs), (iii) dendritic cells (DCs) and 
macrophages, (iv) T cells, (v) B cells, (vi) eosinophils, (vii) mast 
cells/basophils, and (viii) neutrophils. The Th2 response plays a 
role in both resistance and tolerance phenotypes in response to 
helminth infection.5 Resistance mechanisms promote resistance 
to helminth infections, while tolerance mechanisms (such as 
wound healing) operate to reduce the effect of helminth infec-
tions on host immunity without causing pathology. In addition, 
the host–helminth interactions can lead to a variety of modu-
lated immune responses that are mediated largely by the induc-
tion of regulatory T cells (Treg) and AAMs (Fig. 30.3).

Helminths and Epithelial Cells
Epithelial cells are the first barrier layer exposed to or breached 
by most helminths, and the capacity of these cells to respond 
by initiating an “alarm” response has recently been recognized.6

These epithelial cells mount a prototypical response comprising 
of chemokines and cytokines, such as IL-25, IL-33, and thymic 
stromal lymphopoietin (TSLP), as well as alarmins, such as uric 
acid, ATB, HMGB1, and S100 proteins.7 These signals program 
dendritic cells (DCs) to mount Th2 cell–mediated immunity 
and in doing so boost ILC2, basophil, and mast cell function. 
IL-25 and IL-33 are necessary for protective immunity to a vari-
ety of helminth infections by inducing the production of Th2 
cytokines, while TSLP is important for promotion of Th2 cell 
differentiation. Epithelial cells produce chemokines, including 
CCL17 and CCL22 (acting on ILC2, basophils, Th2 cells, and 
Tregs), and eotaxins, such as CCL11, CCL24, and CCL26 (acting 
on eosinophils and Th2 cells). They also produce prostaglandin 
D2 (PGD2), which acts on the CRTH2 receptor to recruit ILC2, 

basophils, mast cells, and Th2 cells. More recently, tuft cells, a spe-
cialized secretory cell type of the intestinal epithelium, have been 
identified as a major player in anthelmintic immunity. Tuft cells 
are the sole intestinal source of IL-25, which further promotes 
IL-33 production.8 Moreover, tuft cells exhibit a requirement 
for signaling via chemosensory receptors, raising the possibility 
that they use chemosensation to recognize helminths. In addi-
tion, epithelial cells in the intestine, for instance, are in constant 
contact with both beneficial and pathogenic bacteria and hence 
ideally located for immunological surveillance of the intestinal 
lumen. This recognition of signals by intestinal epithelial cells 
is essential to mucosal homeostasis, implicating these cells as 
central modulators of inflammatory responses. Finally, the pro-
duction of mucus and mucus-associated bioactive molecules   
(Mucin5AC, trefoil factor-2, and resistin-like molecule-β
[RELM-β]) are important in promoting protection against 
intestinal helminth infection.

Helminths and Innate Lymphoid Cells
The ILC family includes ILC1, which predominantly express 
IFN-γ; ILC2, which predominantly express IL-5 and IL-13; and 
ILC3, which predominantly express IL-22 and/or IL-17.9 ILC2 
are defined by their expression of the IL-33 receptor (IL-33R) 
and the transcriptional regulators, Id2, RORα, GATA-3, and 
Bcl11b. Unlike T cells, ILC2 rely on cytokines to drive activation 
rather than on cognate interactions mediated by antigen-spe-
cific receptors. ILC2 are a critical innate source of type 2 cyto-
kines, including moderately large quantities of IL-5 and IL-13, 
but also of IL-4, IL-9, granulocyte macrophage–colony-stim-
ulating factor (GM-CSF), and amphiregulin. These cytokines 
potently induce eosinophilia, mucus production from goblet 

Epithelial cells

Dendritic
cells

TSLP

Basophil

IL-5 Eosinophil differentiation
IL-4 Promotes Th2 differentiation,

IgE production
IL-10 Role in immunomodulation
IL-9 Role in mastocytosis

IgE

IgG1

Basophil

Eosinophil

Th2

Natural
helper cell

YM-1

Argin
ase

-1

Langerhans cells

TSLP/other cytokines?

RELM-α/FIZZ1

Alternatively activated
macrophages

IL-4

Bystander suppression
(allergy, autoimmunity, etc.)

B cellTfh

Treg

Th0

TSLP

IL-10

IL-4 IL-13

IL-4 IL-13

IL-25IL-33/
TSLP

FIG. 30.3 Regulation of the T-cell response in helminth infection. Chi3l, Chitinase 3 like protein; IDO, indoleamine 2,3- dioxygenase;
Ig, immunoglobulin; IgE, Immunoglobulin E; IgG1, Immunoglobulin G1; IL, interleukin; RELM-α, resistin-like molecule-α; Tfh, 
T-follicular helper cell; Th0, precursor T-helper cell; Th2, T-helper 2 cell; Treg,  regulatory T cell; TSLP, thymic stromal lymphopoietin; 
Relm(alpha), resistin-like molecule alpha, synonymous with FIZZ1, inflammatory zone 1.



389CHAPTER 30 Host Defenses to Helminth Infection

Helminths and Macrophages
Macrophages are the other important class of APCs that can 
serve as protective effector cells in bacterial and protozoan infec-
tions by their production of nitric oxide and other mediators. 
Helminth interaction with macrophages induces a population of 
cells preferentially expressing arginase instead of nitric oxide as 
a result of increased activation of arginase-1 by IL-4 and IL-13.12

These AAMs are characterized by their ability to upregulate 
arginase-1, chitinase 3-like proteins 3 and 4 (also known as Ym1 
and Ym2, respectively), and RELM-α.5 These AAMs are known to 
be important in wound healing and have been postulated to play 
a potential role in repairing wound damage that occurs during 
tissue migration of helminth parasites. In fact, there appear to be 
two distinct populations of AAMs, one derived from blood and 
functioning in an immune regulatory role and the other derived 
from tissue-resident macrophages apparently responsible for 
much of the fibrosis seen in chronic helminth infections. Differ-
ent tissue environments have specific amplification mechanisms 
for AAM proliferation (e.g., surfactant protein A in the lung and 
complement component, C1q in the peritoneal cavity and liver). 
By virtue of the expression of regulatory molecules, such as IL-10, 
TGF-β, and PDL2, these AAMs may have a predominantly regu-
latory role in helminth infections. These antiinflammatory mac-
rophages function through arginase-1, PDL2, triggering receptor 
expressed on myeloid cells 2 (TREM2) and RELM-α to inhibit 
classic macrophage inflammation and recruitment and T-cell 
responses. RELM-α–expressing macrophages can also reduce 
parasite burdens and protect lung damage during helminth infec-
tions. Similarly, macrophage-derived human resistin is induced 
by helminth infection and promotes inflammatory responses and 
increased susceptibility. AAMs are also a source of retinoic acid 
and can expand thymus-derived regulatory T cells or inducible 
regulatory T cells at the site of infection.

Helminths and T Cells
Typically, infections with helminths induce a robust Th2 
response manifested by enhanced expression of IL-4, IL-5, 
IL-9, IL-10, and IL-13 in response to live parasites, parasite 
antigens, or mitogens.7 The central player in Th2 immunity is 
certainly the CD4 Th2 cell.13 It is clear that IL-4Rα, a compo-
nent of both the IL-4 and IL-13 receptors, is at the epicenter 
of Th2 immunity, since IL-4 and IL-13, together or individu-
ally, are absolutely critical for resistance to most helminth para-
sites. Recent work has reported that the Th2 cell population is 
heterogeneous, containing both IL-5+ and IL-5− Th2 cells that 
express IL-4 and IL-13. In addition, IL-4 and IL-13 produc-
tion is spatially separated, with IL-13 expression being marked 
in tissues and IL-4 expression being pronounced in the lymph 
nodes within the Th2 cell compartment. More recently, it has 
been reported that this heterogeneity extends to involve the 
expansion of a CD161+, CD27− Th2 cell compartment, which 
diminishes following anthelmintic treatment.14 The major tran-
scription and accessory factors involved in the differentiation of 
Th2 cells are GATA3, STAT6, STAT5, STAT3, Gfi-1, c-Maf, and 
IRF4. Interestingly, chronic helminth infections are associated 
with downmodulation of parasite antigen-specific proliferative 
responses as well as IFN-γ and IL-2 production, but with intact 
IL-4 responses to parasite antigens and global downregulation 
of both Th1 and Th2 responses to live parasites. Finally, the 
receptor NLRP3 has been shown to be a key transcription factor 
in Th2 differentiation.

cells, activation of AAM, muscle contractility, mast cell prolif-
eration, and tissue repair.10 IL-25 and IL-33 play crucial roles 
in promoting ILC2 responses in the lung and intestine, while 
TSLP is necessary for ILC2 responses in the skin. In addition, 
the transcription factors GATA-3 and RORα, as well as Notch 
signaling, have been found to be essential for the development 
of ILC2. Also, ILC2 are regulated by the nervous system through 
neurotransmitters and neuropeptides (including stimulation by 
neuromedin U, vasoactive intestinal peptide, and calcitonin 
gene-related peptide, and inhibition by catecholamines and 
acetylcholine receptor agonists). Although the function of ILC2 
and Th2 cells appear to be largely overlapping, the kinetic dif-
ferences in the ability to secrete cytokines rapidly and in profuse 
amounts allows for a coordinated interaction between the two 
cell types. Moreover, ILC2 can directly regulate the activation 
of T cells through their expression of major histocompatibil-
ity complex (MHC) class II molecules and the accessory mol-
ecules, CD80 and CD86, albeit less efficiently compared with 
DCs. Finally, recent reports have linked ILC2 with metabolic 
homeostasis, obesity, and dietary stress, providing an indirect 
link by which helminths might modulate host metabolic func-
tion. Also, ILC2 can interact with neuronal cells, which produce 
a chemical called neuromedin U in response to helminths, and 
produce IL-5 and IL-13 directly.

Helminths and Dendritic Cells
DCs are professional antigen-presenting cells (APCs) that play an 
essential role in presenting antigen to T cells to initiate immune 
responses. Although the role of DCs in inducing Th1, Th17, 
and Treg responses is well established, their role in inducing 
Th2 responses has remained relatively unclear.11  Nevertheless, a 
series of studies have shown that DCs are required for optimal 
Th2 responses in vivo. Thus in vivo depletion of DCs has been 
shown to inhibit the induction of Th2 responses to S.  mansoni
or Heligmosomoides polygyrus bakeri. Helminth products can 
prime DCs for the induction of Th2 responses by interaction 
with pattern recognition receptors (PRRs), such as Toll-like 
receptors (TLRs) and C-type lectin receptors (CLRs). This inter-
action, which depends on TLR and CLR signaling, can promote 
Th2 responses by suppressing antigen presentation, costimula-
tion, and/or expression of Th1-promoting cytokines by directly 
interfering with these pathways. DCs that drive Th2 responses 
typically exhibit specialized markers, such as CD301b, PDL2, 
and CD11b, and several receptors for the Th2-related cytokines 
IL-4R, IL-13R, IL-25R, TSLP-R, and IL-33R. These DCs also 
express the transcription factors IRF4 and KLF4. Addition-
ally, the extracellular signal-regulated kinase (ERK) and signal 
transducer and activator of transcription 4 (STAT4) pathway 
upregulates the costimulatory molecules CD40, OX40L, and 
Jagged. Activation of the major transcription factors, IRF4 and 
KLF4, inhibits IL-12 production and increased IL-10 secretion. 
In addition, DCs expressing FcεRIII can induce murine IgG1-
related Th2 responses. These factors typically act individually or 
in concert to orchestrate Th2 responses in helminth infections. 
Although Th2 cell–mediated immunity requires IRF4-depen-
dent CD301b+CD11b+ DCs in the mouse, Langerhans cells 
are the predominant inducers of Th2 cells ex vivo in humans. 
The modulation of DC function by helminth antigens appears 
to be generalizable and has been shown to impair their  ability 
to respond to other infectious  stimuli (e.g., Mycobacterium   
tuberculosis).
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Central memory T cells are typically associated with resis-
tance to helminth infections and are often found at lower fre-
quencies in helminth-infected individuals.15 This is associated 
with lower systemic levels of IL-7 and IL-15. In addition, hel-
minth infections are also associated with the expansion of a new 
type of memory CD8 T cells called virtual memory or bystander 
memory CD8 T cells, whose induction is dependent on IL-4. 
Although the role of tissue-resident memory T (TRM) cells is well 
established in viral and bacterial infections, very little is known 
about the role of these cells in helminth infections. However, it 
has been shown that tissue-resident Th2 cells can exert innate 
(TCR-independent and IL-33–dependent) functions upon 
appropriate stimuli and confer protection against helminth 
infection. In addition, although multifunctionality (ability to 
produce two or more cytokines) has not been well described in 
the Th2 cell compartment, helminth infections are known to be 
associated with an antigen-dependent enhancement of mono- 
and dual-functional Th2 cells and its reversal after treatment. 
Of interest, a stable subset of parasite induced T-bet+, GATA-3+, 
Th1/Th2 hybrid T cells has been described to develop directly 
from naïve precursors and to play a role in limiting pathological 
inflammation in animal models of helminth infection.

Recently, a new subset of T cells expressing IL-9 and IL-10, 
but not IL-4 (and therefore different from Th2 cells), has been 
described in allergic inflammation and in response to intes-
tinal parasites.16 These cells appear to be under the control of 
TGF-β and IL-4 and are dependent on STAT6, GATA-3, IRF4, 
and PU.1. Th9 cells have been recently shown to be associated 
with host protection in Nippostrongylus brasiliensis and Trichu-
ris muris infection. Finally, Th9 cells have also been shown to 
be predominantly associated with lymphatic pathology in fila-
riasis. T-follicular helper (Tfh) cells are a subset of CD4 T cells 
that migrate to B-cell follicles after activation and promote ger-
minal center formation and B-cell isotype switching.17 These 
cells, which form an independent lineage of CD4 T cells, have 
been recently identified to be the predominant IL-4–producing 
T cells early in helminth infection. In addition, Tfh are major 
producers of IL-21, a cytokine that plays a crucial role in sup-
porting polarized Th2 responses in vivo.

Th17 cells, another subset of CD4 T cells, express the proto-
typical cytokine—IL-17.16 In terms of helminth infections, the 
role of Th17 cells has been primarily studied in animal models 
of S. mansoni, where it has been strongly associated with infec-
tion-induced, immune-mediated pathology. More recently, 
it has also been demonstrated in human infections, in which 
children with Schistosoma haematobium–associated pathol-
ogy have higher Th17 responses compared with those who are 
pathology-free. Similarly, a strong association of Th17 responses 
with pathological responses has also been demonstrated in 
lymphatic filariasis. Finally, Th22 cells are yet another subset of 
CD4 T cells that typically secrete IL-22.16 To date, only a few 
studies have examined the role of Th22 cells in helminth infec-
tions. IL-22 was shown to be induced in the intestinal mucosa 
after infection with Trichuris trichiura or Necator americanus
in humans, whereas the frequency of Th22 cells was shown to 
be higher in individuals with filarial infection compared with 
endemic healthy controls.

Tc2 cells, which are CD8 T cells expressing IL-4 and IL-13 
are also expanded in helminth infections, which in turn is regu-
lated by the co-inhibitory molecules, CTLA-4 and PD-1. Finally, 
γδ T cells that express Th2 cytokines have also been described in 
helminth infections.

Helminths and B Cells
Helminth interactions with B cells occur both at the B-cell cyto-
kine level and at the level of antibody production.18 Interactions 
at the cellular level primarily result in B-cell activation and cyto-
kine production, most notably by the induction of IL-10. B cells 
have been shown to be important for the Th2 responses to cer-
tain helminths, with IL-2–producing B cells supporting optimal 
development of effector and memory Th2 cells and LTα1β2-
expressing B cells supporting the recruitment of Th2 promoting 
DCs. Immune regulation by B cells has also been recognized 
in schistosome infection, where B-cell deficiency leads to 
enhanced Th2 cell–dependent immunopathology. However, it 
is at the level of antibody production that B cells play a profound 
role in helminth infections. Susceptibility to secondary infec-
tion is increased in the absence of B cells in infection with Lito-
mosoides sigmodontis, S. mansoni, T. muris, and H. polygyrus 
bakeri. IgG is reported as an antibody isotype that is important 
for protection against intestinal helminths, and IgM (typically 
produced in a T cell–independent manner) has been linked to 
timely elimination of filarial parasites. One of the most consis-
tent findings in helminth infections, both in mice and humans, 
is the elevated level of IgE that is observed after exposure to 
helminths.19 Most of the IgE produced is not antigen-specific, 
perhaps representing nonspecific potentiation of IgE-producing 
B cells or deregulation of a normally well-controlled immune 
response. Interestingly, these IgE antibodies persist many years 
after the infection has been treated, indicating the presence of 
long-lived memory B cells or plasma cells in helminth infec-
tions. IgE production both in mice and humans is absolutely 
dependent on IL-4 or IL-13. Recent findings have shown that 
IL-4–expressing Tfh cells induce low-affinity IgE production, 
while IL-13–expressing Tfh cells induce high-affinity IgE pro-
duction. Other isotypes that are commonly elevated in humans 
with chronic helminth infection are IgG4 and IgG1, the former 
being most dependent on both IL-4 and IL-10.

Recent studies have highlighted the role of regulatory B cells 
in suppression of immune responses to helminth parasites.20

This B-cell function involves the secretion of IL-10 and IL-35 
and is similar to the regulatory activity of B cells in autoim-
mune diseases. These cells mostly express CD11c and T-bet. B1 
cells are a subset of B cells that produce natural antibodies. B1 
cells have been demonstrated to be necessary for immunity to 
helminth infections in animal models. Moreover, B1 cells are 
known to produce polyclonal IgE during helminth infections.

Helminths and Eosinophils
Blood and tissue eosinophilia is characteristic of helminth infec-
tion and is mediated by IL-5 (probably in concert with IL-3 and 
GM-CSF).21 Recruitment of eosinophils to the site of infection 
occurs very early in experimental helminth infection—as early 
as 24 hours after exposure. Kinetics of blood eosinophilia in 
humans is harder to determine but is postulated to occur as early 
as 2 to 3 weeks after infection, as demonstrated in experimental 
infections of volunteers. Both basal eosinophil levels and tissue 
accumulation during helminth infection appear to be under 
the influence of ILC2. Apart from the rapid kinetics of recruit-
ment, eosinophils in blood and tissue also exhibit morphologi-
cal and functional changes attributable to eosinophil activation. 
Eosinophils possess a range of immunomodulatory factors that 
are released upon cell activation, including cytokines, growth 
factors, and chemokines. Eosinophil granular proteins, such 
as eosinophil cationic protein, eosinophil-derived neurotoxin, 
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eosinophil peroxidase (EPO), and eosinophil major basic pro-
tein (MBP), are elevated in helminth infections and diminish 
following anthelmintic therapy. In general, eosinophils are able 
to kill larval stages of several helminth species in vitro, but their 
role in helminth control in vivo is not clear. By using eosinophil-
depleted mice, it was shown that eosinophils were not required 
for primary or secondary immunity to a variety of helminth 
infections. Unlike T and B cells, eosinophils can rapidly release 
cytokines within minutes in response to stimulation since most 
of the cytokines are stored in a preformed fashion in secretory 
vesicles. Moreover, eosinophils can participate in the regula-
tion of IgE and goblet cell mucus production; they also serve 
as effector cells in protective immune responses and as regu-
latory cells influencing both innate and adaptive immunity in 
helminth infections. The most important chemokine for eosin-
ophil trafficking to tissues is Eotaxin-1, and to a lesser extent 
Eotaxin-2, while IL-5 enhances the development and matura-
tion of eosinophils.

Helminths and Basophils/Mast Cells
Basophils are an important component of the immune response 
to helminth infections.22 Basophils are capable of secreting a 
variety of mediators, including histamines, cytokines, chemo-
kines, and lipid mediators that promote Th2 responses. Baso-
phils in humans and mice also readily generate large quantities 
of IL-4 in IgE-dependent and IgE-independent manners and 
can also secrete IL-25 and TSLP. Basophils appear to play an 
important role in protective immunity to secondary infection 
(similar to eosinophils) with N. brasiliensis, H. polygyrus bakeri, 
and L. sigmodontis; they also play an active role in resistance to 
primary infection (through secretion of IL-4 and IL-13) with   
T. muris and Trichinella spiralis. In addition, basophils have been 
shown to be critical APCs (by acquiring MHC class II molecules 
from DCs by a process called trogocytosis) for driving Th2 cell 
differentiation in different models of helminth infection and to 
prime ILC2 for neuropeptide-mediated inhibition.

Mast cells may contribute to inflammatory reactions directed 
against invasive helminth parasites.19 These cells express high- 
affinity Fcε receptors that are sensitized with parasite antigen–
specific IgE and can be triggered by parasite antigens. It has 
been postulated that cytokines and other mediators released 
by sensitized mast cells contribute to (i) the recruitment and 
activation of effector eosinophils; (ii) increased local concentra-
tions of antibody and complement; and (iii) enhanced mucus 
hypersecretion and increased peristalsis of the gastrointestinal 
(GI) tract, which plays an important role in resistance to certain 
GI nematode infections. More recently, a role for mast cells (in 
an IgE-independent manner) in mediating the secretion of epi-
thelial-derived cytokines (IL-25, IL-33, and TSLP) and optimal 
migration of DCs was shown in H. polygyrus bakeri infection. 
Mast cells are also crucial for induction of ILC2 by production 
of IL-33 and for elimination of helminth infection by promot-
ing ILC2 expansion and goblet cell hyperplasia. Finally, mast 
cell granular proteins, such as mast cell tryptase and carboxy-
peptidase A3, are elevated in helminth infections and diminish 
following anthelmintic therapy.

Helminths and Neutrophils
Although neutrophils are typically considered more important 
in bacterial and fungal infections, a number of studies have 
revealed that neutrophils can act in conjunction with macro-
phages to contain or kill helminth parasites.7 Thus, neutrophils 

are major components of the granulomas forming around 
filarial parasites and the cysts containing larvae of intestinal 
helminths. Neutrophils have been demonstrated to collabo-
rate with macrophages in the immobilization and killing of   
S. stercoralis larvae in a process that is complement-dependent 
and involving neutrophil extracellular traps (NETs). Similarly, 
neutrophils contribute in the early antifilarial response through 
oxidative burst, degranulation, and NETosis and protect against 
infective larvae in skin. Indeed, NETs can mediate direct kill-
ing of hookworms and hookworms in turn secrete a deoxyribo-
nuclease that degrades NETs to evade host immunity. A seminal 
study reported that neutrophils adopt an “N2” phenotype dur-
ing experimental infection with N. brasiliensis in the lung and 
express the genes for IL-13, IL-33, RELM-α, and Ym1. These 
“N2” neutrophils can train macrophages to acquire a memory 
phenotype that protects against secondary infection. Neutro-
phils can rapidly upregulate the expression of Th2-related genes, 
including IL-13, IL-33, RELM-α, and chitinase-3-like. Finally, it 
was also shown that even during primary infection, the absence 
of neutrophils resulted in greater worm burdens because of lack 
of immunity in the lungs. Thus, neutrophils appear to play an 
unexpected role in immunity to helminths that certainly merits 
further investigation. Moreover, neutrophil granular proteins, 
such as neutrophil elastase and myeloperoxidase, are increased 
in helminth infections and diminish following anthelmintic 
treatment.

PROTECTIVE IMMUNITY AGAINST HELMINTHS
The mechanism of protective immunity to helminths is depen-
dent on the location of the helminth infection.7 Clearly, T cells 
are central to resistance against helminths.23 For example, T cells 
are essential in mediating the expulsion of GI nematodes. Mice 
lacking T cells are defective in their ability to expel T. muris, 
but resistance can be reconstituted by transfer of T cells from 
normal mice. In addition, CD4 T cells from infected mice can 
transfer protective immunity to severe combined immunode-
ficiency (SCID) mice (lacking both B and T cells), indicating 
that CD4 T cells, not CD8 T cells, are important for protec-
tive immunity. Similarly, T cells were shown to be required for 
expulsion in N. brasiliensis infection. Both nude mice (lacking 
T cells alone) and SCID mice are susceptible to infection with 
Brugian parasites, whereas mice that lack either CD4 T cells or 
CD8 T cells are not. In schistosome-infected mice, T cells are 
essential in forming host-protective granulomas around the 
eggs deposited in the liver.

The role of cytokines in protective immunity has been exten-
sively studied in murine models of both GI helminths and 
tissue-invasive helminths.5 In general, type 2 (Th2) cytokines 
target epithelial cells, goblet cells, smooth muscle cells, and 
macrophages, which together coordinate parasite expulsion 
by increasing fluid and mucus production, encapsulation and 
barrier formation, epithelial cell turnover, smooth muscle cell 
contraction, and production of anthelmintic effector molecules, 
such as RELM-β. The cytokines involved in both responses 
are IL-4, IL-5, IL-9, and IL-13.15 Most of the studies examin-
ing resistance to intestinal helminths involve four parasitical GI 
nematode infections of rodent models—T. spiralis, H. polygyrus 
bakeri, N. brasiliensis, and T. muris.13 These studies show that   
(i) CD4 T cells are crucial for host protection; (ii) IL-4 is required 
for host protection and limiting host pathology; (iii) IL-13 can 
substitute for IL-4 in some but not all infections; (iv) IL-2 and 
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IFN-γ inhibit protective immunity; and (v) IL-4 and IL-13 have 
multiple effects on the immune system and gut physiology, lead-
ing generally to protection. Type 2 cytokines mobilize a broad 
range of downstream effector mechanisms. Epithelial cells in 
the gut, specifically tuft cells, promote goblet cell differentia-
tion, enhancement of mucus secretion, and the production of 
RELM-β, an innate effector molecule with direct anthelmintic 
activity. Goblet cells can also secrete gel-forming mucins, which 
are major macromolecular components of the mucus barrier. 
Two of these mucins have been shown to be critical in resistance 
to intestinal nematode infection—Muc2 and Muc5AC. Another 
group of molecules that have been found important in immu-
nity to helminths are the trefoil factors, especially trefoil factor 
2. IL-4Rα activation also leads to increased intestinal smooth 
muscle hypercontractility and accelerated epithelial turnover to 
promote an effector response akin to an “epithelial escalator,” 
which, together with epithelial secretions, helps expel intestinal 
helminths. This smooth muscle activity is now known to occur in 
response to neurotransmitters or nerve stimuli, with serotonin 
and M3 muscarinic acetylcholine receptors being involved in 
the process. Enteroendocrine cells are also known to contribute 
to increased intestinal motility for parasite expulsion. Muco-
sal mast cells release proteases that can degrade epithelial tight 
junctions, thereby increasing fluid flow as part of the “weep and 
sweep” response, with contribution from goblet cell production 
of mucus. AAMs in the gut can also entrap intestinal worms and 
cause death by compromising worm vitality.23

Although the role of Th2 cytokines in immunity to GI hel-
minth infection is well defined, their role in protective immu-
nity to tissue-invasive helminths is not as clear. In murine 
models of schistosomiasis, protective immune responses can 
be generated by vaccination with irradiated cercariae. This 
resistance is dependent on a Th1-mediated immune response 
consisting of macrophages and endothelial cells activated by 
IFN-γ and TNF-α, producing nitric oxide and Th1-associated 
antibodies—IgG2a and IgG2b. In contrast, studies in rats and 
epidemiological studies in humans suggest Th2-mediated effec-
tor mechanisms involving IgA and IgE antibodies, as well as 
eosinophils are thought to be central to protective immunity. 
Protective immunity to filarial infections in mice is dependent 
primarily on Th2 responses in mice. Thus, mice lacking IL-4, 
IL-4R, or Stat6 are all susceptible to infection with Brugian
parasites.

In tissue-invasive helminth infections, effector mechanisms 
involve multiple innate immune cells, with antibodies acting as 
initiators of immunity by activating Fc-receptor–expressing cells. 
Basophils, by their ability to produce high levels of IL-4, act as 
effectors to promote helminth killing in secondary or challenge 
infections. For example, basophils are important in immunity 
to the skin-invasive stages of intestinal helminths and, through 
IL-4 release, promote the activation of macrophages that trap 
larvae in an arginase-dependent manner. Although eosinophils 
are crucial players in producing IL-4 early in infection, they are 
also amplifiers of immune responses, rather than being critical 
mediators of primary immunity, since depletion of eosinophils 
does not alter the course of many helminth infections in murine 
models. The mechanism of protection mediated by eosinophils 
is thought to be by antibody-dependent, cell-mediated cyto-
toxicity, as observed in S. mansoni studies in vitro or through 
release of eosinophil granule contents. In addition, eosinophils 
play an important role in the protective immunity against pri-
mary infection with Brugia malayi and/or secondary infection 

with either T. spiralis or N. brasiliensis. The two most abundant 
granular proteins, MBP and EPO, are required for protective 
immunity against S. stercoralis and L. sigmodontis. Similarly, 
neutrophils can attack helminth larvae in response to IL-4 and 
IL-5, but their importance in resistance to primary helminth 
infections is not known.

Antibodies play a major role in mediating protection to 
some, but not all, helminth infections.24 Antibody-mediated 
passive immunity has been demonstrated in animal models 
for Ancylostoma caninum, Schistosoma spp., Taenia spp., Asca-
ris suum, Streptococcus ratti, T. muris, N. brasiliensis, and H. 
polygyrus bakeri. Passive immunity has also been shown by 
using IgG monoclonal antibodies (mAbs) specific for Fasciola 
hepatica and S. mansoni; IgM (mAbs) specific for B. malayi;
and IgG or IgA mAbs specific for T. spiralis. Using genetically-
manipulated mouse models, IgM has been shown to be crucial 
for host protection against B. malayi and to S. stercoralis. B1B 
cells, a subset of B cells that secrete IgM, appear to be an impor-
tant component of this protective axis. Finally, antibodies have 
the capacity to trap tissue-migrating helminth larvae and pre-
vent tissue damage by driving an IL-4Rα–independent alterna-
tive differentiation of macrophages, in a process dependent on 
CD11b and FcγR1.

In terms of protection, a major mechanism appears to be the 
formation of multicellular, immune cell aggregates, called gran-
ulomas, around incoming infectious larvae or eggs.25 In murine 
models of schistosomiasis and filariasis, granulomas are primar-
ily composed of T cells (which help in the recruitment of other 
cell types and mediate alternative activation of macrophages),   
B cells (particularly the B1 subset), and macrophages and 
eosinophils. Although the exact mechanism by which granulo-
mas mediate killing of the parasite remains unknown, it is clear 
that formation of these structures is an important host defense 
mechanism. In neurocysticercosis, the dying Taenia solium
cysticercus is enclosed in a granuloma composed of eosino-
phils, multinucleated giant cells, epithelioid cells, macrophages,   
T cells, and collagen fibers. One cell type that can mediate effec-
tor functions within granulomas is the AAM, which is exem-
plified by the targeting of the glycan chitin that is frequently 
expressed by helminths but not by the host. The chitinase and 

• Characterized by immunoglobulin E (IgE) and IgG4 antibody produc-
tion, tissue and peripheral blood eosinophilia, mast cell involvement, 
innate lymphoid cell type 2 and Th2 cell expansion, and production of 
type 2 cytokines.

• Implicated both in pathogenesis of helminth infections and in mediat-
ing immunological protection.

• In mucosal immunity to helminths, T-helper 2 (Th2) cell responses are 
initiated and sustained by innate populations (including tuft cells and 
innate lymphoid cells) through interleukin (IL)-25, IL-33, and thymic 
stromal lymphopoietin (TSLP).

• In tissues, helminths are acted upon by the host innate effectors,   
including macrophages, neutrophils, eosinophils, and basophils.

• Regulated by T cells and other cells producing IL-4, IL-5, IL-9, IL-10, and/
or IL-13.

• Characterized by the induction of regulatory T cells (Tregs) that medi-
ate downmodulation of immune responses to helminth infections and 
impact bystander phenomena, such as allergy and autoimmunity. 
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Helminth-Induced Immune Responses
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fizz family proteins (ChaFFs), which include chitinase and 
chitinase-like secreted proteins, are prime candidates for medi-
ating host resistance. These proteins include acidic mammalian 
chitinase (AMCase) and the RELM family proteins and are 
capable of enzymatic activities that potentially damage certain 
helminths. AAMs isolated from granulomas express high levels 
of surface IgG1, IgG3, FcγRs, and CD11b. Eosinophils within 
granulomas have been described to function by degranulation-
mediated damage of the helminths as well as by enhancing 
antibody-dependent cell-mediated cytotoxicity. Myelin basic 
protein and eosinophil-stimulator-protein-mediated lysis have 
also been described.

PATHOLOGY ASSOCIATED WITH IMMUNE 
RESPONSES IN PARASITIC HELMINTH INFECTION
Typically, pathological findings associated with each parasitic 
infection are different and relate to the presence of the parasites 
in host tissues, but there are pathological reactions that stem 
directly from the host response.

Immune Complexes
Immune complexes are potent mediators of localized inflam-
matory processes that form in many parasitic infections pre-
sumably as a result of the chronic low-dose antigen release seen 
in these infections. Circulating immune complexes have been 
identified in both experimental and human filarial and schisto-
somal infections. These have been shown to induce lymphatic 
inflammation and vasculitis in filarial infections as a result of 
their deposition. It has been demonstrated that FcγR-mediated 
cell activation is the dominant pathway of immune-complex 
corneal disease in animal models of onchocerciasis. In addi-
tion, a common manifestation of immune-complex–mediated 
pathology, immune-complex glomerulonephritis (ICGN), has 
been documented by renal biopsy in patients with schistoso-
miasis and filarial infections. Other manifestations of immune 
complex–mediated damage, such as reactive arthritis and der-
matitis, have also been described in patients with helminth 
infections.

Autoantibodies and Molecular Mimicry
Autoantibodies have been implicated as causing disease in a 
variety of helminth infections, including filarial infections, 
schistosomiasis, and hookworm infection, and are thought to 
reflect a polyclonal B-cell expansion that often accompanies 
these infections.26 Autoantibodies against nuclear material have 
been found in a vast majority of patients with chronic schistoso-
miasis, and antibodies against human calreticulin and defensin 
have been found in onchocerciasis. New data also suggests that 
Nodding syndrome (an epileptic disorder) is an autoimmune 
disorder based on findings of cross-reacting antibodies between 
neuronal structures and a protein present in Onchocerca 
volvulus, called leiomodin-1. Finally, infection with Toxocara 
canis can trigger systemic vasculitis by anti-DNA, anti-nuclear, 
and anti-C1q antibodies.

Granulomatous Reactions
Granuloma formation is the mainstay of the protective immune 
response to certain helminths, but it can also lead to deleteri-
ous effects in the form of pathology. Although granulomatous 
reactions occur in many helminth infections (e.g., toxocariasis, 

Angiostrongylus infections, and lymphatic filariasis), parasitical 
granulomata have been best studied in S. mansoni infections, 
where granulomatous and fibrosing reactions against tissue-
trapped eggs is orchestrated by CD4 T cells, and the fibrosis 
that results from the cellular response is the principal cause of 
morbidity in infected individuals. The severity of the inflamma-
tory process markedly varies both in humans and in experimen-
tal animal models, with severe pathology associated with Th1 
and Th17 responses and milder pathology with Th2-dominant 
responses. Studies in murine models of granuloma formation 
have demonstrated the important roles of IL-13 and TNF.

Fibrosis
Fibrosis is commonly associated with chronic helminth infec-
tions that result in chronic inflammation and dysregulated 
wound healing.27 These infections activate macrophages and 
fibroblasts, resulting in the production of TGF-β, platelet-
derived growth factor, connective tissue growth factor, IL-1β, 
and other factors. Macrophages also promote inflammation by 
recruiting and activating monocytes and neutrophils, as well as 
activating CD4 T cells. Hepatic stellate cells produce copious 
amounts of collagen, which accumulates and leads to fibrosis. In 
addition, fibroblasts are stimulated to synthesize matrix metal-
loproteinases (MMPs) and tissue inhibitors of metalloprotein-
ases (TIMPs), leading to extracellular matrix remodeling and 
fibrosis. Another consequence of chronic schistosomiasis is 
pulmonary arterial hypertension, which has been shown to be 
associated with IL-4– and IL-13–mediated type 2 inflammation 
resulting in TGF-β−induced pulmonary vascular disease. In the 
same manner, IL-10 and IL-12 are known to modulate IL-13–
mediated fibrosis; in the combined absence of IL-10, IL-12, and 
IL-13Rα, IL-13–dependent fibrosis in chronic schistosomiasis 
proceeds rapidly to lethal cirrhosis. One of the primary sources 
of morbidity and mortality in S. haematobium-infected indi-
viduals is egg-induced urinary tract fibrosis. Infection with 
Wuchereria bancrofti (one of the causative agents of lymphatic 
filariasis) is associated with similar fibrotic reactions.

Toll-Like Receptors
Immunopathology in lymphatic filariasis is associated with the 
presence of an endosymbiotic, Rickettsia-like bacteria called 
Wolbachia. Wolbachia are known to stimulate immune cells 
through TLR2 and TLR4 and to release proinflammatory cyto-
kines, as well as vascular endothelial growth factors (VEGFs), 
which might contribute to lymphatic pathology.28 Wolbachia−
TLR4 interaction has also been shown to be the major mechanism 
of corneal inflammation in onchocerciasis, and a TLR-signaling   
molecule, IL-1 receptor−associated kinase-2 (IRAK-2), regu-
lates pathogenic Th17-cell development in S. mansoni infection. 
TLR upregulation might also underlie post-treatment adverse 
events in filarial infections.

Immediate Hypersensitivity Responses
Immediate hypersensitivity responses are associated with the 
early and/or acute phase of infections with invasive helminth 
parasites, such as Ascaris, hookworm, schistosomes, or filariae. 
Patients manifest symptoms suggestive of allergic reactivity, such 
as wheezing or urticaria. Furthermore, in clinical syndromes 
associated with Loa loa infection (with its angioedematous 
Calabar swellings), with tropical pulmonary eosinophilia, and 
with larva currens in strongyloidiasis, IgE-mediated reactions 
are thought to underlie these signs and symptoms. Anaphylaxis 
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is a severe, life-threatening, generalized or systemic hypersensi-
tivity reaction, and is associated with IgE interaction with high-
affinity IgE receptors on basophils and mast cells. The risk of 
anaphylaxis in individuals with helminth infections can vary, 
depending on the parasite, tending to occur more frequently 
with echinococcosis or after Anisakis infection, while being 
extremely rare in most other helminth infections.

Wound Healing
Recent studies have shown a close association of type 2 cytokine 
responses with many aspects of wound healing and repair.27 It 
has been proposed that the type 2 cytokine response has evolved 
to not only mediate resistance to helminth infection but also to 
activate the wound healing apparatus to repair and reconstruct 
tissue, since tissue damage is intricately associated with helminth 
infections. Thus, AAMs are intimately involved in this process 
as they produce MMPs, arginase-1, insulin-like growth factor 1, 
VEGF, and TGF-β, which together promote myofibroblast acti-
vation, angiogenesis, epithelial cell turnover, and extracellular 
matrix deposition. Additional signals from neutrophils, as well 
as lung surfactant protein A or trefoil factor 2, can also contrib-
ute to tissue repair. In addition, an ortholog of the human protein 
granulin from Opisthorchis viverrini accelerates wound repair.

Lymphangiogenesis
The anatomical changes in the architecture of lymphatics, which 
range from lymphangiectasia and granulomatous responses to the 
development of collaterals, suggest that active lymphatic remod-
eling involving endothelial cell growth, migration, and prolifera-
tion is an important feature of early lymphatic filarial disease.2
Live filarial parasites (and their excretory/secretory products) 
have been shown to induce activation, proliferation, and tube 
formation in lymphatic endothelial cells (LECs) and their differ-
entiation into tubelike networks. This was found to be associated 
with significantly increased levels of MMPs and TIMPs. Recent 
studies have also implicated the VEGF family in lymphangio-
genesis, with VEGF-C being associated with lymphedema and 
VEGF-A with hydrocele and single nucleotide polymorphisms in 
MMP-2, CEACAM-1, and VEGF-R3 with lymphedema. Finally, 
TLR-mediated events are considered to be the main drivers of 
this angiogenic/lymphangiogenic process in filarial disease.

Carcinogenesis
Infection with O. viverrini, Clonorchis sinensis, and S. haema-
tobium are classified as group 1 biological carcinogens (i.e., 
definitive causes of cancer).29 The former (liver fluke) is associ-
ated with cancer of the bile duct (cholangiocarcinoma) and can-
cer of the liver (hepatocarcinoma), and the latter is associated 
with squamous cell carcinoma, an especially aggressive type 
of bladder cancer, as well as urothelial carcinoma. The mecha-
nisms of helminth-induced cancer include chronic inflamma-
tion, sustained cellular proliferation, modulation of the host 
immune system, reprogramming of glucose metabolism and 
redox signaling, induction of genomic instability and destabili-
zation of tumor proteins, stimulation of angiogenesis, resistance 
to apoptosis, and activation of invasion and metastasis. Seven 
other helminth infections have been reported to be associated 
with cancer, although their role remains to be firmly established.

Epileptogenesis
Neurocysticercosis, caused by the larval form of T. solium, is the 
most common preventable risk factor for epilepsy worldwide 

and accounts for nearly 30% of all epilepsies in some endemic 
areas. The manifestations are variable, depending on the loca-
tion, number, and size of the cysts in the central nervous system 
as well as the degree of accompanying inflammation, provoked 
by cyst degeneration, calcification, and/or perilesional edema. 
The development of epileptic symptoms results from a complex 
interplay between the anatomical location of the cyst, environ-
mental factors, parasite factors, host genetics, and especially 
host immune responses.

Epidemiological evidence has emerged pointing to a link 
between epilepsy and areas hyperendemic for O.  volvulus
throughout tropical Africa.30 A 2018 longitudinal study from 
Cameroon suggested that the intensity of infection with   
O. volvulus has a crucial part in inducing epilepsy. Case-control 
studies in onchocerciasis-endemic regions in the Democratic 
Republic of the Congo suggested that ivermectin intake pre-
vents the development of epilepsy in children. Living close to 
a river containing breeding sites of vector flies that transmit   
O. volvulus is associated with an increased risk of developing 
epilepsy. Onchocerciasis has been linked to two poorly under-
stood diseases of tropical Africa: Nakalanga syndrome and nod-
ding syndrome. Nakalanga syndrome is a child-development 
disorder that causes growth failure, wasting, skeletal deformi-
ties, endocrine dysfunction, intellectual disability, and epilepsy. 
Nodding syndrome is characterized by epileptic seizures with 
repeated slow dorsoventral head movements. A recent study 
showed that onchocerciasis eradication could eliminate nod-
ding and Nakalanga syndromes and reduce the burden of epi-
lepsy. Finally, nodding syndrome has been shown to be due 
to an immune cross-reaction to antigens of O. volvulus, thus   
conclusively providing a link.

MECHANISMS OF EVASION AND IMMUNE 
REGULATION BY HELMINTH PARASITES
Helminths exert profound immunoregulatory effects on the 
host immune system with parasite antigen–specific immune 
suppression as well as more generalized levels of immune sup-
pression. It has been shown that patients with schistosomiasis 
or filariasis have markedly diminished responses to parasite 
antigens and to some measurable attenuation in responses to 
bystander antigens and routine vaccinations. Thus, host immu-
nosuppression is usually antigen-specific, whereas chronic 
infection can be associated with some spillover effects. Among 
the mechanisms utilized by parasites to avoid immune- mediated 
elimination are those of evasion—the use of sequestration, cam-
ouflage, and antigenic variation—and suppression, regulation, 
or blockade of immune effector pathways.

Parasite-Derived Factors
Parasite-derived products play a very important role in host 
immune evasion.31,32 Parasite products, such as the schistosome-
secreted proteins, alpha-1 and omega-1, promote Th2 differ-
entiation. Alpha-1 (also known as IL-4–inducing principle of 
schistosome eggs [IPSE]), released by schistosome eggs, induces 
IL-4 release and degranulation by human and mouse basophils 
by cross-linking surface IgE. Omega-1 is a ribonuclease abun-
dantly secreted by eggs, shown to condition DCs to drive Th2 
polarization. Omega-1 binds to and is internalized by DCs in a 
mannose receptor–dependent process and then suppresses pro-
tein synthesis through degradation of messenger RNA (mRNA).
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Phosphorylcholine (PC) is a small hapten-like moiety pres-
ent in the excretory/secretory products of many helminths, and 
one particular PC-containing molecule, called ES-62, from filar-
ial worms has been shown to have a wide variety of immuno-
modulatory properties. Thus ES-62 can inhibit the proliferation 
of CD4 T cells and conventional B cells, decrease IL-4 and IFN-γ
production, promote proliferation and IL-10 production by B1B 
cells, modulate complement activation, and condition APCs to 
drive Th2 differentiation with concomitant inhibition of Th1 
responses. ES-62 has also been shown to exhibit bystander anti-
inflammatory activity in collagen-induced arthritis, rheumatoid 
arthritis, chemical contact sensitivity, lupus-associated athero-
sclerosis, ear inflammation, chronic asthma, and airway hyper-
reactivity. Helminths utilize glycans within glycoproteins and 
glycolipids, which mimic host glycans, to regulate host immune 
responses. In addition, these host-like helminth glycans can 
directly interact with host glycan–binding proteins, such as CLRs 
and galectins, to shape innate and adaptive immune responses. 
Similarly, helminth lipids have also been implicated in immune 
modulation; schistosome phosphatidylserine induces DCs to 
polarize IL-4–producing T cells, whereas schistosome lysophos-
phatidylserine induces DCs to induce IL-10–secreting Tregs.

Helminth parasites utilize mechanisms involving cytokine 
mimicry and interference to establish chronic infection. Thus, 
parasites produce cytokine- and chemokine-like molecules to 
interfere with the function of host innate immune products. 
The first helminth cytokines were found to be homologues 
of TGF-β expressed by B. malayi, and both schistosomes and 
filarial parasites express members of the TGF-β receptor family.   
H. polygyrus secretes a protein called H. polygyrus TGF-β mimic 
(Hp-TGM) that binds to the mammalian TGF-β complex and 
drives human and mouse Treg production. Similarly, Echinococ-
cus granulosus expresses a TGF-β ligand, and thus all helminth 
groups might have the potential to exploit TGF-β–mediated 
immune suppression. Various helminths, including B. malayi, 
produce homologues of macrophage migration inhibitory fac-
tors (MIFs), which are known to activate an antiinflammatory 
pathway through SOCS-1, a molecule involved in cytokine 
signaling. T. muris is known to express a homologue of IFN-γ, 
which binds to the IFN-γ receptor in vitro and induces signal-
ing. As T. muris is expelled by IL-4, secretion of an IFN-γ–like 
protein can prolong its survival. H. polygyrus also secretes a 
cytokine-binding protein called HpAR1, which inhibits the 
release of alarmins.

Similarly, helminth parasites utilize chemokine- or chemokine-
receptor like proteins to evade protective immunity. A. suum is 
known to express a neutrophil chemoattractant with chemo-
kine-binding properties. S. mansoni eggs secrete a protein (S. 
mansoni chemokine-binding protein [smCKBP]) that binds 
the chemokines CXCL8 and CCL3 and inhibits their interac-
tion with host chemokine receptors and their biological activity, 
resulting in suppression of inflammation. Similarly, B. malayi
(and all of the other filariae sequenced to date) have been shown 
to express galectins that can bind host immune cells in a car-
bohydrate-dependent manner. O. viverrini secretes a granulin 
(GRN)-like growth factor, Ov-GRN-1, which promotes wound 
healing and angiogenesis.

Helminths secrete two major classes of protease inhibitors 
called cystatins and serpins, each with proposed immunomodu-
latory roles. Cystatins inhibit cysteine proteases (cathepsins and 
aspartyl endopeptidases) required for antigen processing and 
presentation (through the MHC class II pathway) and therefore 

inhibit T-cell activation as well as secretion of inflammatory 
cytokines. They also elicit the regulatory cytokine IL-10, lead-
ing to direct impairment of T-cell proliferation. The serpins are 
serine protease inhibitors, which can cause specific inhibition of 
the neutrophil proteinases, cathepsin G and neutrophil elastase. 
Aspartic proteases from Ascaris lumbricoides have been shown 
to block efficient antigen processing that is dependent on pro-
teolytic lysosomal enzymes.

Other parasite products mediate their effect by blocking 
effector functions, including recruitment and activation of 
inflammatory cells and limiting the destructive potential of 
activated granulocytes or macrophages in the local extracel-
lular milieu. For example, the host chemoattractant platelet-
activating factor (PAF) is inactivated by a complementary 
enzyme PAF hydrolase secreted by N. brasiliensis. Eotaxin-1, a 
potent eosinophil chemoattractant, is degraded by metallopro-
teases from hookworms. A. caninum secretes a protein called 
neutrophil inhibitory factor, which binds the integrins CD11b/
CD18 and blocks adhesion of activated neutrophils to vascu-
lar endothelial cells and also the release of hydrogen peroxide 
(H2O2) from activated neutrophils. N. americanus ES products 
also bind to host NK cells and augment the secretion of IFN-γ,   
which might cross-regulate deleterious Th2 responses. Other 
modulators, such as prostaglandins, and other arachidonic acid 
family members, such as PGE2 and PGD2, are known to inhibit 
IL-12 production by DCs. Finally, helminths susceptible to 
oxidant-mediated killing express both secreted and membrane-
associated enzymes, such as superoxide dismutase, glutathione-
S-transferase, and glutathione peroxidase, molecules that are 
thought to play a significant role in assisting parasite survival 
in inflamed tissues. Recently, a family of helminth defense mol-
ecules secreted by parasitic helminths has been shown to exhibit 
biochemical and functional characteristics similar to human 
antimicrobial peptides. These molecules can modulate innate 
cell activation by classic TLR ligands, such as  lipopolysaccharide.

The discovery that parasitic helminths secrete extracellular 
vesicles (EVs) has spurred a new paradigm in the discovery 
of helminth-derived therapeutics and anthelmintic vaccines.33

EVs are a heterogeneous group of lipid-enclosed vesicles in 
the nano- to the micrometer size range. There is increasing 
evidence that helminth EVs are essential players in regulating 
host inflammation and immunity, and their application as anti-
inflammatory therapeutics has been considered. Helminth EVs 
are actively internalized by host cells, providing a mechanism 
by which the parasites transfer genetic material to the host in a 
bid to actively manipulate host gene expression. Both platyhel-
minths and nematodes have been found to release EVs from the 
gastrodermis. In nematodes, EVs released in the intestines may 
be released into the host via the anterior or posterior openings. 
EVs of B. malayi have also been found to be secreted from the 
excretory/secretory pore. In the case of platyhelminths, EVs can 
be shed directly from the tegument itself into the surrounding 
environment. Recent attention has now turned to identifying 
and testing specific EV-associated antigens, which can be for-
mulated into a vaccine that recapitulates the protective action of 
vaccination with whole EVs.

Host-Related Factors
Regulatory T and B Cells
Helminths actively induce Tregs either by directly secreting fac-
tors such as TGFβ mimic Hp-TGM or indirectly by interacting 



396 PART III Host Defenses to Infectious Agents

with DCs and macrophages, which in turn induce Tregs.34

Expansion of Tregs not only enhances parasite survival but also 
plays a role in preventing helminth-mediated pathology. In 
addition, Tregs generated during helminth infection have been 
associated with suppression of bystander immune responses. 
Helminth-induced Tregs are thought to act mostly via their 
expression of co-inhibitory receptors, CTLA-4 and PD-1 and 
to a lesser extent by their production of IL-10. Tregs play a vital 
role in limiting host pathology by downregulating harmful Th1/
Th17 responses in filarial infection and schistosomiasis. Regula-
tory activity can also be demonstrated in other T-cell subsets, 
such as the Foxp3-IL-10+ Tr1 cells. Moreover, filarial infec-
tion is associated with an expansion of T cells expressing the 
IL-10 superfamily cytokine members (IL-19 and IL-24), and 
inhibition of these cytokines results in increased Th1 and Th2 
responses. Both Tregs and Tr1 cells are associated with an iso-
type switch from IgE to IgG4 and a greater IgG4 to IgE ratio 
in helminth infections. IgG4 is a strongly antiinflammatory iso-
type that does not stimulate FcγR receptor activity.

A number of studies have recently reported that B cells 
might have an active regulatory role in helminth infec-
tions.20  Helminth infections, and in particular infection with 
schistosomes such as S. mansoni, are well-known to induce 
regulatory B (Breg) cells. Regulatory B cells suppress proin-
flammatory immune responses via several mechanisms, of 
which the ones best described are the expression of the regula-
tory cytokine IL-10 and induction of regulatory T (Treg) cells. 
CD19+CD24hiCD38hi regulatory B cells have been described in 
a variety of helminth infections.

Hyporesponsive T Cells
Effector T-cell responses can be turned off or modulated through 
a variety of mechanisms, including through cytotoxic T-lym-
phocyte antigen-4 (CTLA-4) and programmed death-1 (PD-1).   
Interestingly, increased expression of CTLA-4 and PD-1 has 
been demonstrated in filarial infections, and blocking of 
CTLA-4 can partially restore a degree of immunological respon-
siveness in cells from infected individuals. Moreover, T cells 
have decreased induction of T-bet, the Th1 master regulatory 
gene indicating a failure at the transcriptional level to differenti-
ate into Th1 cells. Finally, T cells from individuals with filarial 
infection exhibit classic signs of anergy, including diminished 
T-cell proliferation to parasite antigens, lack of IL-2 production, 
and increased expression of E3 ubiquitin ligases. Similarly, aner-
gic T cells are found in both humans and mice with F. hepatica
infection and schistosomiasis; in the latter case, these T cells 
express high levels of the anergy molecule GRAIL (gene related 
to anergy in lymphocytes). Finally, helminth-induced Th2 cells 
can exhibit PD-1/PDL-2–dependent intrinsically hyporespon-
sive phenotype, which is characterized by diminished IL-4/IL-5 
expression and enhanced IL-21 expression.

Modulation of Antigen-Presenting Cell Function
DCs are the first APCs usually to encounter parasites, and hel-
minth modulation of DC function has been well characterized. 
Filarial parasites induce downregulation of MHC class I and 
class II molecules, as well as cytokines and other genes involved 
in antigen presentation, thereby rendering DCs suboptimal in 
their ability to activate CD4 T cells. Schistosomes have similar 
effects on DCs, with subsequent Th2 polarization and inhibited 
responses to Th1-inducing TLR ligands. In addition, schis-
tosomes modulate the activation of Nlrp3 (NLR family, pyrin 

domain containing 3) inflammasome and thus IL-β  production. 
Excretory/secretory antigens produced by helminths can inhibit 
DC synthesis of proinflammatory cytokines, chemokines, 
and costimulatory molecules and promote DC production of 
the regulatory cytokines IL-10 and TGF-β. Helminth infec-
tion has also been shown to induce in vivo differentiation of a 
CD103−CD11clo population of regulatory DCs, which are inef-
ficient in priming effector T cells and instead favor the genera-
tion of Tregs. AAMs are able to markedly suppress target cell 
proliferation, as well as mediate repair of tissue that has been 
damaged by parasites. In addition, human filarial infection is 
associated with the expansion of the nonclassical monocyte sub-
set, as well as an immunoregulatory monocyte subset. Helminth 
antigens can modulate MHC class II and CD80/86 expression 
on “antigen-presenting” basophils to induce the development 
of Th2 cells. Myeloid-derived suppressor cells (MDSCs) are a 
heterogeneous population of immature myeloid cells that share 
a common property of suppressing immune responses. MDSCs 
have been demonstrated to be induced by several helminth 
infections. MDSCs are inflammatory cells that secrete many 
types of cytokines, including GM-CSF, IL-1α, IL-6, and IL-10, 
among others. However, the primary suppression function-
related cytokines of MDSCs are TGF-β and IL-10.

Apoptosis
Another mechanism of immune evasion is the ability of some 
helminths to induce host cell apoptosis. Apoptosis has been 
described as a host regulatory mechanism in various helminth 
infections, including schistosomiasis, lymphatic filariasis, and 
onchocerciasis. Helminths and their products have been found 
to trigger apoptosis pathways and anergy in host immune cells 
including T cells, APCs, NK cells, and eosinophils. Besides 
immune cells, nonimmune cells such as intestinal epithelial cells 
are also targeted by helminths and their products for apoptosis. 
The two general pathways involved in the apoptosis process are 
the death receptor pathway and the mitochondrial pathway.

HELMINTHS AND THE MICROBIOTA
Recent work has highlighted the importance of the microbiota 
in influencing host immunological and metabolic functions. 
Helminths secrete a variety of products that can directly influ-
ence the composition and function of the microbiota, whereas 
changes in microbiota can have an impact on susceptibility to 
helminth infection, indicating that helminth–microbiota cross-
talk can regulate a variety of host processes.35 Direct evidence 
that type-2-cell-derived cytokines can alter the gut microbiota 
during infection with T. muris or H. polygyrus has been shown 
in mouse models, but similar shifts have also been observed 
in human populations. For Trichuris parasites, the microbiota 
are essential for their developmental process. The expansion of 
populations of lactobacilli upon helminth colonization is one 
the most frequently reported observations in helminth infec-
tions. However, there have been quite a few discrepancies in the 
results of human studies evaluating the helminth–microbiota 
interaction. Helminth modification of the microbiota is also 
known to directly impact host immunity to other pathogens, 
including impaired immunity to enteric bacterial infection and 
enhanced immunity to respiratory viral pathogens. This can 
be accomplished by helminth antimicrobial peptide produc-
tion, mucin expression, goblet cell proliferation, and metabolite 
production. Alteration of short-chain fatty acid production and 
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affecting the balance of proinflammatory versus antiinflamma-
tory bacterial species play important roles.35

REGULATION OF ALLERGY, AUTOIMMUNITY, 
AND METABOLIC DISEASES IN HELMINTH 
INFECTION
The hygiene hypothesis postulates that the stimulation of the 
immune system by microbes or microbial products protects 
from the development of inflammatory and atopic disorders. 
Human studies have demonstrated that people living in areas 
endemic for helminth infections have a decreased reactivity to 
skin tests for allergens and milder forms of asthma.36 Experi-
mental animal models have revealed the protective effect of 
helminth infections against atopy and asthma. Several mecha-
nisms have been proposed for the helminth-induced protection, 
the chief of which are the induction of Treg activity, regulatory 
B-cell activity, immunosuppressive cytokines including IL-10 
and TGF-β, and the interaction between helminth-derived 
products and the gut/lung microbiome (barrier regulation of 
allergy). Similarly, exposure to helminth parasites has been 
shown to prevent the onset of Th1-mediated diseases, such as 
multiple sclerosis (MS), diabetes mellitus, and Crohn disease in 
experimental animal models.37 Finally, recent studies in mice 
have shown that type 2 immunity, induced by helminth infec-
tion, can maintain adipose tissue homeostasis and promote 
adipose tissue beiging, protecting against obesity and metabolic 
dysfunction, and that the immunomodulatory glycan LNFPIII, 
which is secreted by helminths, can alleviate hepato-steatosis 
and insulin resistance. Finally, multiple studies have now dem-
onstrated that helminth infections can contribute to tissue-
specific and systemic metabolic homeostasis and protection 
against obesity-associated meta-inflammation. Epidemiologi-
cal studies conducted in endemic countries have reported an 
inverse association between infection with the trematode Schis-
tosoma japonicum and the nematode S. stercoralis and the prev-
alence of metabolic syndrome and type 2 diabetes in lean and 
obese subjects, respectively.38 Improvements of the homeostatic 
model assessment for insulin resistance (HOMA-IR), hyper-
insulinemia, and hyperglucagonemia, hallmarks of whole-
body insulin resistance and metabolic dysfunctions, were also 
observed in rural populations infected with various species of 
soil-transmitted helminths. These effects were associated with 
eosinophilia and increased serum levels of total IgE and proto-
typical type 2 cytokines, IL-4, IL-5, and IL-13, suggesting that 
the helminth-induced type 2 immune response might play a 
role. Anthelmintic treatment was shown to reduce circulating 
markers of type 2 immunity and to impair metabolic homeosta-
sis, as characterized by elevated HOMA-IR and hemoglobin A1c 
(glycated hemoglobin) (HbA1c).

HELMINTH THERAPY FOR INFLAMMATORY 
DISEASES
This is based on the principle that helminth-derived factors 
promote polarized regulatory or Th2 responses, which result 
in antiinflammatory molecule production and promotion of 
barrier integrity (often compromised in inflammatory bowel 
disease and foodborne incompatibilities) and that helminth 

colonization provides a diverse bacterial environment that pro-
tects against intestinal inflammation.37 To date, two species of 
helminths have been tested as clinical treatment for therapy of 
inflammatory diseases: Trichuris suis ova (TSO) and infection 
with N. americanus. TSO has been demonstrated to have a min-
imal or no effect on Crohn disease, ulcerative colitis, and mul-
tiple sclerosis and no significant effect on rheumatoid arthritis, 
allergic rhinitis, or plaque psoriasis. N. americanus larvae have 
been shown to be minimally or not effective against Crohn dis-
ease and celiac disease but have no significant effect on allergic 
rhinoconjunctivitis, asthma, or multiple sclerosis. Further to 
therapeutic trials of helminth infections in inflammatory dis-
ease settings, dose-escalation controlled helminth infections in 
healthy volunteers are currently ongoing.31

VACCINES AGAINST HELMINTH PARASITES
Vaccines against helminth infections are a necessary tool for 
their elimination and eradication for several different  reasons.31,39

Four Schistosoma vaccines are currently in different phases of 
clinical development. S. haematobium Sh28GST did not exhibit 
high efficiency in a phase III trial and is currently being modi-
fied. S. mansoni Sm-14 is in phase II/III trials while S. mansoni
Sm-TSP-2 is in phase II trials. Finally, S. mansoni Sm-p80 is now 
entering phase I/II trials. Three hookworm vaccine candidates, 
Na-GST-1, Na-APR-1, and Na-Asp-1, are in phase I clinical   
trials. Moreover, human challenge infection models to study the 
efficiency of schistosomiasis and hookworm vaccines are now 
established with the first studies showing proof of concept for 
safety and tolerability. In addition, the two O. volvulus vaccine 
candidates—Ov-103 and Ov-RAL2—are in preclinical testing. 
With rapid advances in the parasite genomics and proteomics, 
as well as the newer, better vaccine delivery systems offering 
more efficient and quicker assessment, the prospects for newer 
anthelmintic vaccines are excellent, although the potential lack 
of commercial markets imposes a significant impediment to 
their development.
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INTRODUCTION
Pandemic infectious diseases are caused by pathogens (usu-
ally viruses) that have adapted well to growth and reproduction 
within the human host and that through unique environmental, 
socioeconomic, and cultural circumstances are able to rapidly 
spread across national boundaries and even globally.  Although 
uncommon and caused by relatively few pathogens, the extraor-
dinary human, economic, and societal losses caused by pan-
demic diseases as exemplified by coronavirus disease 2019 
(COVID-19) make pandemic diseases of unique importance to 
clinicians, immunologists, and many other scientists and health 
care professionals.  The pathogenesis of pandemic diseases is 
complex and unique to each pathogen, but common to all is 
widespread immunological naïveté within the host population.   
In this chapter, we consider the pathogens of greatest concern for 
their pandemic potential.  Most of these organisms are viruses, 
including betacoronaviruses, alphainfluenzavirus, ebola, and 
the flaviviruses, but numerous bacteria are also emerging with 
pandemic disease potential.  For each organism, we consider the 
factors, especially immunological, that lead to pandemic spread 
and prospects for effective therapy and prevention.

HUMAN BETACORONAVIRUS
The human betacoronaviruses are enveloped viruses with 
positive-strand RNA genomes of approximately 30 kb.1 Bats 
represent important natural animal reservoirs for betacoronavi-
ruses, causing serious human infections and disease of pandemic 
potential including the severe acute respiratory syndrome coro-
navirus (SARS-CoV), Middle East respiratory syndrome coro-
navirus (MERS-CoV), and the most recent coronavirus disease 
(COVID)-19 caused by the SARS-CoV-2 virus. In addition, at 
least two betacoronaviruses can cause upper respiratory infec-
tions in humans—HCoV-OC43 and HCoV-HKU1 (Fig. 31.1).1

These typically cause common cold symptoms, although rarely 
they can also cause more serious respiratory infections. There 
are also two alphacoronaviruses that cause upper respiratory 
infections in humans, known as HCoV-NL63 and HCoV-229E 
(Table 31.1).1

Microbiology and Clinical Expression
Coronaviruses are spherical, enveloped viruses that contain 
a single-stranded, positive-sense RNA genome. Their name 
derives from the prominently expressed surface projections 
composed of the surface membrane (M), envelope (E), and 
spike (S) structural proteins that appear as halos (coronas) on 

electron micrographs. The spikes are the most distinguish-
ing feature of coronaviruses and are typically composed of a 
trimer of the S protein. The receptor-binding domain (RBD) 
of the S protein engages a variety of host receptors including 
angiotensin-converting enzyme 2 (ACE2), aminopeptidase N 
(APN), and dipeptidyl peptidase 4 (DPP4) to trigger cellular 
entry and the initiation of replication. Host proteins such the 
proteinase transmembrane protease serine 2 (TMPRSS2) are 
usually required to activate the S protein and facilitate cellular 
entry. Genome replication and virion assembly occur within the 
endoplasmic reticulum and Golgi apparatus and viral shedding 
occurs through exocytosis.

SARS-CoV, MERS-CoV, and SARS-CoV-2 are significant 
causes of serious human illness. These viruses are transmitted 
directly from person to person via aerosol droplets and read-
ily infect epithelial cells of the upper and lower airways after 
inhalation; intermediate arthropod vectors are not involved in 
transmission. The coronavirus genome is relatively plastic and 
can undergo recombination with related viruses co-infecting 
the same host. It is thought that combinations of mutations 
and recombination events involving an ancestral bat coro-
navirus, likely transmitted through other hosts such as the 
civet or pangolin, led to the emergence of SARS and MERS 
viruses with enhanced human transmissibility and thus pan-
demic potential. SARS and MERS viruses cause primarily a 
pneumonitis-predominant syndrome marked by fever, cough, 
congestion, malaise, and shortness of breath. Severe disease 
is marked by respiratory failure and may be complicated by 
dysfunction of numerous other systems, including the cardio-
vascular,  hematologic-coagulation, urinary, neurologic, and 
gastrointestinal systems. SARS-CoV emerged in 2002 in South 
China before causing epidemics in more than 20 countries, 
including approximately 8000 cases and 800 deaths, mostly in 
China, Hong Kong, Taiwan, Canada, and Singapore. MERS-
CoV emerged in Saudi Arabia in 2012 causing approximately 
1000 cases and more than 400 deaths, in addition to cases and 
deaths in other Middle Eastern countries and in South Korea. 
SARS-CoV-2 emerged in Wuhan, China, and is currently caus-
ing a pandemic and public health emergency of international 
concern (PHEIC). SARS-CoV-2 is the cause of COVID-19, that 
so far has caused more than one million deaths and a global 
financial and security crisis.

Immunopathogenesis
Evidence for acquired immunity to betacoronaviruses with pan-
demic potential is primarily based on persistent host antibodies 
in recovered patients and experimental animals. Patients who 
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recover from SARS-CoV produce persistent antibodies against the 
coronavirus spike protein, including its RBD. The RBD is required 
for both SARS-CoV and SARS-CoV-2 to bind to the host ACE2 
receptor, which itself is a surface-bound carboxypeptidase found 
in cells in the lungs, heart, vasculature, and other target organs. 
For many recovered SARS-CoV patients, antiviral antibody can 
persist for two years or more.2 In contrast, it was reported that 
patients with mild or asymptomatic COVID-19 may exhibit rap-
idly declining levels of host antibodies,3 whereas those with severe 
illness exhibit higher and durable levels of virus neutralizing anti-
bodies, including antibodies directed against the spike protein.4
So far, there have been a few case reports of COVID-19 patients 
experiencing reinfection, with at least one individual without 
virus neutralizing antibodies present at the second clinical presen-
tation.5 However, rhesus macaques were noted to be resistant to 
SARS-CoV-2 reinfection after homologous virus challenge, with 
protection correlating with virus neutralizing antibody titers.6 In 
humans, even with declining virus neutralizing antibody titers, 
memory T and b cells may play an important role in the recall 
against SARS-CoV-2 antigens, and therefore host immunity.7,8

Treatment and Prevention
Immunity to betacoronaviruses has also been shown with pas-
sive transfer of antibodies, which confer protection in both 
humans and animals. In addition, and under development, is 
the premise that vaccines will induce protection, as seen previ-
ously in experimental animals and being evaluated in vaccine 
clinical trials as of 2020.

Passive Antibody Transfer
In humans, the administration of convalescent plasma was 
shown in a systematic review and meta-analysis to reduce both 
viral loads and mortality of patients with SARS-CoV.9 However, 
a US National Institutes of Health panel found that for COVID-
19, the current data are “insufficient” to endorse the use of con-
valescent plasma, and instead called for adequately powered 
and well-controlled randomized clinical trials, even after the US 
Food and Drug Administration (FDA) had released convales-
cent plasma under emergency use authorization.10 Most recently 
in older adults, high titer convalescent plasma was shown to 
elicit more convincing therapeutic outcomes.11  Recently, sev-
eral monoclonal antibodies directed against the SARS-CoV-2 
spike protein RBD were identified and evaluated as promising 
prophylactic or therapeutic reagents in experimental animal 
models. They include both neutralizing monoclonal antibodies 
that block ACE2-RBD binding, as well as those with the abil-
ity of inducing subtle or conformational alterations in the RBD 
protein. Some of the monoclonal antibodies are broadly neu-
tralizing against both SARS-CoV and SARS-CoV-2, while oth-
ers are virus-specific.

Experimental Vaccines
Some of the best evidence for acquired immunity to the beta-
coronaviruses is through experimental vaccine trials. An 
international effort is underway to test experimental vaccines 
against COVID-19, including a US-based initiative known ini-
tially as Operation Warp Speed in addition to national efforts 
based in Brazil, China, India, Russia, and elsewhere. Almost all 
of the vaccine concepts rely on inducing strong immunity to 
the SARS-CoV-2 spike protein, especially its RBD component, 
with more than 100 candidates in preclinical and clinical devel-
opment.13 Several of these vaccines have gone into preclinical 
testing in nonhuman primates—rhesus macaques—including 
vaccines using traditional technologies such as whole inacti-
vated virus and recombinant protein vaccines, and new plat-
form approaches such as mRNA, DNA, and adenovirus vectored 
vaccines. An important observation is that protection against 
challenge infection in nonhuman primates is associated with 
high levels of virus neutralizing antibodies, together with T-cell 
immune responses. Similar observations have been made with 
experimental vaccines in both rodent and nonhuman primates 
following SARS-CoV or MERS-CoV challenge infections. For 
COVID-19, several vaccines have now been released through 
emergency use authorization processes, based on evidence for 
protection in limited or expanded phase 3 randomized trials.   
They include whole inactivated virus, adenovirus-vectored, and 
nucleic acid vaccine candidates, with results indicating that at 
least two doses are required to reach virus neutralizing antibody 
levels (together with T-cell responses) equivalent or exceeding 
to those found in convalescent sera from recovered patients. 
At least one study found that protection against COVID-19 
exceeds 85% when the level of virus neutralizing antibodies 
from the vaccine is at least 1.5 fold greater than levels found in 
recovered patients convalescent sera, although this finding has 
not yet translated fully into a true correlate of protection.

Immune Enhancement
For some human respiratory infections, it was noted how exper-
imental vaccines for respiratory syncytial virus and measles 
may have actually exacerbated lung pathology following experi-
mental challenge in preclinical models. For both of these cases, 
formalin-inactivated whole-virus vaccines were implicated 
in this phenomenon, known as immune enhancement, which 
resulted in host cellular infiltrates in the lungs. In some experi-
mental animal models of coronavirus vaccines, especially for 
SARS-CoV and MERS-CoV, a similar phenomenon was noted, 
and included eosinophilic or neutrophilic infiltrates in the lungs 
or liver. Different immunologic mechanisms were ascribed to 
these observations, including Th2 or Th17 responses, as well 
as antibody-dependent enhancement (ADE). However, to 
date immune enhancement has not yet been noted either in 

TABLE 31.1 Human Beta and Alpha Coronavirus

Betacoronavirus of Serious 
Pandemic Importance

Severe Acute Respiratory 
Syndrome Coronavirus 
(SARS-CoV)

Middle East Respiratory 
Syndrome Coronavirus 
(MERS-CoV)

Coronavirus Disease 
(COVID)-19 Caused by 
the SARS-CoV-2 Virus

Betacoronavirus of upper respiratory 
infections

HCoV-OC43 HCoV-HKU1

Alphacoronaviruses of upper respiratory 
infections

HCoV-NL63 HCoV-229E

From: Kearney C, Gleasner JT, Cui H, and Marketter W—https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0194527

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0194527


402 PART III Host Defenses to Infectious Agents

nonhuman primates or in humans following administration of 
COVID-19 experimental vaccines, as well as virus challenge in 
the case of the former.

no need for other intermediate hosts. However, Zika virus can 
also be transmitted sexually, by blood transfusion, and vertically 
to the fetus. It is not known whether specific strains of dengue 
and Zika virus or whether mutations have facilitated their rapid 
spread in recent years. Clearly important factors appear to be 
the spread of suitable mosquito vectors to urban environments 
where they thrive and the rapid increase in international travel 
that has repeatedly allowed persons acquiring infections while 
abroad to transmit the viruses to previously naïve vectors in 
their native communities, eventually establishing autochthony.17

Clinical Expression
Both Zika and dengue viruses typically elicit no symptoms after 
infection. Approximately 20% of infected subjects will after 3 
to 5 days of incubation present with a similar mild syndrome 
that includes fever, lethargy, joint and muscle aches, joint swell-
ing, maculopapular rash, retro-orbital headache, and conjunc-
tivitis. A more serious form of disease, severe dengue, occurs 
in approximately 5% of symptomatic subjects and is marked 
by a systemic vasculitis that results in widespread hemorrhage 
and resulting organ dysfunction, most often including the liver, 
brain, and heart. Increasingly, severe dengue in adults has been 
linked to underlying co-morbid conditions including diabetes 
mellitus and hypertension.18 Similar finding have been iden-
tified for COVID-19. Severe dengue, which can be fatal even 
with optimal supportive care, usually occurs soon after defer-
vescence and is preceded by key warning signs. Zika virus has 
yet to be linked to a severe dengue-like syndrome in adults, but 
it can produce prostatitis-like symptoms, hematospermia, and 
neurologic complications including Guillain-Barré syndrome. 
Maternal infection with Zika virus can lead to fetal loss, intra-
uterine growth retardation, and CNS complications including 
microcephaly.19

• Abdominal pain or tenderness
• Persistent vomiting
• Fluid accumulation
• Mucosal bleeding
• Lethargy/restlessness
• Liver enlargement >2 cm
• Increase in hematocrit concurrent with thrombocytopenia 

CLINICAL RELEVANCE
WHO Criteria for Dengue Warning Signs

• Severe plasma leakage leading to
1. Shock and/or
2. Respiratory distress

• Severe bleeding as assessed clinically
• Severe organ dysfunction

1. Liver: alanine transaminase or aspartate aminotransferase ≥1000
2. Central nervous system: impaired consciousness
3. Heart and other organs 

CLINICAL RELEVANCE
WHO Criteria for Severe Dengue

• The betacoronavirus SARS-CoV-2 is the causative agent of COVID-19, 
a worldwide pandemic disease that emerged in late 2019 that has 
caused devastating human morbidity and mortality in addition to 
widespread economic disruption.

• The emergence of betacoronaviruses with pandemic potential is 
related to social determinants including political destabilization, glo-
balization and urbanization.

• Much remains to be learned about betacoronavirus immunity and vac-
cine development, but rapidly accumulating experience with currently 
available vaccines approved for emergency use indicate that they are 
substantially safe and effective. 

KEY CONCEPTS

FLAVIVIRUSES—DENGUE AND ZIKA 
VIRUS DISEASE
The flavivirus group includes many dozens of viruses, the most 
medically important of which are the viral causes of dengue, 
Japanese encephalitis, West Nile fever, yellow fever, and Zika 
virus disease. Of these five viruses, dengue and Zika viruses have 
shown the most pandemic potential given their alarming spread 
from their original home ranges of northern Africa and equato-
rial Africa and Asia, respectively, to North and South America. 
Although dengue virus is now endemic in North America, Zika 
virus is not yet endemic; the many recorded mainland US cases 
of Zika virus disease are believed to have been acquired abroad. 
Nonetheless, it is likely that dengue, Zika and other flaviviruses 
transmitted by Aedes mosquitoes will become endemic to the 
Gulf Coast of the United States due to climate change, urban-
ization, and human migrations, among other factors.14 These 
viruses most often produce mild, inconsequential disease, but 
dengue virus is capable of inducing severe and lethal infections 
and Zika virus can induce great harm to the fetus.

Microbiology
The flaviviruses are enveloped viruses with icosahedral and 
spherical geometries that contain a single linear positive-
sense RNA strand of approximately 11 kb in length. The RNA 
is transcribed into a polyprotein that is cleaved into separate 
polypeptides through the combinatorial use of host and viral 
proteinases that include three structural proteins (capsid, prM, 
and envelope) and seven nonstructural proteins. Positive viral 
RNA strands assemble at the host cell membrane where they 
bud through, becoming encapsulated in host lipids, leading to 
host cell rupture and release of new virions. Flaviviruses bind to 
diverse host cell proteins through the viral envelope (E) protein. 
Host receptors include AXL, Tyro3, DC-SIGN, and TIM-1 for 
Zika virus15 and human mannose-binding receptor (MR) and 
DC-SIGN for dengue virus.16 Virions enter the cell through 
clathrin-mediated endocytosis and then commence to replicate.

Like most other flaviviruses, transmission of dengue and 
Zika virus occur most often through an arthropod, usually the 
mosquitoes Aedes aegypti and A. albopictus, but many other 
arthropods are suitable vectors. These viruses are sufficiently 
adapted to humans, in which they replicate to a high degree, 
to permit re-transmission of disease through mosquitoes with 

Immunopathogenesis
Both viruses are believed to initially infect dermal den-
dritic cells (DCs), after which they are carried to regional 
lymph nodes and then systemically via the lymphatic system. 
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Subsequent disease expression likely depends in part on 
host age and host and viral genetic factors, but an extremely 
important determinant of host outcome is immune status. 
Effective immunity is believed to derive from robust neu-
tralizing antibody responses. Two antibody-related immune 
phenomena, ADE and original antigenic sin (Hoskins effect), 
critically influence the effectiveness of humoral responses to 
flaviviruses, but also influenza. ADE occurs when non-neu-
tralizing antibodies bind to virions and promote their uptake 
through alternate receptors such as Fcγ receptors present on 
phagocytic and antigen-presenting cells (APCs). Viral uptake 
through this aberrant, antibody-dependent mechanism can 
lead to viral proliferation within Fcγγ-expressing cells, result-
ing in prolonged and more severe disease. The closely related 
Hoskins effect occurs when dengue or Zika viral infection 
occurs in a semi-immune host that has previously either been 
infected with a related, but antigenically distinct, viral strain 
or been vaccinated with a viral strain that is only partially 
related to the infecting strain. Immunity to the infecting 
viral strain may in these instances result only in activation 
of memory, not primary, responses to the previous virus or 
vaccine, resulting in persistent production of ineffective, 
non-neutralizing antibodies that may promote ADE. Only 
primary immunity triggers the process of affinity maturation 
that results in the high-affinity antibodies needed for virus   
neutralization.20,21

TREATMENT AND PREVENTION
There are currently no antiviral agents approved for use against 
dengue or Zika viruses, nor is a vaccine against Zika available. 
While candidate Zika virus vaccines are under evaluation, a 
major hurdle to their development is the unpredictable nature 
of Zika virus disease outbreaks, which have abated in recent 
years. A dengue virus vaccine has recently completed phase III 
trials and has been approved by the FDA for use in children 
age 9 to 16 years living in US territories with endemic dengue. 
While broadly effective, the vaccine can result in severe disease 
due to ADE in vaccinated persons who subsequently acquire 
new dengue virus infection.22  Additional vaccines are under 
development and completing advanced clinical testing. Control 
of mosquito populations is an additional promising means of 
disease control.

EBOLA

Ebola virus first emerged in 1976 independently in Zaire, present-
day Democratic Republic of Congo (DRC), and Sudan.23,24 Since 
1976, Ebola virus has caused 28 outbreaks, most of which, until 
recently, have occurred in the Central African countries of 
DRC, Sudan, Gabon, and Uganda.25 However, in 2014 to 2016, 
Zaire ebolavirus (EBOV) emerged in West Africa, beginning in 
Guinea and spreading to neighboring Sierra Leone and Liberia. 
The 2014 to 2016 EBOV outbreak is the largest Ebola virus out-
break recorded since its emergence. The extent of this outbreak, 
which caused 28,600 cases and 11,325 deaths, was secondary 
to involvement of densely populated areas with poor public 
health infrastructure and increased mobilization across borders 
leading to spread to seven additional countries including the 
United States.25 The global humanitarian and economic impact 
of the 2014 to 2016 EBOV outbreak led to widespread initiation 
of public surveillance strategies and a surge in preventive and 
therapeutic antiviral interventions for future viral outbreaks. 

Microbiology
Ebola virus is a nonsegmented, negative-sense, single-
stranded RNA virus in the Filoviridae family with 5 species: 
Zaire (EBOV), Tai Forest (TAFV), Sudan (SUDV), Bundibugyo 
(EDBV), and Reston (RESTV).23 The virus is made of seven 
proteins: nucleoprotein, viral protein (VP) 35, VP40, glycopro-
tein (GP), VP30, VP24, and polymerase L.23 The RNA resides 
within the nucleoprotein nucleocapsid alongside polymerase L 
and transcription cofactor VP30. The viral spike is formed from 
the transmembrane GPs on the outer envelope and soluble GP 
(sGP) is a byproduct of viral GP expression.23,24 The VPs provide 
structural integrity to the nucleocapsid and modulate the host 
immune response.26

Viral infection occurs as a result of Ebola virus GPs engage-
ment with host cell membrane proteins, promoting cell entry 
by micropinocytosis. Once engulfed, the viral GP is processed 
by the host cysteine proteases cathepsin within the endosome, 
allowing the cleaved protein to interact with the endosomal cel-
lular receptor cholesterol transporter Niemann Pick C1 (NPC1 

FIG. 31.2 Transmission Electron Microscopy of Ebola virus   
Demonstrating Filamentous Morphology. (Public Health Image   
Library #10815. Centers for Disease Control and Prevention and 
Frederick A. Murphy, 1976.)

• Of the many known flaviviruses, dengue and Zika viruses offer the 
highest pandemic disease risk.

• Both dengue and Zika viruses are transmitted to humans by arthro-
pod, usually mosquito, vectors.

• Rapid spread of vectors to new urban environments and the rise in 
international travel strongly contribute to the global spread of Zika 
virus disease and dengue.

• Infection with dengue and Zika viruses is usually inconsequential, but 
dengue can produce a severe, potentially fatal disease and Zika virus 
can be harmful or lethal to the fetus.

• Antivirals are unavailable for Zika virus disease and dengue, but a vac-
cine against dengue is available for children living in endemic regions, 
with additional vaccines pending.

• Antibody-dependent enhancement and the Hoskins effect contrib-
ute to the development of severe disease and complicate efforts to   
develop effective vaccines. 

KEY CONCEPTS
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protein). Binding of cleaved GP to NPC1 allow the virus to 
fuse with the endosomal membrane.23 The viral genome is then 
released into the cytosol of the host cell and undergoes tran-
scription and replication.27 The newly replicated virus is assem-
bled into a nucleocapsid and transported to the host cell surface 
for release of progeny virions.23 Ebola viruses have the ability to 
attenuate or shut down host interferon alpha and beta responses 
leading to progressively higher viral loads. These processes 
occur through specific viral proteins interfering with interferon 
signaling cascades.28

All five Ebola species can infect humans. While Zaire, Sudan, 
and Bundibugyo species typically develop similar clinical syn-
dromes, Reston ebolovirus, a species identified in a Filipino 
swine and nonhuman primates, is most commonly associated 
with asymptomatic infection in humans. Additionally, there is 
only one recorded case of Tai Forest ebolavirus, which occurred 
in 1994 in Cote d’Ivoire and was nonfatal. Ebola virus is a zoo-
notic pathogen that typically maintains a sylvatic cycle. It is 
speculated that the fruit bat, Pteropodidae family, is the natu-
ral reservoir of Ebola virus and may be capable of transmitting 
Ebola virus to other intermediate or dead-end hosts.23

Initial infections in humans emerge from contact with bats 
and their excretions or through contact with intermediate or 
dead hosts such as infected nonhuman primates. Human-to-
human transmission can then propagate disease through direct 
contact with infected human blood, secretions, organs, or other 
bodily fluids or indirectly through contact with contaminated 
surfaces. People at high risk of viral transmission include family 
care providers, healthcare workers, and people involved in tra-
ditional burial practices. With an estimated person-to-person 
transmission ratio of up to 1.34, Ebola virus has the potential to 
rapidly spread to local and international communities.29

Clinical Expression
Ebola virus disease occurs 2–21 days after exposure.2 Ebola 
virus disease occurs 2 to 21 days after exposure.2 Direct viral 
cytopathogenic effects causing cell death and dysregulated 
innate and adaptive immune responses lead to a wide range of 
clinical presentations. Symptoms include fever, fatigue, myal-
gias, anorexia, nausea, and severe vomiting and diarrhea caus-
ing significant fluid losses. Systemic hypoperfusion results in 
multiorgan dysfunction. Bleeding in the form of microscopic 
hemorrhage, increased vascular permeability, and impaired 
coagulation occurs in less than half of cases manifesting clini-
cally as petechiae, bleeding from gums, or bleeding in emesis 

or stool. Despite the general similarities between Ebola virus 
species, case fatality rates differ. Although the nature of these 
differences remain unclear, case-fatality rates range from 40% in 
Bundibugyo species to near 70% to 90% in Zaire species. Addi-
tionally, evidence from the 2014 to 2016 EBOV outbreak suggest 
a “post-Ebola syndrome” with chronic, debilitating neurologic, 
ocular, and musculoskeletal abnormalities in survivors.24

Immunopathogenesis
Ebola virus infects humans through the mucosal membranes 
or breaks in skin. The virus is taken up by APCs such as mac-
rophages and DCs, which permit early intracellular replication. 
Migration of infected cells to lymph nodes facilitates system-wide 
spread. Ebola virus leads to disturbances of the innate immune 
response through inhibition of type I interferons (I-IFN), prolific 
production of cytokines (interleukin [IL]-1β, IL-1Rα, IL-6, IL-8, 
IL-15, IL-16, tumor necrosis factor [TNF]-α, nitric oxide [NO]) 
and chemokines (macrophage inflammatory protein [MIP]-1α, 
MIP-1β, monocyte chemotactic protein [MCP]-1, migration 
inhibitory protein [MIF], IP-10), impairment of DC maturation, 
and natural killer (NK) cell apoptosis leading to overwhelming 
tissue necrosis. VP35 and VP24 both suppress type-I IFN path-
ways, VP35 by disrupting retinoic acid-induced gene [RIG]-1 
pathway and VP24 by preventing nuclear accumulation of dimer-
ized phosphorylated signal transducer and activator of tran-
scription 1 [STAT-1]. Furthermore, viral sGP act as an immune 
response accelerant, by binding and activating noninfected DC 
and macrophages through Toll-like receptor 4 [TLR4], enhanc-
ing proinflammatory cytokine and chemokine release. The proin-
flammatory milieu promotes recruitment of more inflammatory 
mediators to the site of infection, increasing viral targets. Inhibi-
tion of the APC–T-cell synapse due to decreased function of APCs 
prevents CD4 and CD8 T-cell expansion. The lack of T-cell clonal 
expansion blocks CD4 T-cell helper functions, including reduc-
tion in B-cell release of antigen-specific antibodies. Bystander 
apoptosis of lymphocytes, which are not directly infected with 
Ebola virus, occurs potentially due to loss of APC signaling or the 
overexaggerated cytokine environment. Endothelial dysfunction 
from proinflammatory cytokines causes increased vascular per-
meability, fluid extravasation, as well as consumption of coagula-
tion factors.24

Treatment and Prevention
There are no approved preventive or curative interventions for 
Ebola virus infections. Management strategies fall largely on 

TABLE 31.2 Ebola Virus Species, Geographic Locations, and Clinical Manifestations

Ebola Species Emergence Outbreak Locations Clinical Manifestations
Case Fatality 
Rate

Zaire ebolavirus (EBOV) DRC 1976 Central and West Africa Fever, fatigue, myalgia, arthralgias, vomiting, 
diarrhea, maculopapular rash, conjunctival injec-
tion, hypovolemia, bleeding or bruising (<50%)

70%–90%

Sudan ebolavirus (SUDV) Sudan 1976 East Africa Fever, fatigue, myalgia, arthralgias, vomiting, 
diarrhea, maculopapular rash, conjunctival injec-
tion, hypovolemia, bleeding or bruising (<50%)

50%

Bundibugyo ebolavirus 
(BDBV)

Uganda 2007 East Africa Fever, fatigue, myalgia, arthralgias, vomiting, 
diarrhea, maculopapular rash, conjunctival injec-
tion, hypovolemia, bleeding or bruising (<50%)

<40%

Tai Forest ebolavirus (TAFV) Cote d’Ivoire 1994 Cote d’Ivoire Unknown (only 1 case reported) 0 (to date)
Reston ebolavirus (RESTV) Philippines 1989–1889 Philippines, potentially 

other Asian countries
Subclinical 0 (to date)
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the availability of medical resources such as personal protective 
equipment and on the strength of the public health infrastruc-
ture for contact tracing. Detection of Ebola virus is critical for 
surveillance and initiation of public health measures to prevent 
outbreaks. Molecular assays including real-time polymerase 
chain reaction (RT-PCR) are widely used to assess acute infec-
tion but are dependent on conserved sequences and may have 
decreased sensitivity with the emergence of new strain vari-
ants. Additionally, RT-PCR may be negative in early disease and 
requires repeat testing if patient has epidemiologic risk factors 
and ongoing symptoms. Virus can be detected in many fluids, 
including blood, breast milk, and semen using RT-PCR.2 Use 
of serologic assays, including immunoglobulin (Ig) M and IgG 
detection are critical for disease surveillance. For persons with 
Ebola virus disease, standard of care includes aggressive res-
toration of fluid status, pain control, antiemetics, treatment of 
co-infections, nutritional supplementation, and correction of 
electrolyte abnormalities.

Several experimental therapeutics have been evaluated in 
clinical trials. Early in the course of the 2014 to 2016 out-
break, neutralizing antibodies in the form of convalescent 
plasma from EBOV survivors was used with varying success. 
However, development of monoclonal antibodies that target 
virulent EBOV epitopes have become more readily available. 
The PREVAIL II trial demonstrated that ZMAPP, triple mono-
clonal antibody, led to only 22% mortality. However, in the   
follow-up PALM trial comparing ZMAPP, REGN-EB3 (3 human 
IgG1 monoclonal antibodies), Mab114 (human monoclonal 
antibody derived from an Ebola survivor), and remdesivir (an 
antiviral drug, nucleotide analogue RNA polymerase inhibi-
tor), improved survival was documented in participants who 
received Mab114 (35.1% mortality) or REGN-EB3 (33.5% 
mortality) compared to remdesivir or ZMAPP (both with 
50% mortality). Differences in effectiveness of monoclonal 
antibodies may reflect patient population, standard of care 
practice, and Ebola virus strain variant. The US FDA approved 
REGN-EB3 (Inmazeb) for treatment of EBOV in October 
2020. Synthetic antiviral drugs such as favipiravir, galidesivir, 
and remdesivir may be more impactful during early viral rep-
lication. Trials to evaluate combination therapy with monoclo-
nal antibodies and antivirals are warranted.30

Vaccine-driven neutralizing antibodies against Ebola virus 
proteins may be the key to preventing and controlling out-
breaks. A live, attenuated, vectored vaccine using recombi-
nant vesicular stomatitis virus expressing Zaire ebolavirus GP 
known as rVSV-ZEBOV-GP is now approved by the European 
Medicines Agency and the US FDA and has been valuable for 
inducing rapid community immunity. This vaccine was highly 
effective, achieving greater than 90% protective immunity in a 
devastating outbreak in the Democratic Republic of the Congo, 

and was instrumental in preventing the spread of Ebola virus 
infection across Africa.  Other vaccines in clinical trial include 
a chimpanzee adenovirus 3 vaccine (ChAd3-EBO-Z) and the 
multivalent, modified vaccinia Ankara-based vaccine (MVA-
BN). Used in a prime-boost model in clinical trials, MVA-BN 
with Ad26.EBOV, an adenovirus vector vaccine, may prove to 
be the most durable and provide cross-protection for several 
filoviruses, making it an attractive vaccine for high-risk workers 
and community members. Despite the advances in preventive 
and therapeutic options, the principles of outbreaks—diagno-
sis, isolation, contact tracing, quarantining to prevent trans-
mission—remain the staples of viral containment. Building 
safe workspaces with appropriate biosafety protocols (Biosafety 
level-4) and supply of personal protective equipment in addi-
tion to education of the community on Ebola virus allow for 
improved outbreak control efforts.24

ALPHAINFLUENZAVIRUS—PANDEMIC INFLUENZA
Despite the widespread, albeit imperfect, administration of sea-
sonal vaccines and use of effective antiviral agents, annual influ-
enza epidemics incur high rates of hospitalization and 290,000 
to 500,000 deaths worldwide.31 Pandemic influenza, which is 
fortunately much less common, can cause many millions of 
deaths worldwide (Fig. 31.3). The unusually plastic influenza 
genome that underlies the remarkable tendency of this virus to 
change its antigenic character; the extended time required for 
vaccine production, itself an imperfect practice; and the devel-
opment of antiviral resistance are essential factors driving the 
risk of pandemic disease. Here we will focus on the paradoxi-
cal virulence of influenza as seen even in populations that are 
widely vaccinated and otherwise immune and future prospects 
for medical interventions, especially novel vaccines, that may 
offer the potential of improved long-term protection against 
this ancient scourge.

Microbiology
Influenza viruses are spherical or filamentous lipid-encapsulated 
viruses containing 6 to 8 negative sense single RNA strands for 
a total genome length of 10 to 14 kb. Each RNA strand encodes 
a functionally distinct polypeptide, the best characterized of 
which include the hemagglutinin (HA) and neuraminidase 
(NA) subunits that dominate the viral surface and serve as key 
antigens recognized by the immune system.

Influenza virions are spread from human vectors by respi-
ratory droplet and through contact with contaminated bodily 
fluids. Birds, swine, bats, and other mammals are also important 
vectors for human transmission. Viral HA engages sialic acid 
residues present on surface proteins of epithelial cells, trigger-
ing endocytosis and replication within nuclei. Virions assemble 
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intracellularly and bud from host cells after the RNA genome is 
enveloped in host phospholipids. Intact virions self-cleave from 
the host cell surface through the action of NA to continue the 
infectious cycle.

Clinical Expression
Influenza infection presents as acute respiratory illness with 
respiratory symptoms (coughing, congestion, etc.) accompanied 
by the sudden onset of severe systemic symptoms including fever, 
headache, fatigue, nausea and gastrointestinal symptoms, malaise, 
and muscle and body aches. Lower respiratory tract infections are 
more severe and often lead to complications including pneumo-
nia.32 Pandemic influenza can range in symptoms but generally is 
associated with more severe disease and often increased mortal-
ity in younger populations. However, during the 2009 pandemic, 
symptoms and mortality were mild, although there was increased 
mortality in young adults.32 Avian-derived viruses often cause 
severe disease with high mortality rates and involve systemic dis-
semination that results in dysfunction of many organ systems.32

The defining characteristic of a pandemic influenza strain is its 
potential to spread quickly through the human population, caus-
ing more infections, hospitalizations, and deaths than in a typi-
cal influenza season, rather than a specific or more severe clinical 
presentation. Symptoms, disease severity, and clinical presenta-
tion critically depend on the specific virus and immune naïveté 
within a given population.32

Immunopathogenesis
Vaccine efficacy is often measured by the level of neutralizing 
and HA-inhibiting antibodies produced by the vaccine and a 
neutralizing humoral response is the primary goal of the influ-
enza vaccine.31 However, while antibody neutralization of HA 
or NA can prevent or mitigate infection, the efficacy of these 
antibodies begins to decrease as the virus mutates targeted 
regions (i.e., HA globular head group and NA).33 Other aspects 
of secondary immunity have been demonstrated to be extremely 
effective against influenza, including both non- neutralizing 

antibody responses and T-cell responses.31,33 Nearly all non-
neutralizing antibody-mediated effector functions targeting 
infected cells have been shown to protect against influenza, 
including antibody-dependent cellular phagocytosis (ADCP), 
antibody-dependent cell-mediated cytotoxicity (ADCC), and 
complement-dependent type III immunity.33 Cellular immunity 
directed by T cells is often considered essential in addition to 
neutralizing antibody responses as it can be directed against 
more conserved intraviral proteins, targeting viruses that can-
not be neutralized because of escape mutations and antigenic 
drift.31 Both non-neutralizing antibodies and T cells are suffi-
cient to provide protection from lethal influenza in mice, can 
target infected cells and highly conserved proteins, and are 
associated with decreased illness in patients.31,33

Alpha and beta influenza viruses (influenza A and B) cause 
annual epidemics and require annual vaccination to reduce the 
potential for illness. These viruses mutate rapidly in response 
to selective pressure from neutralizing antibodies34 and the 
most immunogenic regions have a high tolerance for muta-
tion or functional plasticity. Antigenic drift is the accumulation 
of mutations in viral RNA during infections, thus resulting in 
altered, antigenically distinct, VP. Antigenic drift is the pro-
cess that is believed to be responsible for the functionally naïve 
responses of even heavily vaccinated populations.34

Influenza A viruses have high pandemic potential because 
they infect many species (including birds, swine, and bats) 
and are capable of antigenic shift, which is the rapid develop-
ment of antigenically distinct influenza viruses when different 
influenza A viruses co-infect the same cell and exchange RNA 
segments (Fig. 31.4). Influenza A viruses are subdivided into 
serotypes based on expression of distinct HA and NA surface 
proteins. Each species hosts serotypes with specific HAs and 
mutations in HA can lead to greater infectivity of humans.35

Genetic recombination may produce a new HA and NA com-
bination and potentially a pandemic strain when it involves a 
newly human-adapted (often from birds or swine) or a highly 
mutated HA.35

Virus A Virus B Virus A

Virus C Virus B

FIG. 31.4 Antigenic Shift and Drift in Influenza. Antigenic shift is the substantial genetic changes that occur during gene recombina-
tion in a host cell that is co-infected with two distinct viruses. Antigenic shift occurs rapidly and can result in new subtypes of virus 
with distinct surface antigens. Antigenic drift reflects the comparatively slow changes in viral surface antigenic character that occur 
due to naturally accumulating mutations. Antigenic drift can result in new viral strains.
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Treatment and Prevention
Vaccines
The WHO leads a global effort to screen viral isolates and 
select three to four influenza viruses to target in the seasonal 
vaccine based on analysis of antigenic sites and predictions of 
population susceptibility.34 There are three approved types vac-
cine: inactivated, recombinant, and live attenuated. Utilized 
in the United States since 1945, inactivated vaccines are most 
common. Production is relatively slow because expansion of 
selected viruses in chicken eggs or cell culture, the typical meth-
ods of production, are time-consuming processes. The purified 
and neutralized virus or VPs (HA and NA) are used to create 
the final vaccine. Another recombinant vaccine uses insect cells 
modified to express the seasonally predominant HA proteins in 
vitro without resorting to viral reproduction. This vaccine has 
the shortest production timeline.

The live attenuated vaccine is a temperature-sensitive influ-
enza virus that expresses the selected HA and NA proteins and 
is expanded in chicken eggs. It produces an attenuated upper 
respiratory tract infection that is rarely transmitted and induces 
strong T cell responses.35

Regardless of the vaccine method used, viral strains and 
mutations are selected 6 months prior to the peak influenza sea-
son. Antigenic drift after selection can and does occur, limiting 
vaccine efficacy (between 10% and 60% since 2005). If antigenic 
shift occurs after selection, the vaccine will likely provide no 
protection against a potentially pandemic influenza strain and 
vaccine production is reinitiated with the novel virus strain.

Egg-based production is limited by the number of quality 
eggs, which could be even more limited during a pandemic of 
avian origin.31 Cell culture–based methods are less limited and 
faster, but all methods of production are limited by resources31

and the time required for development, manufacturing, quality 
control, and distribution.34

Developing vaccines for novel strains can have unexpected 
challenges. Highly virulent H5N1 avian strains initially killed 
eggs.35 This and other unanticipated problems occurring during 
a pandemic could further hamper attempts to release a vaccine. 
Even optimally designed and produced influenza vaccines pro-
vide limited protection to the most at-risk population, people 
over age 65.31 Experimental influenza vaccines are showing 
promise for eventually overcoming these limitations through 
the inclusion of novel vaccine formulations and adjuvants and 
the targeting of VPs that are less prone to developing mutations 
such as the M (matrix) protein.

Antiviral Therapy
There are three classes of approved influenza antivirals: ada-
mantanes, NA inhibitors, and endonuclease inhibitors. All cur-
rent treatments are approved only within 48 hours of symptom 
development and some can be administered prophylactically.

Amantadine and rimantadine are adamantanes and block 
the M2 ion channel, preventing infection. The FDA approved 
in 1966; adamantanes were the first treatment for influenza A 
and resistance remained low, with only 0.4% during the 1994 to 
1995 influenza season. In 2003, resistance began to rise, reach-
ing 12.3% in the 2003 to 2004 season and 92% in the 2005 to 
2006 season. By 2009, all H3N2 and H1N1 isolates tested were 
resistant.36

The first NA inhibitor was FDA approved in 1999. Oselta-
mivir, zanamivir, and peramivir inhibit NA, preventing viral 

budding and are currently effective against > 99% of circulating 
influenza A and B strains. In 2009, oseltamivir-resistant H1N1 
began circulating intermittently and some patients develop 
resistant viruses after treatment. Transmission of NA inhibitor-
resistant viruses is limited, but studies report transmission in 
family clusters and among immunocompromised patients and 
mutations which may improve transmission. Zanamivir resis-
tance is less common.36 The Centers for Disease Control and 
Prevention (CDC) reports that of isolates (H1N1, H3N2, and 
influenza B) tested during the 2017 to 2018 season, 1% of H1N1 
isolates were resistant to both oseltamivir and peramivir, and 
these were susceptible to zanamivir.

Approved by the FDA in 2018 to treat influenza A and B, bal-
oxavir marboxil is a selective inhibitor that prevents the transla-
tion of viral RNA. The CDC reports the isolation of resistant 
strains from some patients in clinical trials.

Summary
Due to the nature of antigenic shift, pandemic influenza strains 
usually develop suddenly. With a minimum of six to eight 
months after detection to develop and mass produce a vaccine, 
the limited window for treatment with antivirals, the potential 

• Antigenic drift: the accumulation of mutations during normal   
infections.

• Antigenic shift: the exchange of RNA segments between two 
influenza A viruses that have infected the same cell,

• Influenza A viruses have the highest pandemic potential because 
they:
• Undergo both antigenic drift and antigenic shift
• Infect multiple species.

• Pandemic influenza strains usually develop suddenly.
• Vaccine production and limitations:

• A minimum of 6 to 8 months after detection
• Seasonally based on predictions
• Limited by resources
• Limited efficacy in high-risk groups.

• Antiviral treatments and limitations:
• Limited window for treatment
• Potential for resistance to or the development of resistance to one 

or more antiviral treatments. 

KEY CONCEPTS
Viral Influenza: Pathogenesis, Vaccines 
and Treatment

for resistance to or the development of resistance to one or more 
antiviral treatments, an influenza pandemic could cause a world 
health crisis. Current efforts aim to improve vaccination efficacy 
in high-risk groups, improve the efficiency of vaccination pro-
duction, produce a universal vaccination against all serotypes of 
influenza A, and to improve treatments.

EMERGING BACTERIAL THREATS
In the latter half of the 20th century, bacteria have comprised the 
largest fraction of new emerging infections inclusive of all infec-
tious agents (Fig. 31.5).37 One can classify emerging bacterial 
threats of the future into two broad categories, each with a unique 
natural history. The first are opportunistic infections that result 
from advances in medicine and civil engineering that otherwise 
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FIG. 31.5 Emerging Bacterial Infections. The number of new 
emerging infectious diseases (EIDs) per decade are  indicated 
for bacteria and rickettsiae relative to other causative micro-
organisms. (Adapted from Jones KE, Patel NG, Levy MA, et 
al. Global trends in emerging infectious diseases. Nature. 
2008;451:990–993.)

prolong life expectancy, temporarily suppress the immune system 
(such as during organ transplants or due to autoimmunity), or are 
associated with some type of indwelling device.38 Such infections 
are termed healthcare- associated infections (HAIs) or aging-asso-
ciated infections (AAIs). The human life expectancy has doubled 
in the last 100 years, resulting in a significantly older population 
than what would naturally be allowed, thus putting many indi-
viduals at a higher risk of life-threatening infections due not just 
to the longer exposure time to infectious organisms, but also due 
to senescence of the immune system and other organs. A key dif-
ference though as compared to ancient times is that whereas bac-
terial infections of the past were often acquired through external 
means (i.e., via contamination of water or food or close human-
to-human contact), modern infections originate largely from 
bacteria that live in and on us—our microbiome. These organ-
isms cause bacteremia and sepsis in the infirm and terminally ill, 
they infect and grow biofilms on devices (e.g., heart-assist devices, 
catheters, prosthetics, etc.), and they cause chronic infections in 
the immunocompromised or those with other underlying ill-
nesses.39 They are emerging because as medical care becomes 
more advanced, and human life expectancy continues to push 
limits, the expectation is that such infections will continue to rise 
and cause significant morbidity and mortality.

The second classification of emerging bacterial infections 
are those that arise not through medical advancement, but one 
in which technology allows human habitation in every corner 
of the globe.40 These can be termed anthropogenic-associated 
infections (AGAIs) because their emergence is fueled by human 
activity. The ease of habitation of all ecosystems, their eventual 
encroachment and destruction by human settlement, and the 
rapid transport of people or goods anywhere in the world, facili-
tates the emergence of unknown (or previously rare) bacterial 
species, and strains, into naïve or otherwise susceptible popu-
lations. Most of these types of infections can be considered as 

zoonotic transmissions or diseases. As much remains unknown 
about these infectious contexts, there is concern that one or 
more bacterial agents could result in pandemic disease.

Microbiology and Clinical Manifestation
Table 31.3 illustrates some important bacterial species that can 
be considered as emerging or concerning. The list spans those 
that are classified as gram-positive or gram-negative upon 
Gram stain as well as species of spirochetes (vector born) and 
mycobacteria. Most of the HAIs and AAIs comprise key hall-
mark species that inhabit our microbiome and include Staphy-
lococcus, Streptococcus, Escherichia, Pseudomonas, Enterococcus,
Klebsiella, Helicobacter, and Enterobacter spp. The AGAIs are 
more widely varied and include species of Mycobacteria, Bor-
relia, Legionella, Bartonella, and Rickettsia spp. The types of 
infections these bacteria cause and their clinical manifestations 
are as broad as the species themselves. Generally speaking, 
HAIs and AAIs are common in those undergoing treatment for 
cancer or are otherwise immunocompromised, have had sur-
gery, or elderly or infirm, and have indwelling devices including 
catheters, left ventricular assist devices (LVADs), or implants 
of other prosthetics that form surfaces by which biofilms can 
attach. The dominant life-threatening presentation occurs when 
these bacteria, which are often found at mucosal surfaces, breach 
this barrier of defense and translocate into the blood and/or dis-
tal tissues and organs. AGAIs are often infections of lifestyle, 
including those that spend much time, or whose lifestyle inter-
faces, with the rugged outdoors (vector-borne infections from 
ticks), those involved in animal husbandry and farming (e.g., 
horses and cattle), those that live in poor sanitary conditions 
(especially food- or water-borne infections) or whose housing 
is very dense (slums and towering apartment complexes), and 
those with free-roaming pets (including dogs and cats).

Vaccine Development and Treatment
There are currently no vaccines for hospital- or aging-associ-
ated bacterial infections.39 There are several reasons for this, 
including that many bacterial species are a normal part of 
the human microbiome (and therefore often adapted to pres-
sures placed by the human immune system) and that many 
bacteria have malleable, pleiotropic genomes where horizon-
tal gene transfer introduces new virulence factors that make 
identification of vaccine targets more challenging. Esch-
erichia coli, for instance, expresses at least 10 distinct pathot-
ypes and each pathotype not only causes a different type of 
infection but also displays a novel set of virulence factors that 
drive pathogenesis, sometimes such factors being readily 
exchanged between strains. In contrast, AGAIs are relatively 
infrequent and there is a substantial lack of knowledge as to 
molecular pathogenesis; both  factors strongly impair vaccine 
development.

The most significant concern regarding emerging bacte-
rial threats is the high level and continued rise in resistance 
to conventional antibiotics. This factor poses the most serious 
risk for pandemic disease, especially involving key species com-
prising the human microbiome. Some sources estimate that 
by 2050, the total loss of lives due to multidrug-resistant bac-
teria will be 10 million at a cost of $100 trillion to the world 
economy.41 Because HAIs and AAIs are often exposed to antibi-
otics as residents of the human microflora, the very act of treat-
ment generates selective pressures that drive the evolution of 
clonal groups amongst our microbiome, and these strains then 
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TABLE 31.3 Emerging Bacterial Pathogens of the Last 50 Years

Year Bacterial species Clinical Manifestations Transmission Treatment Comments

N/A ESKAPE drug-
resistant bacteria

Enterococcus spp. Endocarditis, UTI, sepsis/blood 
infection

Microbiome 
(intestine)

Multidrug due to 
resistance

---

Staphylococcus spp. Endocarditis, abscess, sepsis/
blood, device and/or skin infec-
tion

Microbiome (skin 
and nares)

Multidrug due to 
resistance

---

Klebsiella spp. Device, lung and/or peritoneum 
infection, UTI

Microbiome (intes-
tine and lung)

Multidrug due to 
resistance

---

Acinetobacter spp. Abscess, sepsis/blood infection, 
lung, and/or wound infection

Microbiome 
(lungs), environ-
ment

Multidrug due to 
resistance

---

Pseudomonas spp. Lung, wound, eye and/or ear infec-
tion, UTI/catheter infection

Microbiome (intes-
tine and lungs)

Multidrug due to 
resistance

---

Enterobacter spp. Prosthetics infection, abscess Microbiome 
(intestine)

Multidrug due to 
resistance

---

Escherichia spp. UTI/catheter, intestine, sepsis/
blood, meningitis, and/or perito-
neum infection

Microbiome 
(intestine)

Multidrug due to 
resistance

---

1973 Campylobacter spp. Diarrhea Zoonosis Unnecessary in most 
cases (macrolides, 
quinolones)

---

1974 Clostridium difficile Pseudo-membrane colitis; toxic 
megacolon

Human to human Vancomycin Commonly associated with 
antibiotic use

1974 Streptococcus bovis
group

Endocarditis Human to human 
and/or zoonosis

β-Lactam Commonly associated with 
adenocarcinoma of colon and 
chronic liver diseases

1976 Legionella pneu-
mophila

Lung infection Amoebae in water Azithromycin, respi-
ratory quinolones

---

1976 Capnocytophaga 
canimorsus

Sepsis Zoonosis β-Lactam–β-
lactamase combi-
nations

In asplenic patients, hepatic 
diseases, alcohol abuse

1982 Escherichia coli 
O157:H7

Hemorrhagic colitis, hemolytic 
uremic syndrome

Zoonosis Not required Known as ‘hamburger disease’

1982 Borrelia burgdorferi Lyme disease Zoonosis Doxycycline, amoxi-
cillin

---

1983 Chlamydia pneu-
moniae

Lung infection Human to human Macrolides, doxycy-
cline

First isolated in 1965 in context 
of trachoma vaccine trial in eye

1983 Helicobacter pylori Gastric ulcers Human to human PPI + clarithromycin 
+ amoxicillin/
metronidazole

Associated with higher risk of 
gastric adenocarcinoma and 
lymphoma

1986 Rhodococcus equi Pneumonia in immunosuppressed Zoonosis Multidrug therapy 
due to resistance

---

1987 Ehrlichia chaffeensis Human ehrlichiosis Zoonosis Doxycycline ---
1990s Non-diphtheria Cory-

nebacterium spp.
Endocarditis in immunosup-

pressed, patients with underlying 
valve disease or prosthetic valve; 
other invasive infections

Human to human β-Lactam + glyco-
peptides; if resis-
tant, vancomycin

Most important: C. amycolatum, 
initially confounded as  
C. xerosis, C. striatum

1990s Spotted fever group 
Rickettsia spp.

Spotted fever rickettsiosis Zoonosis Doxycycline Notably R. africae, R. helveti-
cae, R. slovaca, R. mongolo-
timonae

1990 Anaplasma phagocy-
tophilum

Human granulocytic anaplasmosis Zoonosis Doxycycline Previously thought to be 
Ehrlichia spp.

1991 Tropheryma whipplei Whipple disease ? Ceftriaxone followed 
by trimethoprim–
sulfamethoxazole

---

1992 Vibrio cholerae O139 Diarrhea Contaminated 
water

Not required ---

1992 Bartonella henselae Cat-scratch disease, bacillary 
angiomatosis

Zoonosis Generally not re-
quired in immuno-
competent patients

Initially named Rochalimaea

1992 Aerococcus spp. UTI, endocarditis Human to human β-Lactam, glycopep-
tides,

Mainly A. urinae and A. san-
guinicola; especially in elderly 
or patients predisposing fac-
tors such as diabetes, urinary 
catheters

(Continued)
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• Many emerging bacterial threats have true pandemic potential, includ-
ing ESKAPE bacteria.

• There are no current vaccines available against HAIs and AAI-associated 
organisms.

• Vaccine and new drug development efforts should begin with these 
species using paradigm-changing approaches that adapt to the evolu-
tion of these pathogens in real time.

• As human expansion and travel continue to increase through global-
ization, so will the emergence of zoonotic bacterial species capable of 
causing serious infections in humans.

• Future research efforts should focus on surveillance combined with 
rigorous basic science research programs aimed at understanding the 
molecular mechanism of disease causation and virulence. 

ON THE HORIZON

TABLE 31.3 Emerging Bacterial Pathogens of the Last 50 Years

Year Bacterial species Clinical Manifestations Transmission Treatment Comments

1995 Wolbachia spp. Associated with onchocerciasis and 
lymphatic filariasis

Zoonosis Doxycycline with or 
without antifilarial 
treatment

Indirectly acts as endosymbi-
onts of filarial

1997 Simkania negevensis Lung infection ? Macrolides, doxycy-
cline

---

1997 Actinobaculum 
schaalii

UTI ? β-Lactam, glycopep-
tides,

First considered as a contami-
nant; especially in elderly or 
patients with predisposing 
factors such as diabetes, 
urinary catheters

1997 Parachlamydia acan-
thamoebae

Lung infection Amebae in water 
(?)

Macrolides, doxycy-
cline

Isolated from water of humidi-
fier involved in epidemic of 
fever in Vermont

2007 Waddlia chondrophila Miscarriages ? Macrolides, doxycy-
cline

---

2007 Alloscardovia omni-
colens

UTI ? β-Lactam, cotrimoxa-
zole, glycopeptides, 
fluoroquinolones

Especially in elderly or patients 
with predisposing factors 
such as diabetes, urinary 
catheters

2010 Neoehrlichia miku-
rensis

Neoehrlichiosis: systemic inflam-
matory response; vascular and 
thromboembolic events

Zoonosis Doxycycline More frequent among immuno-
compromised patients

PPI, proton pump inhibitor; UTI, urinary tract infection.
Adapted from Vouga M, Greub G. Emerging bacterial pathogens: the past and beyond. Clin Microbiol Infect. 2016;22:12–21.
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The number of characterized primary immune deficiency 
(PID) disorders has expanded exponentially over the past three 
decades, with the underlying genetic basis for the majority of 
previously known PIDs being identified as well as many new 
disorders reported in the past decade.1 PIDs are individually 
rare, but accurate and prompt specific diagnosis is critical for 
the early initiation of appropriate therapy in an attempt to pre-
vent or diminish irreversible disease–associated complications 
and mortality. Hallmark features in most patients suspected 
of having a PID include a history of increased susceptibility to 
infection, often together with manifestations of immune dys-
regulation and/or malignancy. The types of infections experi-
enced by a patient are often clues pointing to which immune 
functions may be compromised (Table 32.1). The combination 
of accurate clinical and laboratory characterization of patients 
with PID combined with mutation analysis (Chapter 18) has 
also revealed that many PID genotypes can manifest a wider 
range of clinical phenotypes than previously appreciated.

EVALUATING SUSPECTED DEFECTS IN 
ANTIBODY RESPONSE
The clinical circumstances that would typically lead to an evalua-
tion for a defect involving antibody production include a history 
of recurrent sinopulmonary infections with encapsulated bac-
teria (e.g., Streptococcus pneumoniae, Haemophilus influenzae). 
This group of disorders involves both primary B-cell defects and 
some complement defects as well as combined defects affecting 
both humoral and cellular immunity.2,3 The medical history is 
essential before proceeding with any directed diagnostic test-
ing and should at a minimum include recurrent infections of 
the upper and/or lower respiratory tract. Additional infectious 
sites may involve recurrent/chronic conjunctivitis and gas-
trointestinal infections. Depending on the underlying defect, 
these patients may also develop infections with intracellular 
pathogens as well as evidence of immune dysregulation (e.g., 
arthritis, gastrointestinal disease). In many cases there will 
be a family history of recurrent infections such that carefully 
ascertaining the family pedigree is important, focusing on any 
relatives’ history of recurrent infections, immune dysregula-
tion, and/or malignant disease. The physical examination can 
also provide important information; in addition to noting evi-
dence of cutaneous infections, easy bruising/bleeding, etc., one 
of the most telling findings can be whether tonsils are visible. 
Although a healthy child with recurrent sinusitis or otitis would 
be expected to have large tonsils, the absence of tonsils, a tissue 

containing primarily B cells, in this clinical setting strongly sug-
gests a humoral immune defect involving an abnormality in 
B-cell development. The specific laboratory approach used to 
further evaluate the patient will depend on what is learned up 
to this point.

Initial screening for humoral immunity is typically accom-
plished by measuring serum levels of the major circulating 
immunoglobulin classes (isotypes), IgG, IgA, IgM, and IgE 
(see Table 32.1).4 Antibody levels must be compared with age-
matched reference intervals (normal ranges) typically provided 
as 95% confidence intervals (CIs). The need to compare results 
to age-specific data relates to the fact that the immune system 
is undergoing important maturation during infancy and child-
hood; immunoglobulin reference intervals change substan-
tially until mid to late adolescence. There are no rigid standards 
regarding the diagnosis of immunoglobulin deficiency, although 
an IgG value less than 3 g/L (300 mg/dL) in an adolescent or adult 
or values clearly less than the age-appropriate reference interval 
(95% CI) in infancy or childhood should trigger further evalu-
ation.4 When immunoglobulin levels are decreased, it is impor-
tant to rule out protein loss as the underlying cause by evaluating 
the serum albumin level. An additional and readily available test 
is to measure levels of IgG subclasses, most useful in diagnosing 
selective IgA deficiency with IgG subclass deficiency that is often 
associated with recurrent sinopulmonary infections.

Measurement of specific antibody responses is necessary to 
confirm defective antibody production in vivo and is now a cri-
terion for making the diagnosis of many PIDs. In the setting 
of a medical history that includes recurrent bacterial infections 
with normal or modestly decreased immunoglobulin levels, 
confirming a defect in specific antibody production establishes 
a diagnosis of a rare condition, specific antibody deficiency.5

One method to evaluate specific antibody responses is testing 
for spontaneous specific antibodies (e.g., anti-blood group anti-
bodies [isohemagglutinins]) as well as for antibodies to docu-
mented previous immunizations or infections (Table 32.2). 
However, this fails to provide definitive proof of the capacity 
to respond to a specific antigen at the time of evaluation, which 
requires evaluation of in vivo antibody production following 
immunization using one or more protein antigens (e.g., tetanus 
toxoid, diphtheria toxoid) as well as polysaccharide antigens 
(e.g., antigens present in the 23-valent polysaccharide vaccine, 
Pneumovax) (see Table 32.2). Guidelines for normal responses 
are usually provided by the testing laboratory and typically con-
sist of finding at least a fourfold increase in antibody titer and/or 
antibody levels considered to be protective in a sample obtained 
3 to 4 weeks post immunization (Chapter 94).
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An additional approach for assessing the humoral immune 
response in patients receiving immunoglobulin replacement 
therapy involves vaccination with a neoantigen (an antigen to 
which the patient has not previously been exposed) such as 
the bacteriophage Phi X 174 (not readily available), rabies vac-
cine, or Salmonella typhi capsular polysaccharide vaccine (see 
Table 32.2). Salmonella capsular polysaccharide vaccine, gener-
ally given only for foreign travel, has been validated as a tool 
to assess defective antibody production in individuals receiving 
IgG products, which generally lack anti-Salmonella antibodies.6

Additional testing of humoral immunity focuses on charac-
terizing B cells by flow cytometry (Chapter 93). This is useful in 
the evaluation of congenital forms of agammaglobulinemia that 
are characterized by absent or extremely low numbers of circu-
lating CD19+/CD20+ B cells associated with genetic defects that 
block B-cell development (see Table 32.2).3 More recently, char-
acterization of B-cell subsets has focused on memory (CD27+) 
and immature B cells (CD27−) as well as non– class-switched   
(IgM+) or class-switched (IgM−) memory B cells to stratify 
patients with common variable immune deficiency (CVID).7

Advanced studies testing in vitro B-cell signaling, apoptosis, 
and immunoglobulin biosynthesis/secretion are performed 
only in research centers.

EVALUATING SUSPECTED T-CELL DEFECTS
The typical clinical scenario that suggests a possible T-cell defect 
is a history of recurrent or prolonged viral or other opportunistic 
infections. Defects presenting in infancy and early childhood are 
often associated with a history of failure to thrive, and the clini-
cal phenotype of these disorders may also include autoimmunity. 
In addition, early onset of a T-cell defect generally heralds pro-
gressively severe symptoms that can be fatal. As noted earlier, a 
family history is important as part of these evaluations because 
most primary T-cell defects are single gene disorders, and a family 

member may have suffered from similar events, including in the 
most serious T-cell disorders resulting in early childhood death. 
During any evaluation for an underlying T-cell defect, it is impor-
tant to ensure that the patient is not exposed to harm, either by 
being administered blood products that have not been filtered 
and irradiated to eliminate leukocytes responsible for transfusion-
related graft-versus-host disease (GvHD) or through infection. In 
T-cell deficient children, avoiding all live vaccines is necessary to 
prevent severe infections caused by vaccine strain organisms. The 
physical examination is another critical part of the evaluation in 
this group of patients and may reveal cutaneous or oral findings 
(e.g., petechiae, telangiectasias, thrush) as well as changes in the 
lymphoreticular system (e.g., absent or enlarged lymph nodes). 

TABLE 32.1 Screening Tests According to Immune Deficit

Affected 
Immunity Arm Typical Site of Infection Common Pathogens Screening Tests

B cells/antibody Sinopulmonary tract, GI tract, 
joints, CNS

Pyogenic bacteria: Streptococcus, 
Streptococcus, Haemophilus influenzae

Enteroviruses: ECHO, polio
Mycoplasma, Ureaplasma

IgG
IgA
IgM
IgE
Vaccine responses (titers)

T cells Sepsis, lung, GI tract, skin Viruses: CMV, adenovirus, measles,  
Molluscum contagiosum,

Fungi: Candida, Aspergillus Pneumocystis 
jirovecii

Pyogenic bacteria
Protozoa: Cryptosporidium

CBC with differential
Flow cytometry for T cells and T-cell subsets
T-cell proliferation to mitogens and antigens 

(typically Candida, tetanus)

NK cells Skin, lung, GI tract, dissemi-
nated infections

Viruses: EBV, CMV, VZV, HSV, HPV Flow cytometry for NK cells
CD107a surface expression
NK cytotoxicity assays

Phagocytes Skin infections, lymphadenitis, 
liver, lung, bone, GI tract, 
gingivitis/periodontitis

Bacteria: Staphylococcus, Serratia marc-
escens, Burkholderia cepacia, Klebsiella, 
Escherichia coli, Salmonella, Proteus

Fungi: Candida, Aspergillus, Nocardia

Absolute neutrophil count
Flow cytometry for expression of CD11/CD18
Dihydrorodamine 123 flow cytometry (DHR) test

Complement Systemic infections, meningitis Pyogenic bacteria: Streptococcus, Hae-
mophilus influenzae, Neisseria

CH50
AP50

ECHO, enteric cytopathic human orphan virus 
Adapted from Rosenzweig SD, Kobrynski K, Fleisher TA. Laboratory evaluation of primary immunodeficiency disorders. In Sullivan KE, Stiehm ER editors, Stiehm’s Immune Deficien-
cies: Inborn Errors of Immunity 2nd ed. Academic Press. Cambridge, MA, 2020. page 117.

• Infections
Frequent and/or recurrent
Severe
Persistent, despite standard therapy
Caused by opportunistic pathogens

• Failure to thrive in infants and children, weight loss in adults
• Dysregulated immune reactions

Autoimmunity
• Family history

Similarly affected family member(s)
Family member(s) with any recognized immune disorder, recurrent 

infections, or undiagnosed infant death
Parents with common ancestry, consanguinity (for autosomal reces-

sive primary immune deficiency diseases)
Membership in a group carrying recognized founder mutations 

(Amish/Mennonite; Navajo or Apache Native American, etc.)
• Primary Versus Secondary Immune Deficiency 

KEY CONCEPTS
Medical/Family History in Primary Immune 
Deficiency Diseases
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Finally, there may also be syndromic findings consistent with spe-
cific diagnoses (e.g., congenital anomalies, microcephaly, unusual 
facies, short limbed dwarfism).

Initial laboratory evaluation of individuals suspected to have 
a T-cell disorder should include a white blood cell count and dif-
ferential focusing on the absolute lymphocyte count compared 
with age-matched control ranges for proper interpretation (see 
Table 32.1). Because 50% to 75% of circulating lymphocytes are 
CD3+ T cells, any process that interferes with T-cell development 
or increases T-cell loss will result in absolute lymphopenia. It is 
important to recognize that the total lymphocyte count associ-
ated with lymphopenia differs between an infant (<2500/mm3) 
and an adult (<1000/mm3). Profound lymphopenia, particu-
larly in an infant, should prompt immediate immunologic eval-
uation because it suggests severe combined immunodeficiency 
(SCID) or complete DiGeorge syndrome, both life-threatening 
conditions. However, a low number of T cells during infancy 
is not always found in SCID, because infants with spontaneous 
engraftment of maternal cells or with “leaky SCID” (including 

Omenn syndrome) may have normal or elevated total lympho-
cytes due to oligoclonal expansion.8,9 In either of these circum-
stances, the T cells will consist primarily of memory (CD45RO+

T cells) as compared with the T cells found normally in infants, 
which are primarily naïve (CD45RA+ T cells) (see Table 32.2).10

Because of the importance of identifying lymphopenia asso-
ciated with PID, it is also critical to consider alternative explana-
tions. Lymphopenia associated with human immunodeficiency 
virus (HIV) infection should be ruled out, and this typically 
requires testing for the presence of virus nucleic acid or pro-
tein (i.e., HIV viral load assay) rather than serologic testing for 
anti-HIV antibody, which is not reliably produced by immuno-
deficient individuals. In addition, mechanical loss of lympho-
cytes, as seen in cases of intestinal lymphangiectasis, should also 
be considered, especially in patients with chronic diarrhea in 
whom T-cell proliferation testing is normal. Chylous loss and 
circulatory alterations can also lead to T-cell lymphopenia.

Direct assessment of the T-cell compartment using flow 
cytometry provides critical information (Chapter 93).4,11  

TABLE 32.2 Overview of Laboratory Testing to Evaluate Primary Immunodeficiencies

Initial Tests Secondary Tests Advanced Tests

Suspected B-cell 
defects

– Quantitative immunoglobulins (IgG, 
IgA, IgM, IgE)

– Specific antibody titers
– Natural antibodies (e.g., isohemag-

glitinins anti-A and anti-B against blood 
group antigens)

– Random, pre/post immunization 
titers to protein (e.g., tetanus toxoid, 
diphtheria toxoid) and polysaccharide 
antigens (pneumococcal vaccine)

– IgG subclasses (restricted utility)
– B-cell immunophenotyping (CD19, 

CD20, CD10, CD21, CD23, CD27, CD38, 
CD40, CD81, CD138, surface Igs,  
κ chain, λ chain)

– Antibody response to vaccination 
with a neoantigen (Phi X 174, rabies, 
Salmonella typhi)

– Class switching
– In vitro immunoglobulin production 

(antibody secreting cell generation, 
ELISPOT for specific Ig production)

– Mutation analysis (e.g., BTK, AID, 
IGHM)

Suspected T-cell 
defects

– CBC and differential
– T-cell immunophenotyping (CD3, CD4, 

CD8, CD45RA/RO, TCRαβ/γδ)
– TRECs (population-based newborn 

screening)

– Extended T-cell immunophenotyping 
(CD3 chains, CD62L, CD31, CCR7, 
CXCR5, CD40L, CD127, CD132; MHC-I, 
MHC-II)

– Lymphoproliferation in response to mito-
gens (PHA, ConA, PWM, PMA+I), CD3/
CD28, and antigens (including alloanti-
gens and recall antigens)

– Assessment for interstitial chromosome 
deletion, most commonly ch22q11.2 
deletion DiGeorge syndrome

– Vβ TCR repertoire (by immunophe-
notyped, spectratyping or deep 
sequencing)

– In vitro cytokine production
– ADA/PNP enzyme activity and accu-

mulation of toxic purine nucleotides
– Radiosensitivity testing
– Mutation analysis (e.g., IL2RG, IL7R, 

JAK3, RAG1/2, DCLRE1C)

Suspected NK and 
NKT cell defects

– CBC and differential
– NK/NKT cell immunophenotyping 

(CD3, CD16, CD56)

– Expanded NK/NKT cell immunophe-
notyping (KIRs, CDG2/CD94, NKp46, 
CD117, Vα24, Vβ11)

– NK cytotoxic activity on K562 cells

– NK cytotoxic activity on other cells 
(Raji, 721.221, SKBR3)

– NK ADCC
– NK cytokine production (ELISPOT)
– NK redirected lysis assays

Suspected phago-
cyte cell defects

– CBC and differential
– Morphology: smear evaluation
– DHR flow cytometry assay (alternative 

NBT test)

– Adhesion molecule evaluation: β2 integ-
rins (CD18, CD11a, b, c), CD15

– Phagocyte cell evaluation, i.e., APC, 
monocytes

– Immunophenotyping (CD14, CD68, 
CD86, HLA-DR, IFNGR1, IL12Rβ1)

– Chemotaxis
– Bactericidal activity
– STAT1/STAT4 phosphorylation in 

response to IFN-γ/IL-12
– IL-12 production in response to IFNγ;
– Mutation analysis (e.g., CYBB, CYBA, 

NCF1, NCF2, NCF4, IFNGR1, 
IL-12RB1)

Suspected comple-
ment defects

– CH50
– AP50

– C3, C4
– MBL

– Immunoassay for individual comple-
ment components

– Functional component testing
Suspected TLR 

signaling defects
– CD62L shedding – Specific TLR ligand stimulation assessed 

by measuring cytokine secretion
– Mutation analysis (e.g., IRAK4, 

MYD88, NEMO, TLR3)

ADA, Adenosine deaminase; ADCC, antibody-dependent cellular cytotoxicity; CBC, complete blood count; DHR, dihydrorhodamine 123; Ig, immunoglobulin; IL, interleu kin; IFN, inter-
feron; MHC, major histo compatibility complex; NBT, nitroblue tetrazolium; NK, natural killer; NKT, natural killer T; TCR, T-cell receptor; TLR, Toll-like receptor; TREC, T-cell receptor excision 
circles. 
Adapted from Rosenzweig SD, Kobrynski K, Fleisher TA. Laboratory evaluation of primary immunodeficiency disorders. In Sullivan KE, Stiehm ER editors, Stiehm’s Immune Deficien-
cies: Inborn Errors of Immunity 2nd ed. Academic Press. Cambridge, MA, 2020. page 117.
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and unanticipated category of infants with abnormal newborn 
screens for SCID have previously undescribed single-gene 
disorders, some of which, including BCL11B and EXTL3 defi-
ciencies, have been identified through deep sequencing and 
molecular studies.15

EVALUATING SUSPECTED NATURAL 
KILLER DEFECTS
Testing of natural killer (NK) cell function is indicated in patients 
experiencing recurrent viral infections, particularly infections 
involving the herpes virus family and papilloma virus, as well as 
patients with hemophagocytic syndromes known as hemophago-
cytic lymphohistiocytosis (HLH).16,17 Evaluation includes enu-
merating NK cells by flow cytometry (CD3−CD16+/CD56+ cells) 
and assaying cytotoxicity using specific in vitro assays (see Table 
32.2). Human NK cells can be divided into different subpopu-
lations with the two most characterized defined by the levels of 
CD56 expression. Among these two NK cell subpopulations are 
those with high levels of perforin and granzymes in their cytolytic 
granules with low CD56 expression (CD56dim); these cells medi-
ate cytotoxicity. In contrast, NK cells with high levels of CD56 
(CD56bright) are the most efficient cytokine producers, releasing 
large amounts of interferon gamma (IFN-γ), enabling this NK 
cell subpopulation to serve as an immune enhancer.16

NK cell function is tested using cytotoxicity assays that mea-
sure target cell lysis using either K562 erythroleukemia cells (NK 
cell cytotoxicity) or B-cell lines (e.g., Raji 721.221) coated with 
antibody (usually humanized anti-CD20) to assess antibody-
dependent cellular cytotoxicity (ADCC). An additional approach 
as a surrogate in evaluating cytotoxicity depends on the genera-
tion of the immunologic synapse associated with binding of the 
cytotoxic effector (NK) cell to the target cell. This process results 
in the surface mobilization of CD107a (lysosomal-associated 
membrane protein [LAMP]-1) that can be evaluated using flow 
cytometry.18 Perforin deficiency is unique in that the two differ-
ent approaches demonstrate contrasting results with abnormal 
cytotoxicity but normal CD107a expression.19 This disparity 
reflects normal cytolytic degranulation, but defective cytotoxic-
ity due to the absence of the critical protein perforin.19

Another subset of lymphocytes that is useful to evaluate in 
certain PIDs (e.g., X-linked lymphoproliferative syndromes 
[XLP], ITK deficiency) is the natural killer T (NKT) cell. These 
cells constitute a distinctive subpopulation of mature lympho-
cytes (Chapter 3) that express the pan–T-cell marker CD3 as 
well as the NK cell marker CD56 and function as part of the 
innate immune system. NKT cells can be further subdivided 
into invariant NKT (iNKT) cells as well as NKT cells with more 
variable antigen receptors.

EVALUATING IMMUNE DEFECTS INVOLVING 
MACROPHAGE ACTIVATION
An emerging concept in the field of primary immunodeficien-
cies is that monogenic disorders can cause recurrent severe 
infections involving one or a very restricted range of patho-
gens. Patients with severe, invasive infections involving low 
virulence or environmental Mycobacteria and Salmonella spe-
cies (and other intracellular pathogens) have been found to 
harbor defects in genes encoding different components of the 

A standard initial clinical flow cytometry approach involves 
immunophenotyping of T cells with particular focus on enumer-
ating the CD3+/CD4+ helper and CD3+/CD8+ cytotoxic T-cell 
subsets and determining the contribution of naïve, newly pro-
duced versus expanded memory T cells. Naïve versus memory T 
cells can be assessed using a combination of antibodies directed 
at the CD45 isoforms, CD45RA and CD45RO, respectively. This 
often is accompanied by in vitro functional testing (e.g., cell pro-
liferation in response to mitogen or antigen, cytokine produc-
tion, intracellular signaling) (Chapter 94; see Table 32.2).

Other useful tests in selected circumstances include con-
sideration of syndromes due to heterozygous interstitial chro-
mosome deletions, the most common of which is ch22q11.2 
deletion associated with DiGeorge syndrome.11 Although for-
merly assessed with karyotype analysis or fluorescent in situ 
hybridization (FISH), current methods including chromosomal 
microarrays or other tests of copy number, including copy num-
ber of the TBX1 gene in the DiGeorge syndrome critical region, 
are preferred. Finally, T-cell defects due to adenosine deaminase 
(ADA) or purine nucleoside phosphorylase (PNP) deficiency 
require enzyme assays and measurement of the accumulation of 
toxic purine byproducts in erythrocytes.

NEWBORN SCREENING FOR SEVERE COMBINED 
IMMUNE DEFICIENCY
Screening an entire population of largely healthy individu-
als to flag a rare group for follow-up is radically different from 
the established paradigms described elsewhere in this chap-
ter for diagnosis of immune system disorders. This approach 
using universal newborn screening for SCID has been adopted 
throughout the United States and in many other countries as 
a method to identify infants affected with SCID before they 
develop life-threatening infections. The great majority of infants 
with SCID have no family history or outward signs of immune 
system impairment at birth. However, the heel-stick blood spot-
ted onto filters to screen infants for rare metabolic disorders can 
be used to isolate DNA for detection of T-cell receptor excision 
circles (TRECs), formed as byproducts of normal T-cell recep-
tor (TCR) gene rearrangement as T cells mature in the thymus 
(Chapter 9).12,13 This assay takes advantage of the fact that the 
T cell receptor delta (TCRD) locus (located in an intron of the 
T cell receptor alpha [TCRA] locus) is excised en bloc, forming 
a circle called the δREC-ψJα TREC in all thymocytes destined 
to express αβTCR antigen receptors. The number of copies of 
this TREC in a standard punch from a dried blood sample is 
detected by a quantitative polymerase chain reaction (PCR) 
amplifying its joined ends. Insufficient or undetectable TRECs 
constitute a positive SCID newborn screen result, leading to 
further investigation by flow cytometry as described earlier.

In addition to detecting infants with typical and leaky SCID, 
regardless of genotype, an abnormal TREC result also flags 
for further evaluation infants with insufficient T cells due to 
other causes.14,15 Non-SCID syndromes, including DiGeorge 
syndrome, trisomy 21, ataxia telangiectasia, and others, may 
have neonatal T-cell lymphopenia profound enough to demon-
strate an abnormal TREC screen. Secondary non-SCID T-cell 
lymphopenia also may be caused by T-cell loss or destruction 
as mentioned earlier, by extreme preterm birth, or by in utero 
exposure to maternal immunosuppressive medications pre-
scribed for autoimmune disease. A particularly interesting 
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interleukin (IL)-12/23-IFN-γ pathway—IFNGR1, IFNGR2, 
IL12RB1, IL12RB2, IL23R, IL12B, STAT1, TYK2, JAK1, NEMO, 
IRF8, RORC, ISG15—and mutations in SPPL2A, GATA2, and 
CYBB have also been associated with Mendelian susceptibility 
to mycobacterial disease (MSMD) (see Table 32.2).20,21 The fam-
ily history is a very important part of evaluating these patients 
because in the majority of cases there will be a similar history of 
other affected family members.

The two most prevalent genetic defects among this group 
of patients involve IL12RB1 and IFNGR1, typically resulting 
in either absent or diminished cell surface protein expression. 
These surface proteins can be readily assessed using flow cytom-
etry with specific monoclonal reagents. In addition, there is an 
autosomal dominant defect affecting the IFNGR1 gene that 
results in increased surface expression of this protein chain (the 
receptor is composed of two different proteins) that is most 
commonly associated with osteomyelitis, which can be detected 
with flow cytometry (Chapter 35).

Functional response to cytokine stimulation represents a 
definitive screening test for possible defects in the IL-12/23-
IFN-γ axis that generally would be followed by genetic testing 
to identify the specific defect. For some of the defects associated 
with MSMD, including defects in SPPL2a, RORC, IL23R, and 
IL12RB2, more specialized or research laboratories are likely 
to be needed to confirm both protein and functional defects 
(Chapter 35).

EVALUATING SUSPECTED TOLL-LIKE 
RECEPTOR DEFECTS
Recurrent infections involving S. pneumoniae and Staphy-
lococcus species have been associated with defects involving 
molecules of the Toll-like receptor (TLR) pathway, including 
IRAK4, MYD88, and NEMO.22,23 One of the distinctive fea-
tures of patients with autosomal recessive IRAK4 and MYD88
mutations is the diminished inflammatory response to systemic 
infection, including little or no fever as well as minimal increase 
in acute phase reactants.22 NEMO deficiency is a more com-
plex X-linked disorder with a wide range in clinical phenotypes 
together with varied degrees of immunologic abnormalities.23

Finally, susceptibility to herpes simplex encephalitis has been 
linked to mutations in the genes encoding TLR3, the accessory 
protein of the TLR pathway, UNC93B, and more recently iden-
tified intracellular proteins including TBK1 and IRF3 among 
others.24 The family history is a very important part of evaluat-
ing these patients as in many of the cases there may be a similar 
history of other affected family members. Additional defects in 
TLR function associated with specific clinical phenotypes are 
likely to be identified and represent an evolving field in clinical 
immunology.

Currently, the evaluation of TLR function is confined to a 
limited number of centers that usually screen for response 
using peripheral blood mononuclear cells stimulated with the 
various TLR-specific ligands (see earlier) followed by measur-
ing cytokine production (intracellular expression or secretion 
into the culture supernatant) (see Table 32.2). This may then be 
followed by direct sequencing for the suspected mutant gene(s) 
involved in the specific TLR signaling process. It is important 
to recognize that screening TLR function focused on UNC93B 
and TLR3 defects requires evaluating the response of fibroblasts 
after exposure to a TLR3 ligand because testing peripheral 

blood mononuclear cells is ineffective in detecting the func-
tional abnormality. Von Bernuth and colleagues described a 
simplified assay for screening TLR function that is reported to 
detect functional defects in the signaling process using whole 
blood samples (see Table 32.2).25

EVALUATING SUSPECTED PHAGOCYTE 
DYSFUNCTION SYNDROMES
The neutrophil is capable of phagocytosis, bactericidal and fun-
gicidal activity, as well as removal of damaged tissue. A clinical 
history suggestive of either a numerical or functional abnormal-
ity involving neutrophils includes recurrent bacterial and/or 
fungal infections typically involving the skin and deep organs. 
As is the case with most PID evaluations, a careful family his-
tory should be part of the initial approach to establish if any 
other members of the extended family have a history of recur-
rent bacterial and/or fungal infections and/or early death. The 
physical exam is also an important part of the initial evalua-
tion, looking for evidence of past cutaneous infections that 
required incision and drainage, wound healing abnormalities, 
periodontal disease, and other physical findings. The laboratory 
evaluation should start with a leukocyte count, differential, and 
morphologic review (see Table 32.1) as neutropenia is the most 
common category of neutrophil defect (Chapter 39).26

Once neutropenia and morphologic abnormalities have 
been ruled out, the evaluation should be directed at assays that 
provide functional information about neutrophils, and these 
primarily focus on two different disorders, one that affects neu-
trophil migration to sites of infection and the other that impacts 
neutrophil killing of certain bacteria and fungi (see Table 32.2). 
The former condition is seen in leukocyte adhesion deficiency 
(LAD), with the most common type being LAD-1 associated 
with bacterial infections involving the skin, periodontal tissue, 
and lungs.27 The latter defect of neutrophil function is associated 
with chronic granulomatous disease (CGD), a condition that 
has a predisposition to bacterial and fungal infections involving 
the skin and deep organs as well as manifestations of hyperin-
flammation.28

Patients with a functional neutrophil defect involving adhe-
sion abnormalities typically present with increased bacterial 
infections, leukocytosis (even at times of no infection), and 
absence of pus at sites of infection. In addition, there is often the 
finding of severe periodontitis and there may be short stature, 
distinctive facies and the Bombay (hh) blood type. Laboratory 
evaluation involves flow cytometric assessment of neutrophils 
for a defect in β2 integrin (CD11a/CD18 [LFA1], CD11b/CD18 
[Mac-1 or CR3], CD11c/CD18 [p150/95 or CR4]) characteris-
tic of LAD-1 due to mutations in the gene encoding CD18 (see 
Table 32.2). The actual level of β2 integrin expression correlates 
with disease severity in that patients with less than 1% expres-
sion have very severe disease, whereas those with 1% to 30% 
of normal expression have a milder course correlating with the 
actual expression level.11 LAD-2, a very rare condition, is associ-
ated with a defect in glycosylation type IIc (defect in the GDP 
fucose transporter). The evaluation of LAD-2 focuses on CD15 
(sialyl-Lewis-X) expression, which is absent on neutrophils 
from LAD-2 patients.

The functional neutrophil defect found in CGD results in 
recurrent and chronic infections with bacteria and fungi that 
typically involve the skin, lung, liver, and bone. The five most 
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prominent microorganisms seen in CGD patients are Staphylo-
coccus aureus, Serratia marcescens, Burkholderia species, Nocar-
dia species, and Aspergillus species. The metabolic abnormality 
associated with serious infectious risk in these patients affects 
the neutrophil oxidative burst pathway due to defects in the nic-
otinamide adenine dinucleotide phosphate (NADPH) oxidase 
multiprotein enzymatic pathway. In addition, these patients 
typically have hyperinflammation involving the genitourinary 
(GU) tract and inflammatory bowel disease that is similar to 
Crohn disease. The most common form of CGD is X-linked 
recessive, but there are also four autosomal recessive forms. 
Screening for CGD can be accomplished using the dihydrorho-
damine 123 (DHR) flow cytometry assay or the nitroblue tetra-
zolium (NBT) test, both of which are abnormal in patients with 
CGD (see Table 32.2).29 The DHR test is a quantitative assay, 
meaning that the level of fluorescence is a measure of nico-
tinamide adenine dinucleotide phosphate (NADPH) oxidase 
activity. Accordingly, the level of response in the DHR assay has 
been linked to prognosis and survival in CGD patients.30 Fur-
thermore, the DHR assay can usually distinguish X-linked CGD 
female carriers by demonstrating the presence of two distinct 
populations of neutrophils, normal and abnormal. A recent 
report established that the proportion of mutant neutrophils 
in female carriers can be linked to infectious risk with carriers 
demonstrating less than 20% normal neutrophils; this demon-
strates an increased risk of infections involving microorganisms 
similar to those affecting CGD patients.31

Finally, evaluation of neutrophil-directed movement (che-
motaxis) can be performed in vivo using the Rebuck skin 
window technique as well as in vitro with a Boyden chamber 
or a soft agar system. Abnormalities of chemotaxis have been 
observed secondary to certain pharmacologic agents as well 
as in LAD, Chédiak-Higashi syndrome, Pelger-Huet anomaly, 
juvenile periodontitis, and more recently described diseases 
such as DOCK2 deficiency. However, chemotaxis tests are diffi-
cult to perform and standardize with availability limited to very 
few laboratories.

EVALUATING SUSPECTED COMPLEMENT 
DISORDERS
Common phenotypes in complement deficiency are susceptibil-
ity to encapsulated bacteria (C1, C4, C2, C3 deficiencies) and 
neisserial susceptibility (C5, C6, C7, C8, C9 [membrane attack 
complex] deficiencies) (see Table 32.1).

The complement system involves three activation pathways: 
the classical pathway (CP), the alternative pathway (AP), and 
the lectin pathway (LP), all of which converge at C3 and activate 
a common final pathway (Chapter 40). The three complement 
activation pathways (the CP, AP, and LP) can be individually 
evaluated by CH50, AP50 (also known as AH50 or APH50), 
and the MBL test, respectively (see Table 32.2).32 The CH50 
test assays total complement activity via the CP and is the best 
single screen for complement abnormalities in that absence or 
decreased activity in the CH50 implies that at least one of the 
necessary components is missing or low. The analogous assay 
for AP activity, the AP50, is not as widely available as the CH50, 
but it is useful as a screen for complement deficiency, especially 
when used in conjunction with the CH50. If both CH50 and 
AP50 are used to screen for complement deficiency, the num-
ber of additional tests required to pinpoint the defect can be 

minimized. Because both assays include the same 6 terminal 
components (C3, C5, C6, C7, C8, and C9), results will be low or 
absent for both tests if one or more of these common compo-
nents is missing. If a unique CP component (C1q, r, s; C4; C2) 
is missing, the CH50 will be low or absent, but the AP50 will be 
normal, whereas if a unique AP component is low or missing, 
the reverse will be true. Functional tests of individual compo-
nents of the CP and AP are available only from a very limited 
number of laboratories.

CONCLUSIONS
The expanding identification of PIDs with specific clinical fea-
tures makes familiarity with the clinical presentation of these 
disorders of increasing importance. The starting point for an 
evaluation of a patient for a potential PID is a detailed/directed 
medical and family history followed by a careful physical exam-
ination. These steps, when performed appropriately, should 
provide sufficient information to proceed with a focused immu-
nologic laboratory evaluation. The appropriate and directed use 
of immune function testing provides not only critical diagnostic 
information but also directs decisions regarding the most appro-
priate therapy with the objective of limiting disease-associated 
morbidity and mortality. Genetic testing has assumed a greater 
role in the complete evaluation of individual patients that may 
also contribute to the decision regarding therapeutic options.

Immunodeficiency is often secondary or transient, caused by nonim-
mune factors, including:
• Previous use of high-dose steroids, or other immunosuppressive 

medications
• Previous use of monoclonal antibodies (mAbs), such as rituximab 

(anti-CD20)
• Immunoglobulin losses via the gastrointestinal or urinary tract
• Severe illness requiring critical care
• Malnutrition
• Human immunodeficiency virus infection 

KEY CONCEPTS
Secondary Immunodeficiencies
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Primary antibody deficiency diseases are characterized by an inabil-
ity to produce sufficient quantities of protective antibodies to protect 
the host from hazardous antigens.1 This may be evident from birth 
or manifest at a later age. In some cases, the deficiency may either 
resolve or worsen with time.2 Many of these diseases are caused 
by mutations that alter the function of genes that regulate B-cell 
development or homeostasis. Others reflect mutations in immu-
noglobulin genes themselves. A genetic predisposition marks some 
of the most common conditions, although the underlying defect 
may remain unclear. The typical patient is referred for evaluation 
due to recurrent upper or lower respiratory infections and reduced 
serum concentrations of one or more classes of immunoglobulin 
(IgM, IgG, or IgA). Patients with recurrent infections may also pres-
ent with normal serum immunoglobulin levels but demonstrate an 
inability to mount a protective response against one or more spe-
cific pathogens. Conversely, some virtually agammaglobulinemic 
patients can be remarkably asymptomatic. Table 33.1 provides a 
classification of primary antibody deficiency diseases.

Primary immune deficiency disorders are the consequence 
of specific defects in B-cell development (Fig. 33.1). B-cell pro-
duction begins in fetal liver and shifts to bone marrow later in 
fetal life (Chapter 7). As B cells mature, they leave the liver and 
the bone marrow and migrate via the blood into secondary lym-
phoid organs (e.g., spleen, lymph nodes, and other peripheral 
and mucosal tissues). Contact with a polymeric cognate antigen 
(Chapter 6), such as a polysaccharide, can promote B-cell activa-
tion and differentiation into an antibody-producing plasma cell. 
Responses to protein antigens (e.g., toxins and viral proteins) 
require T-cell help. In the germinal centers, B cells can replace an 
upstream heavy (H) chain constant domain with a downstream 
one, for example, μ to γ1, altering effector function (Chapter 8). 
They can also introduce a large number of somatic mutations into 
the variable (V) domains, generating populations of B cells with 
increased diversity from which those with optimal tailoring of 
antibody to the antigen are expanded, a process termed affinity 
maturation.

CLINICAL MANIFESTATIONS
Antibody-deficient patients commonly present with recurrent   
sinusitis, bronchitis, and pneumonia. Patients may also mani-
fest cellulitis, boils, gastrointestinal discomfort, myalgias, 
arthralgias, fatigue, and depression. Infections typically involve 
encapsulated bacteria (e.g., Streptococcus pneumoniae and Hae-
mophilus influenzae). Protection against these bacteria requires 
production of anti-polysaccharide antibodies, a process that 
does not require T-cell help. Because similar bacterial infections 
occur among patients deficient in neutrophil function or in 
complement, all three of these host defense mechanisms should 

be evaluated in patients who present with repeated bacterial 
infections.

The clinical course of uncomplicated primary infections with 
viruses such as Varicella zoster or mumps does not differ sig-
nificantly from that of the normal host. However, antibody defi-
cient patients have difficulty generating long-lasting immunity; 
thus, chickenpox may repeatedly recur as shingles. The general 
rule is that T cells typically control established viral infections, 
whereas antibodies limit initial viral dissemination and cell 
entry, thereby preventing re-infection. As with all rules, there 
are exceptions. Hypogammaglobulinemic patients can have dif-
ficulty clearing hepatitis B virus from the circulation, poliovirus 
from the gut, and enterovirus from the brain, leading to pro-
gressive and sometimes fatal outcomes.

Because sinopulmonary infections are also common in 
normal infants and children, in allergic individuals, in smok-
ers, and in patients with other pulmonary diseases (e.g., cystic 
fibrosis), the threshold for an extensive evaluation for immu-
nodeficiency can be a matter of clinical judgment. However, 
two or more episodes of bacterial pneumonia within a 5-year 
period, unexplained bronchiectasis, H. influenzae meningitis in 
an older child or adult, chronic otitis media in an adult, recur-
rent intestinal infections and diarrhea due to Giardia lamblia, or 
a family history of immunodeficiency all warrant evaluation by 
an immunologist.

CLINICAL PEARLS
Clinical Manifestations of Antibody Deficiency

• Recurrent bacterial infections
• Early in untreated disease, infections are primarily due to encap-

sulated pyogenic bacteria (e.g., Streptococcus pneumoniae and   
Haemophilus influenzae type b).

• Later in untreated disease, damage to mucosal surfaces engenders 
susceptibility to a wider array of pathogens (e.g., staphylococci, 
nontypeable H. influenzae, and gram-negative rods).

• Recurrent viral infections
• Typically, viral infections clear normally, but protective immunity 

against re-infection fails (e.g., recurrent shingles).
• Occasionally, patients may continue to excrete virus for prolonged   

periods after resolution of clinical symptoms.
• Increased prevalence of other immunologic disorders

• Paradoxical increased risk of antibody-mediated autoimmune   
disorders (e.g., idiopathic thrombocytopenia, autoimmune thyroid-
itis, systemic lupus erythematosus, pernicious anemia, and celiac 
disease).

• Lymphoid hypertrophy.
• Increased risk of allergic disorders (especially in selective IgA   

deficiency). 
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TABLE 33.1 Primary Antibody Deficiencies

Disorder Gene or Locus Chromosome

IgAD1: IgA deficiency/common variable immunodeficiency MHC, KIR 6p21.3, 19p13.3
CVID1: ICOS deficiency (AR) ICOS 2q33.2
CVID2/IgAD2: TACI deficiency (AD/AR) TNFRSF13B 17p11.2
CVID3: CD19 deficiency (AR) CD19 16p11.2
CVID4: BAFF-R (AR) TNFRSF13C 22q13.2
CVID5: CD20 deficiency (AR) CD20 11q12.2
CVID6: CD81 deficiency (AR) CD81 11p15.5
CVID7: CD21 (AR) CD21 1q32.2
CVID8: LRBA (AR) LRBA 4q31.3
Formerly CVID9: PKCδ (AR), nowALPS III PRKCD 3p21.1
CVID10: NF-κB2 (AD) NFκB2 10q24.32
CVID11: IL-21 (AR) IL21 4q27
CVID12: NF-κB1 (AD) NFκB1 4q24
CVID13: IKAROS (AD) IKZF1 7p12.2
CVID14: IRF2BP2 (AD) IRF2BP2 1q42.3
CTLA-4 (AD) CTLA-4 2q33
TWEAK (AD) TNFSF12 17p13
P13K GOF mutations (AD), p110delta PIK3CD 1p36.2
PI3K regulatory subunit (AD) PIK3R1 5q13.1
BLK (AD) BLK 8p23.1
PTEN deficiency LOF (AD) PTEN 10q23.31
TRNT1 deficiency (AR) TRNT1 3p26.2
ATP6AP1 deficiency (XR) ATP6AP1 Xq28
ARHGEF1 deficiency (AR) ARHGEF1 19q13.2
SH3KBP1 (CIN85 def) (XR) SH3KBP1 Xp22.12
SEC61A1 deficiency (AD) SEC61A 3q21.3
RAC2 deficiency (AR) RAC2 22q13.1
Mannosyl-oligosaccharide glucosidase deficiency (AR) MOGS 2p13.1
PLCG2 (AD) PLCG2 16q23.3
Kabuki syndrome (AD) KMT2D, KDM6A 12q13.12, Xp11.2
Transient hypogammaglobulinemia of infancy (THI)
X-linked agammaglobulinemia (XR) BTK Xq21.3-q22
X-linked agammaglobulinemia with growth hormone deficiency (XR) BTK Xq22.1
Hyper-IgM syndrome
HIGM1: X-linked hyper-IgM syndrome (XHM) (XR) CD154 or CD40L Xq26.3
HIGM2: Activation-induced cytidine deaminase deficiency (AR/AD) AID 12p13.31
HIGM3: CD40 deficiency (AR) CD40 20q12.12
HIGM5: Uracil-DNA glycosylase (UNG) deficiency (AR) UNG 12q24.11
XHM with ectodermal dysplasia (XHM-ED) (XR) NEMO Xq28
IKBA/IκBα (AD) IκBα 14q13.2
INO80 deficiency (AR) INO80 15q15.1
MSH6 deficiency (AR) MSH6 2p16.3
Autosomal agammaglobulinemia (AGM)
AGM1: Immunoglobulin μ H chain deficiency (AR) IGHG1 14q32.33
AGM2: Surrogate light chain deficiency (AR) IGLL1/CD179B 22q11.23
AGM3: Ig-associated alpha (Igα) deficiency (AR) CD79A 19q13.2
AGM4: BLNK deficiency (AR) BLNK 10q24.1
AGM5: LRRC8 truncation (AD) LRRC8 9q34.11
AGM6: Ig-associated beta (Igβ) deficiency (AR) CD79B 17q23.2
AGM7: PI3K regulatory subunit (AR) PIK3R1 5q13.1
AGM8: E47 transcription factor deficiency (AD) TCF3 19p13.3
Myelodysplasia with hypogammaglobulinemia Monosomy 7
Thymoma with immunodeficiency (Good syndrome)
Selective κ light chain deficiency (AR) IGKC 2p11.12
Selective IgG subclass deficiencies
Specific antibody deficiency with normal serum immunoglobulin levels

AD, Autosomal dominant; AR, autosomal recessive; XR, X-linked recessive.

• The genetic mutations that underlie most primary antibody deficiencies 
tend to affect molecular pathways involved in the regulation of lympho-
cyte development and homeostasis.

• Clinically significant antibody deficiency is not synonymous with hypo-
gammaglobulinemia.
• Serum immunoglobulin concentrations vary widely with age.
• Serum immunoglobulin levels vary with exposure to drugs (e.g., steroids 

and biologics), infectious agents, and other environmental stressors.

• A complete absence of IgG subclasses resulting from homozygous 
deletions of heavy chain genes has been observed in healthy indi-
viduals.

• Absence of a specific Vκ gene segment has been associated with an 
increased risk of Haemophilus influenzae infection in spite of normal 
serum Ig levels. 

KEY CONCEPTS
Hypogammaglobulinemia and Antibody Deficiency
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The purest forms of antibody deficiency result from muta-
tions that prevent the expression or function of the preB-cell 
receptor for antigen (Chapter 4). Only the B-cell lineage is 
affected with a loss-of-function mutation of μ heavy chain or 
components of the surrogate light chain [VpreB, γ14.1 (γ5)]. 
However, most of the diseases associated with primary anti-
body deficiency involve more than one cell lineage. For exam-
ple, X-linked agammaglobulinemia (XLA) is the product of 
loss-of-function mutations in Bruton tyrosine kinase (BTK). 
Patients with X-linked hyper-IgM syndrome (HIGM1) may 
exhibit T-cell as well as B-cell dysfunction, placing them at risk 
for infection with Pneumocystis jiroveci. Immune deficiency 
also appears to place patients at risk for autoimmunity, which is 
increased among patients with IgA deficiency (IgAD), common 
variable immunodeficiency (CVID), and hyper-IgM syndrome.

Clinical manifestations of the primary immunodeficiency 
may also be heavily influenced by the patient’s past medical 
history. A delayed diagnosis and failure to aggressively treat 
infections can lead to permanent damage to the respiratory or 
gastrointestinal mucosa, creating susceptibility to nontypeable 
H. influenzae, staphylococci, Pseudomonas, and enteric bacteria.

PRINCIPLES OF DIAGNOSIS AND TREATMENT

Diagnostic Tests and Their Interpretation
Testing for immune deficiency should be done for patients (i) 
with a history of repeated infections that exceeds expectations 
for normal individuals, (ii) who experience an infection with an 
opportunistic or low-virulence pathogen, (iii) who are affected 

with a disorder frequently associated with immunodeficiency, 
or (iv) who have a family history of primary immunodeficiency. 
Table 33.2 illustrates four levels of testing complexity.

Level I testing is both revealing and cost-effective. It includes 
measuring serum immunoglobulins (IgM, IgG, and IgA), com-
plement (50% hemolytic power of serum [CH50] and comple-
ment components C3, C4, and mannose-binding lectin protein 
[MBL]), a complete blood count with differential (CBC/diff), 
and an erythrocyte sedimentation rate (ESR). Lymphopenia is 
seen most often in disorders that affect the production or func-
tion of T cells (Chapter 34) but can also occur in patients with 
CVID. Congenital absence of an individual complement com-
ponent will result in total absence of measurable complement-
mediated hemolysis (Chapter 40). MBL deficiency increases 
susceptibility to respiratory infections.3 The ESR is elevated in 
many, although not all, individuals with inflammatory disorders 
and thus useful in patients with a questionable or unclear his-
tory of recurrent or chronic infection.
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FIG. 33.1 Defects in B-Cell Development Can Lead to Humoral Immune Deficiency. Examples of autosomal agammaglobulinemias 
(AGM) include the homozygous absence of an immunoglobulin μ H chain (μ0) or of the λ5 component (IGLL10) of the surrogate light 
chain (ψL). In the case of μ0 mutations, a preB-cell receptor (M- ψL) cannot be generated, resulting in a block at the proB- to preB-cell 
stage (illustrated by a red X). Signaling through the preB-cell receptor is needed to advance the development process. Patients with 
X-linked agammaglobulinemia (XLA) have loss of function mutations in the kinase Bruton tyrosine kinase (BTK), which impairs signal-
ing through the preB-cell receptor and the B-cell receptor (BCR), resulting in a block in B-cell development between the preB- and 
immature B-cell stages. Hyper-IgM syndromes (HIGM) result from either a failure to engage in proper cognate interactions with T cells 
or disruptions in the genes that permit class switch recombination. These failures inhibit class switching to immunoglobulins IgA, IgG, 
and IgE. Selective IgG deficiency (IgGD or hypogammaglobulinemia), selective IgA deficiency (IgAD), and common variable immune 
deficiency (CVID) reflect a selective or generalized impairment in the ability to progress from the mature B-cell stage to the plasma-cell 
stage.

• When the patient’s history suggests a frequency or severity of infec-
tion that exceeds expectations for normal individuals.

• When the organism responsible for infection is of low virulence or 
is considered to be an opportunistic pathogen (e.g., Pneumocystis 
jiroveci, BCG).

• When there is a diagnosis of a genetic immune deficiency in the pa-
tient’s family or a multisystem syndrome that can include immune 
deficiency (e.g., DiGeorge syndrome). 

KEY CONCEPTS
Tests for Immune Function Should Be Performed
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25% higher than that of the mother. Catabolism of maternal 
IgG coupled with the slow development of endogenous anti-
body production leads to a physiologic nadir of serum IgG at 
4 to 6 months of age. This loss of maternally derived protection 
is often associated with the first appearance of otitis media or 
bronchitis. Thus, the onset of sinopulmonary infections within 

Interpretation of the significance of the quantitative immu-
noglobulin determinations requires appreciation of age-related 
changes in immunoglobulin concentrations (Fig. 33.2).4,5 At the 
end of the second trimester of pregnancy, active transport of 
IgG across the placental barrier begins. By the time of birth at 
term, the infant’s serum IgG concentration is typically 20% to 

TABLE 33.2 Laboratory Diagnosis of Primary Antibody Deficiency

Level Test Application (s)

I CBC with differential Primary screening tests
Complement (CH50, C3, C4, mannose-binding lectin protein)
ESR
Quantitative serum IgM, IgG, and IgA levels

Ia Urinalysis, 24-h urine for protein Symptoms suggest protein loss through kidneys or GI tract
Stool for alpha-1-antitrypsin
Serum albumin

II B-cell functional evaluation Level I normal but history suggests
Quantitative IgG subclasses, IgE antibody deficiency
Natural or commonly acquired antibodies (isohemagglutinins, rubella, 

rubeola, tetanus)
Better definition of a Level I defect

Response to immunization
T-cell dependent antigens (tetanus)
T-cell independent antigens (unconjugated pneumococcal vaccine, unconju-

gated Haemophilus influenzae B vaccine)
III Quantification of blood T- and B-cell subpopulations by immunofluorescence 

assays using monoclonal antibody markers
Panhypogammaglobulinemia or severely low IgM and IgA

T cells: CD3, CD4, CD8
B cells: CD19, CD20, CD21, Ig (μ, δ, κ, λ),

IV Disease-specific analysis Gene-specific diagnosis
Gene expression Genetic counseling
Gene sequencing

CBC, Complete blood count; ESR, erythrocyte sedimentation rate; GI, gastrointestinal; Ig, immunoglobulin.
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the first 3 months of age should also raise the index of suspi-
cion for immunodeficiency in the mother. After age 6 months, 
maternally derived IgG has largely been lost and IgG antibod-
ies specific for diphtheria or tetanus become useful measures of 
B-cell function.

useful measurement of B-cell function even in infants. In older 
children and adults, isohemagglutinin titers of less than 1:8 are 
considered significant.6

Serum for specific antibody titers should be obtained before 
and 4 to 6 weeks after immunization. Optimally, the paired sera 
should be assayed simultaneously to avoid confusion that may 
result from single-tube dilution differences at the time the assay 
is performed. As a general rule, a high baseline titer or a four-
fold or greater rise in a specific titer in individuals with a low 
baseline titer confirms that a specific humoral response is intact. 
The development of conjugated polysaccharide vaccines (e.g., 
Prevnar 13) complicates analysis for those who have received 
such a vaccine, although information can still be gleaned from 
study of responses to polysaccharide antigens present only in 
multivalent unconjugated vaccines (e.g., Pneumovax 23).

Protein loss through the kidneys or gastrointestinal tract 
can result in the selective loss of IgG because of its relatively 
low molecular weight and slow turnover; with severe protein 
loss, serum albumin levels may also be low. Should symptoms 
warrant, 24-hour urine for protein or a stool sample for alpha-
1-antitrypsin level can document protein loss.

An elevated Inge level may support a suspicion of allergy as 
an underlying explanation of sinopulmonary symptoms but can 
also reflect parasite infestation. Serum IgE concentrations are 
often elevated in patients with IgAD. Extreme elevations of IgE 
suggest the hyper-IgE syndrome.

Enumeration of B cells and of T cells should be performed 
for any individual who has severe panhypogammaglobu-
linemia. The most widely used method of demonstrating B cells 
relies on immunofluorescent labeling of surface CD19, which is 
restricted in expression to mature B cells (Chapter 7). Because 
an infant may have serum IgG of maternal origin for the first 
several months of life, the determination of the number of cir-
culating B cells is the single most useful test in making the pre-
sumptive diagnosis of XLA, a disorder in which preB-cells in 
the bone marrow fail to develop to cells of mature phenotype. 
Absence of circulating B cells also characterizes the immunode-
ficiency associated with thymoma in adults, whereas adults with 
chronic lymphocytic leukemia (Chapter 77) may have hypogam-
maglobulinemia with an overabundance of circulating CD5+ 
B cells.

HIGM1 represents the product of a loss-of-function mutation 
of the CD154 (CD40L) gene. CD154, a surface antigen found on 
activated T cells, binds CD40 on B cells to facilitate class switch-
ing, survival, and proliferation (Chapter 7). A fluorescent-labeled 
CD40 fusion protein can be used to evaluate the expression of 
functional CD154 on T cells by flow cytometry. Confirmation 
of the diagnosis, carrier detection, and prenatal diagnosis often 
depend on molecular or sequence analysis of the gene.

Replacement Therapy With Human Immunoglobulin
A number of commercial preparations of human immunoglob-
ulin are US Food and Drug Administration (FDA) approved 
and available in the United States (Chapter 82). No commer-
cial preparations in this country are available to supplement 
IgM or IgA exclusively, but some of the preparations contain 
minute amounts of these isotypes. Since the IgG given in IGRT 
comes from donors who have produced immunoglobulin in 
response to the antigens to which they have been exposed, the 
distribution of antigen specificities can vary between lots, and 
thus there is no generic form of commercial IgG. Clinically rel-
evant differences between the preparations relate to the route 

CLINICAL PEARLS
Interpreting Quantitative Immunoglobulins

• Normal ranges of serum immunoglobulin levels vary with age; hence 
evaluation should take the age of the patient into account.
• As the mother’s transplacental contribution of IgG is catabolized, 

total serum IgG concentrations reach a nadir at 4 to 6 months of age.
• IgG2 and IgG4 subclass levels rise more slowly than IgG1 and 

IgG3; hence reference to adult controls can lead to the false diag-
nosis of IgG subclass deficiency in young children.

• Serum IgA concentrations typically do not achieve adult values until 
puberty. They are often the first to decline in many primary immu-
nodeficiencies. 

The common laboratory practice of defining the lower range 
of normal for serum immunoglobulin levels as two standard 
deviations below the age-adjusted mean carries with it the risk 
of falsely labeling otherwise normal individuals as immunode-
ficient. Immunoglobulin levels vary widely with environmen-
tal exposure, and normal biologic variation is much broader 
than that defined by the mean of the population. Patients with 
a combined deficiency of IgA and an IgG subclass may benefit 
from the aggressive use of antibiotics and/or immunoglobu-
lin replacement therapy (IGRT); thus, quantitative measure-
ments of all four IgG subclasses (IgG1, IgG2, IgG3, and IgG4) 
can be useful in fully defining the extent of humoral immune   
deficiency.

Among patients with borderline serum IgG levels, tests to 
evaluate the host’s ability to produce functional specific anti-
body should be performed prior to making a decision to 
institute a more aggressive therapy, especially among patients 
receiving medications such as corticosteroids, which can lower 
total serum IgG while preserving function. The most commonly 
employed tests include measurement of isohemagglutinins 
(naturally occurring IgM antibodies to the polysaccharide anti-
gens that define the ABO blood type system on red blood cells) 
and post-immunization responses to polysaccharide antigens 
(e.g., Pneumovax 23 or unconjugated H. influenzae B vaccine) 
and protein antigens (e.g., tetanus or diphtheria toxoids). IgM is 
made by the newborn, and most infants can generate isohemag-
glutinins, making determination of anti-A and anti-B titers a 

• IgM T-independent responses may be assessed by measurement of 
serum isohemagglutinins (anti-A and anti-B titers) in patients who are 
not blood type AB.

• IgG T-independent responses may be assessed by measurement of 
antibodies produced in response to immunization with unconjugated 
purified pneumococcal polysaccharide vaccine.

• IgG T-dependent recall responses may be assessed by measurement 
of a fourfold or greater rise in titer of antibodies to diphtheria or teta-
nus toxoid alter booster immunization. 

KEY CONCEPTS
Functional Tests of Specific Antibody Production
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of administration, which can be by intravenous or subcutane-
ous infusion; to the method of stabilization and storage; to the 
donor pool; and to quantities of contaminating IgA. All com-
mercial human immunoglobulin preparations are effective in 
treating patients with immunodeficiency disorders, although 
some are better tolerated than others. Depending on the coun-
try of origin, some preparations may provide better protection 
against local endemic organisms. Low IgA content is a concern 
for those rare individuals with immunodeficiency and absent 
IgA who manufacture IgG or IgE antibodies directed against 
IgA and have a history of anaphylactic reactions upon infusion 
of IgA-containing blood products.7

IGRT is not indicated for patients whose immune deficiency 
is limited to the selective absence of IgA, in part because of the 
risk of anaphylaxis upon receipt of IgA-containing products, 
even though such reactions are rare.7 However, IGRT has been 
found to be beneficial in patients with a combined deficit of 
both IgA and an IgG subclass and who exhibit impaired anti-
body responses to carbohydrate antigens.8,9

The goal of immunoglobulin replacement is not to achieve 
a target IgG level in the serum, but to provide sufficient con-
centrations of functional antibodies to prevent disease. Specific 
approaches to and protocols for IGRT are described in detail in 
Chapter 82. The only indication for immunoglobulin replace-
ment in a patient with immunodeficiency is severe impair-
ment of the ability to produce functional antibody. Such 
impairment exists in primary immunodeficiency diseases asso-
ciated with low levels of all five isotypes of immunoglobulin,   
such as XLA, CVID, HIGM, and severe combined immuno-
deficiency (SCID) (Chapter 34). Patients with a documented 
inability to produce specific antibodies after immunization with 
a history of significant morbidity from infections are also can-
didates for intravenous immunoglobulin (IVIG) therapy even 
though they may present with normal or near-normal levels 
of IgG.10 This includes certain cases of IgG subclass deficiency 
such as those associated with compound IgA, IgG2, and IgG4 
deficiency; boys with Wiskott-Aldrich syndrome; and patients 
with ataxia-telangiectasia. Since most patients with transient 
hypogammaglobulinemia of infancy (THI) can produce normal 
amounts of specific antibodies after immunization despite hav-
ing a low total serum IgG, they usually are not candidates for 
immunoglobulin replacement. However, patients with a history 
of significant infections may benefit.

X-LINKED AGAMMAGLOBULINEMIA

Diagnosis
XLA (Bruton agammaglobulinemia) is the prototypic humoral 
immunodeficiency.11 Due to the transplacental transfer of 
maternal immunoglobulin, onset of recurrent pyogenic infec-
tions generally begins after age 5 to 6 months. Loss-of-function 
mutations in the BTK gene lead to a block in B-cell matura-
tion, near total absence of B cells in the periphery, and pan-
hypogammaglobulinemia (see Fig. 33.1). Testing of infants 
known or suspected to have XLA should begin with examina-
tion of the number of B cells in the blood. Deficient expression 
of BTK protein in monocytes can be detected by flow cytometry.   
Analysis of the BTK gene at the nucleotide level remains the 
definitive diagnostic procedure. As with most X-linked lethal 
diseases, approximately one-third of sporadic cases are due to de 
novo mutations, so diagnosis may require individual mutation 

analysis. There can be significant variation in the manifesta-
tions of the disease in any given family member; thus a paucity 
of symptoms should not prevent diagnostic evaluation even in 
adults.12 Some patients with “mild” mutations of BTK may present   
with infections late in life.

Clinical Manifestations
Easy access to antibiotics and good hygiene may delay suspi-
cion of the diagnosis well into mid-childhood or beyond.12

Recurrent upper and lower respiratory tract infections are com-
mon. Untreated, these infections may lead to bronchiectasis 
(Fig. 33.3), pulmonary failure, and death at an early age. The 
infections are typically due to pyogenic encapsulated bacte-
ria. Diarrhea due to G. lamblia is also common, although less 
so than in CVID. Systemic infections include bacterial sepsis, 
meningitis, osteomyelitis, and septic arthritis. Mycoplasma and 
chlamydia infections of the urogenital tract may lead to epididy-
mitis, prostatitis, and urethral strictures. Skin infections include 
cellulitis, boils, and impetigo.13

Although patients with XLA can resolve most viral infections, 
they are unusually sensitive to infections with enteroviruses. 
Patients with XLA can develop paralytic poliomyelitis after vac-
cination with live virus. Echovirus and Coxsackie virus infec-
tions may involve multiple organs with the patients going on to 
develop chronic meningoencephalitis, dermatomyositis, and/or 
hepatitis.13 Untreated patients often complain of arthritis affect-
ing the large joints. Enterovirus and mycoplasma have been iden-
tified in affected joints. The arthritis typically resolves with IGRT.

FIG. 33.3 A CT Scan, With Contrast, Demonstrates Bronchiec-
tasis, Bronchitis, and Emphysema in the Lungs of a 36-Year-
Old Man With X-linked Agammaglobulinemia. He was referred 
to immunology and started on immunoglobulin replacement ther-
apy at age 16. Due to a left lower lobe lobectomy, the mediasti-
num has shifted to the left. As a result of bronchiectatic scarring, 
the diameter of the bronchi in the right lung are greater than the 
diameter of the corresponding blood vessels, and the bronchi re-
main dilated in the periphery. Bronchial plugs can be seen filling 
some of the bronchi on the right. Finally, due to emphysema, the 
right upper lobe demonstrates greater radiolucency. In addition 
to suffering from XLA, this patient has a 30 pack-year history of 
smoking, which has exacerbated his clinical condition.



426 PART IV Immune Deficiency and Immune Regulatory Disorders

Infections with opportunistic organisms (e.g., tuberculosis, 
histoplasmosis, and P. jiroveci) and malignancies are rare, likely 
reflecting intact cell-mediated immunity.

Origin and Pathogenesis
BTK belongs to a subfamily of the Src cytoplasmic protein-
tyrosine kinases. BTK is phosphorylated following activation of 
the B-cell receptor (BCR). It plays a critical role in the prolif-
eration, development, differentiation, survival, and apoptosis of 
B-lineage cells. Individuals with XLA begin with normal num-
bers of early B-lineage progenitors in their bone marrow. In the 
bone marrow, B-cell progenitors express the expected markers 
of B-cell differentiation (e.g., terminal deoxynucleotidyl trans-
ferase [TdT], CD19, and CD10), but there is a relative deficiency 
of cytoplasmic μ+ preB-cells and development beyond the preB 
stage is severely impaired. Those cells that make it through the 
gauntlet can produce antigen-specific antibodies. Although in 
low numbers, these surviving B cells can produce endogenous 
antigen-specific immunoglobulin, class switch, and even medi-
ate allergic or autoantibody-mediated reactions.

An X-linked recessive form of agammaglobulinemia asso-
ciated with growth hormone deficiency has been reported. 
Genetic analysis in one such patient identified a frameshift 
mutation creating a premature stop codon with the loss of   
carboxy terminal amino acids in BTK.14

Treatment and Prognosis
The primary goal of therapy for B-cell deficiency is to prevent 
damage to the lungs. Human IGRT should be started as soon as 
the diagnosis is made. Patients treated with sufficient quantities 
(0.4 to 0.6 g/kg every 3 to 4 weeks for IVIG or 100 to 150 mg/kg   
every week for subcutaneous gammaglobulin [SQIG]) suffer 
few lower respiratory tract infections. However, these patients 
remain at risk for viral infections, including enteroviral menin-
goencephalitis. Since mucosal immunoglobulin cannot be 
replaced, the patients also remain at risk for recurrent upper 
respiratory infections, which may require prophylactic antibi-
otic therapy. Immunoglobulin-treated patients may lead nor-
mal lives without concern about exposure to infectious agents 
in childcare settings or classrooms.15 Immunizations designed 
to elicit protective antibodies are unnecessary because the 
monthly replacement therapy will provide passive protection. 
Since patients are unable to mount antibody responses and vac-
cines, especially live vaccines, carry some risk of untoward side 
effects, they are relatively contraindicated.

An XLA patient who develops symptoms of enteroviral cen-
tral nervous system or neuromuscular infection should have 
appropriate cultures of the involved organ system. For agam-
maglobulinemic patients with chronic enteroviral infections, 
immunoglobulin therapy should be given at higher doses and 
maintained until symptoms cease and the virus can no longer be 
detected. Intrathecal immunoglobulin as well as compassionate 
use of new antienteroviral drugs have also been used.16

AUTOSOMAL AGAMMAGLOBULINEMIA

Origin and Pathogenesis
The PreB-Cell Receptor and Signal Transduction Axis
Loss-of-function mutations in any one of the genes that code for 
components of the pre-BCR and its associated signaling com-
plex can inhibit preB-cell development, leading to an absence of 
mature B cells.17 This phenotype is seen in patients with biallelic 

loss-of-function mutations of mu heavy chain region (μ0, AGM1), 
λ-like surrogate light chain (IGLL1, AGM2), immunoglobulin-
associated alpha (Igα, CD79A, AGM3) and beta (Igβ, CD79B, 
AGM6) chains, and the adaptor B-cell linker protein (BLNK, 
AGM4), a key component of the pre-BCR signaling pathway.

E47
The TCF3 gene, also called E2A, encodes two basic helix-loop-
helix (bHLH) transcription factors, E12 and E47, through 
alternative splicing. E12 and E47 are involved in regulation of 
immunoglobulin gene expression. A dominant negative muta-
tion in the E47 DNA-binding region resulted an early block in 
B-cell development and agammaglobulinemia.

LRRC8
Truncation of leucine-rich repeat containing 8 (LRRC8, AGM5), 
a gene of unknown function expressed in progenitor B cells, led 
to an absence of B cells.

PIK3R1
A homozygous nonsense mutation in P1K3R1, which encodes 
the p85a subunit of phosphoinositide 3-kinase (PI3K), resulted 
in decreased pro-B cell numbers. One 19-year-old female pre-
sented with agammaglobulinemia, absent B cells, and inflam-
matory bowel disease.

Other Agammaglobulinemia Conditions
Two pediatric patients with monosomy 7 presented with myelo-
dysplastic syndrome of refractory anemia, hypogammaglo-
binemia, and low B cells. They were treated with bone marrow 
transplant.

Older adult patients with thymoma may present with low 
B-cell numbers and hypogammaglobinemia (i.e., Good syn-
drome). They often suffer invasive bacterial infections and 
require immunoglobulin replacement even after thymectomy.18

Diagnosis and Treatment
Diagnosis requires gene mutation analysis. Treatment follows 
the guidelines given for XLA.

HYPER-IMMUNOGLOBULIN SYNDROME

Diagnosis
Patients with the hyper-IgM syndrome exhibit markedly reduced 
serum concentrations of IgG, IgA, and IgE with normal to elevated 
levels of IgM and normal numbers of circulating B cells.19 This phe-
notype reflects polyclonal expansion of IgM synthesis in response 
to infection as a result of a block in the ability of B lymphocytes to 
switch from IgM to other isotypes. HIGM patients suffer the same 
infections with encapsulated bacteria common to all patients with 
antibody deficiency. HIGM can present as an X-linked recessive, 
autosomal recessive, or autosomal dominant trait. The phenotype 
can also result from congenital rubella, medications (e.g., calci-
neurin inhibitors and phenytoin), and neoplasia.20

Hyper-Immunoglobulin Syndrome Type 1: CD40L (CD154) 
Deficiency
Class switch recombination (CSR) is a multistep process that 
requires exquisite coordination between the B cell and its cognate 
helper T cell (Chapter 7). The binding of constitutively expressed 
CD40 on the B cell to CD40L (CD154) expressed on activated   
T cells helps initiate CSR. HIGM1 reflects loss-of-function muta-
tions in CD154 (Xq26).
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Hyper-Immunoglobulin Syndrome Type 2: Activation-Induced 
Cytidine Deaminase dysfunction

Activation-induced cytidine deaminase (AID, 12p13), a mem-
ber of the cytidine deaminase family, is required for CSR and 
for somatic hypermutation of immunoglobulin V domains 
(Chapters 4 and 7). The hyper-IgM phenotype can reflect either 
biallelic AID loss-of-function mutations or a dominant negative 
mutation on only one AID allele.

Hyper-Immunoglobulin Syndrome Type 3: CD40 Deficiency
CD40 is the cognate receptor for CD40L and is located on 
chromosome 20q12-q13.2. HIGM3 patients with biallelic loss-
of-function mutations of CD40 present with a phenotype indis-
tinguishable from HIGM1.

Hyper-Immunoglobulin Syndrome Type 4: As Yet Unknown 
Causes
Patients presenting with a HIGM-like phenotype but lacking 
demonstrable mutations in genes previously associated with 
HIGM have been grouped into a category termed HIGM4. CSR 
is defective in HIGM4 patients, but somatic hypermutation 
appears to occur without hindrance. A genetic cause has yet to 
be identified and spontaneous recovery has been reported.

Hyper-Immunoglobulin Syndrome Type 5: Uracil-DNA 
Glycosylase Deficiency
Activation-induced deaminase (AID) acts by deaminating cyti-
dine in DNA, leaving uracil in its place. Uracil-DNA glycosylase 
(UNG, 12q23–24.1) can remove the uracil, permitting normal or 
error-prone repair. Patients with biallelic loss-of-function muta-
tions of UNG can present with recurrent bacterial infections, 
hyperplasia, increased serum IgM levels, and low IgG and IgA.

NEMO and IKBA Mutations
The nuclear factor kappaB (NF-κB) essential modulator (NEMO) 
plays a key role in the NF-kB pathway and consequently in 
the CD40 signal transduction pathway. NEMO acts as a scaf-
fold for two kinases important for NF-κB activation. IKBKG
encodes NEMO and is located on the X-chromosome (Xq28). 
Hypomorphic mutations in IKBKG lead to an ectodermal dys-
plasia syndrome manifesting with conical teeth, absent eccrine 
sweat glands, and a paucity of hair follicles. NEMO patients 
demonstrate defective innate and cell-mediated immunity due 
to defective NF-kB activation, which is important in Toll-like 
receptor (TLR) signaling. Laboratory abnormalities include 
impaired NK cell function, impaired pneumococcal responses, 
hypogammaglobulinemia, antigen-specific T-cell proliferative 
abnormalities, and increased serum IgA levels. Although fewer 
than 20% of NEMO patients have a hyper-IgM phenotype, they 
are typically grouped with the hyper-IgM phenotype.

Autosomal dominant mutations of IKBA/IκBα have been 
reported in some patients with a HIGM phenotype. Mutations 
in these genes block NF-κB release and thus downstream CD40 
signaling.21

INO80 and MHSH6
INO80 and MSH6 are components of the mismatch repair 
machinery involved in CSR-induced generation of double-
strand DNA breaks. INO80 deficiency has been described in 
patients with elevated IgM and low IgG and IgA who suffer with 
severe bacterial infections. Mutator S homolog 6 (MSH6) defi-
ciency has been associated with elevated IgM, impaired class 

switching, and reduced numbers of class-switched memory B 
cells. Patents with MSH6 deficiency have described a personal 
or family history of cancer.20

Clinical Manifestations
CD40-CD154 Axis (HIGM1, HIGM3, NEMO)
Patients with inherited disruptions in the CD40-CD154 axis have 
difficulty generating germinal centers in their lymph nodes and 
spleen. Recurrent upper and lower respiratory tract infections 
are common. Patients may also exhibit recurrent neutropenia 
with oral ulcers, perirectal abscesses, and opportunistic infec-
tions (e.g., P. jiroveci, Toxoplasma gondii, or Cryptosporidium
cholangitis). One in five patients demonstrate autoimmunity.

Without prophylaxis, one third of patients develop P. jiroveci
pneumonia, which can be the presenting problem in affected 
infants. Patients are also at risk for cytomegalovirus (CMV), 
adenovirus, Cryptococcus neoformans, or mycobacterial infec-
tions. This indicates both cell-mediated and humoral immune 
deficiency, placing these patients within the spectrum of a com-
bined immunodeficiency.

Chronic diarrhea occurs in more than half of the patients. 
Organisms include Cryptosporidium, G. lamblia, Salmonella, 
and Entamoeba histolytica. One quarter may require total par-
enteral nutrition due to diarrhea or to perirectal abscesses. Oral 
ulcers, gingivitis, and perirectal ulcers are associated with neu-
tropenia, which may occur chronically or intermittently in up to 
two-thirds of the patients. One-fifth of patients develop scleros-
ing cholangitis that can lead to hepatic failure. Cryptosporidi-
osis is present in half of these patients.

Approximately one quarter of NEMO patients have autoim-
munity or autoinflammation. An intestinal inflammatory disor-
der may be the presenting problem with chronic diarrhea and 
abdominal pain, with a few having steroid dependence.

Although originally distinguished by the high level of serum 
IgM, IgM levels are often normal in affected individuals. IgG is 
low. IgA and IgE are usually low, but they can be normal or even 
elevated. B- and T-cell counts are within the normal range in 
more than 90% of the patients and depressed in the rest.

Lymphoid hyperplasia is a common finding in patients with 
active infections. Individual nodes may become extremely large, 
and splenomegaly can develop. Hilar adenopathy causes a diag-
nostic dilemma, as the risk of lymphoma is increased. Although 
the lymphoid tissue is usually histologically abnormal, reactive 
processes are far more common than malignancy. Plasma cells 
may be abundant or sparse. Primary follicles are poorly devel-
oped. The most characteristic abnormality is the absence of   
germinal centers.

AID-UNG Axis (HIGM2 and HIGM5)
Infected AID-UNG deficient patients may present with giant 
germinal centers filled with highly proliferating B cells, pre-
sumably due to intense antigen stimulation. Approximately 
one-fourth of HIGM2 patients, but not HIGM5, present with 
evidence of autoimmunity (e.g., hemolytic anemia, thrombocy-
topenia, and autoimmune hepatitis). Autoantibodies are IgM.

Origin and Pathogenesis
CD40-CD154 Axis (HIGM1, HIGM3, and NEMO)
CD154, a member of the tumor necrosis factor (TNF) fam-
ily, is a type II transmembrane protein. It is predominantly 
expressed on mature, activated CD4 T cells. Expression peaks 
at 6 to 8 hours post-activation and falls to resting levels by 24 to 
48 hours. CD154 is also expressed on CD4 thymocytes, activated 
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CD8 T cells, NK cells, monocytes, basophils, mast cells, acti-
vated eosinophils, and activated platelets. Strongly stimulated 
neonatal T cells can also express CD154. CD40, a member of the 
TNF receptor superfamily, is constitutively expressed by pro-B, 
pre-B, and mature B cells, as well as on interdigitating cells, fol-
licular dendritic cells, thymic epithelial cells, monocytes, plate-
lets, and some carcinomas.

Engagement of B-cell CD40 with CD154 on an activated T 
cell that also expresses Fas ligand (FasL or CD95L) leads to the 
upregulation of Fas (CD95) on the B cell. NEMO is a part of 
the signaling pathway. If the B cell has concomitantly bound 
its cognate antigen and engaged the BCR-signaling pathway, 
it becomes resistant to Fas-mediated apoptosis and expresses 
CD80/CD86 on the cell surface. The activated B cell can then 
engage CD28 on the T-cell surface and trigger the T cell to 
secrete its cytokines. If the B cell fails to engage its BCR, the Fas 
pathway predominates and the B cell is eliminated. With proper 
activation of the CD40-CD154 pathway, exposure to interleu-
kin-2 (IL-2) and IL-10 induces production of IgM, IgG1, and 
IgA, and exposure to IL-4 induces production of IgG4 and IgE. 
This change in immunoglobulin isotype reflects both induction 
of switching and the enhanced survival and proliferation of the 
B cell. Absent CD154, B cells can express IgM, but have diffi-
culty switching and are likely to undergo apoptosis rather than 
proliferation in response to antigen.

Interactions between CD154+ T cells and CD40+ macro-
phages lead to enhanced production of IL-12, which then stim-
ulates T cells to release interferon-γ. Activation of this pathway 
appears necessary for the defense against P. jiroveci and other 
opportunistic organisms.

Treatment and Prognosis
IGRT has improved the quality of life in HIGM. Adequate 
immunoglobulin replacement promotes reduction of serum 
IgM levels, prevention of infections with encapsulated bacteria, 
resumption of growth, and the gradual resolution of spleno-
megaly and lymphoid hyperplasia. Autoimmune and lympho-
proliferative complications may respond to anti-CD20 therapy 
(e.g., rituximab).

Unfortunately, despite the improvement granted by IGRT, 
prognosis in patients with CD40-CD154 axis defects remains 
guarded. Deaths at a young age remain common, primarily 
the result of opportunistic infections, including pneumocys-
tis pneumonia, cholangitis, CMV, mycobacterial infections, 
and cirrhosis secondary to hepatitis. Prophylaxis with trim-
ethoprim-sulfamethoxazole can significantly reduce the risk 
of pneumocystis pneumonia and are indicated in those with 
CD40L and CD40 deficiency. Regular monitoring of gastroin-
testinal manifestations and management of neutropenia is man-
datory. Neutropenia should be treated with a trial of GM-CSF 
since some have responded to this therapy. Bone marrow trans-
plantation is a viable option for patients who fail to respond to 
supportive therapy.

SELECTIVE IMMUNOGLOBULIN A DEFICIENCY
Selective IgAD, selective IgG subclass deficiencies, CVID, and a 
syndrome of recurrent sinopulmonary infections (RESPIs) with 
normal serum immunoglobulin levels appear to share an overlap-
ping set of gene defects.22 Clinically, these disorders are marked 
by an increased susceptibility to upper and lower respiratory 
infections with encapsulated bacteria. IgAD and CVID feature 

similar B-cell differentiation arrests but differ in the extent of 
immunoglobulin deficits. The correlation between serum immu-
noglobulin levels and severity of infection is not absolute.23

Diagnosis
Approximately 1 in 600 individuals of European ancestry are 
unable to produce detectable quantities of IgA1 and IgA2, mak-
ing selective IgAD the most frequently recognized primary 
immunodeficiency in the Americas, Australia, and Europe. The 
diagnosis is dependent on the sensitivity of the laboratory mea-
surement. Nephelometry, for example, becomes unreliable for 
serum IgA levels of less than 7 mg/dL.

Uncomplicated patients with IgAD have normal serum levels 
of IgM, normal or elevated levels of IgG, and demonstrate nor-
mal cell-mediated immunity. A minority of patients may demon-
strate additional evidence of immune dysfunction, with inability 
to generate appropriate IgG2 anti-carbohydrate antibodies, frank 
IgG subclass deficiencies, or evidence of impairment of T-cell 
function. Individuals with IgA serum levels that fall more than 
two standard deviations below the mean serum level for their age 
are considered to have partial IgAD. These individuals are usu-
ally healthy but can suffer from recurrent infections.

Clinical Manifestations
The likelihood that an IgA-deficient individual who was identi-
fied serendipitously will require medical attention is difficult 
to assess because most studies in the literature reflect patients 
who were ascertained due to clinical symptoms. Among IgAD 
patients referred to immunology clinics, more than 85% present 
with recurrent infections, typically with encapsulated bacteria. 
Among affected children, symptoms may begin in the first year 
of life, although the physiologic lag in serum IgA may delay 
the diagnosis until after the age of 2. In some patients, respira-
tory infections disappear with maturity. In others, infections 
may persist throughout adult life. Rarely, IgAD patients may 
experience recurrent bronchitis, pneumonia, and even bron-
chiectasis. These more severely afflicted patients often exhibit 
concurrent IgG2 and IgG4 subclass deficiencies. Some symp-
tomatic patients have elevated IgE levels and manifest allergic 
or asthmatic components to respiratory dysfunction. The rise in 
IgE has been explained as compensatory to the absence of IgA. 
This appears to be a double-edged sword, because up to 20% of 
patients complain of allergic rhinitis, conjunctivitis, urticaria, 
and atopic eczema. Allergic reactions may be enhanced due to 
the lack of IgA-blocking antibodies in the serum, and unusu-
ally severe asthma has also been reported.

Among those less common IgA-deficient patients that are 
truly devoid of IgA, as many as three-fifths produce IgG or 
IgE anti-IgA antibodies.24 These uncommon patients are at an 
uncertain risk for adverse reactions following transfusion with 
blood products, plasma from normal donors, or from some 
preparations of human immunoglobulin, which, of course, con-
tain IgA. Patients with high anti-IgA levels (greater than 1:1000) 
typically have potent antibodies directed against all IgA. These 
patients are at risk for severe anaphylaxis. Patients with low 
anti-IgA antibody titers (less than 1:256) are often multiparous 
or multi-transfused patients. These patients rarely demonstrate 
severe anaphylaxis after infusion with plasma or blood prod-
ucts, but do present with hives and rashes.

IgAD patients often develop autoimmune diseases. Gas-
trointestinal disorders include pernicious anemia, inflamma-
tory bowel disease, intestinal disaccharidase deficiency, lactase 
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deficiency, pancreatic insufficiency, and celiac disease. The latter 
in particular can be difficult to diagnose without biopsy since 
serologic diagnosis often relies on detection of anti-tissue trans-
glutaminase, anti-endomysial or anti-gliadin IgA antibodies.25

Hepatobiliary disorders include chronic active hepatitis, cho-
lelithiasis, lupoid hepatitis, and primary biliary cirrhosis. Skin 
disorders include pyoderma gangrenosum, paronychia, and vit-
iligo. It is unclear whether this autoimmune diathesis is the end 
result of recurrent infections, the product of recurrent insult by 
antigens that would otherwise be cleared by IgA, or whether the 
underlying deficit that leads to IgAD also increases the risk of 
developing an autoimmune disorder. For example, autoimmune 
disorders such as insulin-dependent diabetes mellitus and celiac 
disease are associated with the same major histocompatibility 
complex (MHC) haplotypes (Chapter 5) as IgAD and CVID.

IgAD is associated with an increased risk for the develop-
ment of malignancies, including epithelial tumors (e.g., gastric 
and colonic adenocarcinoma) and lymphoproliferative disor-
ders (e.g., Hodgkin disease and acute lymphoblastic leukemia). 
Patients with chronic gastrointestinal infections may demon-
strate a nodular, small intestine lymphoid hyperplasia that can 
lead to intestinal obstruction. Active B lymphocyte prolifera-
tion in the germinal centers of the Peyer patches is seen. These 
“constipated” lymph nodes have been mistaken for lymphoma. 
In others, the simultaneous presence of IgAD and malignancy 
may simply reflect the high prevalence of IgAD in the Caucasian 
population.

Origin and Pathogenesis
IgAD, selective IgG subclass deficiencies, and CVID are diseases 
that are defined by a quantitative phenotype, a paucity of serum 
immunoglobulins of a given isotype in spite of the presence 
in the blood of B lymphocytes bearing the missing isotypes. 
By definition, the fundamental defect involves the failure of B 
lymphocytes bearing a given isotype to differentiate into plasma 
cells. These diseases appear to represent a common endpoint 
for multiple pathogenic processes. All three phenotypes may be 
acquired and many of the recognized precipitating causes, such 
as phenytoin, are the same (Table 33.3).

IgAD is associated with MHC haplotypes (6p21.3) that are 
more common in European populations than in the peoples of 
sub-Saharan Africa and East Asia. In the United States, the preva-
lence of IgAD among African Americans is one-twentieth of that 
observed among Americans of European descent and in Japan 
the incidence is approximately 1 in 18,500. IgAD has also been 
observed in family members of CVID patients with altered func-
tion of the transmembrane activator and CAML interactor (TACI, 
17p11.2), which is a receptor for B-cell activating factor (BAFF).

Treatment and Prognosis
Most individuals with IgAD suffer respiratory infections no 
more frequently than the average individual, and thus require 
no special treatment. All individuals with IgAD should be 
warned of the risk of serious transfusion reactions caused by 
antibodies to IgA. Wearing a medical alert bracelet is recom-
mended. Should transfusion be necessary, the ideal donors are 
other individuals with IgAD. Washed erythrocytes are safer 
than whole blood.

Patients with selective IgAD who suffer from clinically sig-
nificant, recurrent upper respiratory infections often respond to 
prophylactic antibiotics with potency against encapsulated bac-
teria. Treatment of allergy in those patients with a compensatory 

TABLE 33.3  Other Conditions Associated 
With Humoral Immunodeficiency

Genetic disorders
Monogenic diseases Ataxia-telangiectasia

Autosomal forms of SCID
Transcobalamin II deficiency and hypogam-

maglobulinemia
Wiskott-Aldrich syndrome
X-linked lymphoproliferative disorder (EBV 

associated)
X-linked SCID

Chromosomal anomalies Chromosome 18q- syndrome
Monosomy 22
Monosomy 7
Trisomy 8
Trisomy 21

Systemic disorders
Malignancy Chronic lymphocytic leukemia

Immunodeficiency with thymoma
T-cell lymphoma

Metabolic or physical 
loss

Immunodeficiency caused by hypercatabo-
lism of immunoglobulin

Immunodeficiency caused by excessive 
loss of immunoglobulins and lymphocytes

Environmental 
exposures
Drug-induced Antimalarial agents

Captopril
Carbamazepine
Glucocorticoids
Fenclofenac
Gold salts
Imatinib
Levetiracetam
Penicillamine
Phenytoin
Sulfasalazine
Zonisamide

Infectious diseases Congenital rubella
Congenital infection with CMV
Congenital infection with Toxoplasma gondii
Epstein-Barr virus
Human immunodeficiency virus

CMV, Cytomegalovirus; EBV, Epstein-Barr virus; SCID, severe combined immunodefi-
ciency.

increase in IgE is helpful. Patients who present with combined 
IgA and IgG subclass deficiencies and have a poor pneumococ-
cal antibody response may require IGRT.

COMMON VARIABLE IMMUNODEFICIENCY AND 
COMMON VARIABLE IMMUNODEFICIENCY-LIKE 
DISORDERS

Diagnosis
The diagnostic category of CVID includes a heterogeneous 
group of patients older than age 4 who exhibit deficient produc-
tion of more than one major antibody class and whose antibody 
response to vaccination is significantly depressed or absent. 
Patients tend to have normal numbers of clonally diverse B lym-
phocytes in their blood. These B cells can recognize antigens 
and respond with proliferation, but their ability to develop into 
memory B cells or mature plasma cells appears quantitatively 
impaired. In the presence of infection, abortive differentiation 
can lead to massive B-lymphocyte hyperplasia, splenomegaly, 
and intestinal lymphoid hyperplasia.
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With an estimated prevalence of 1 in 25,000, CVID is the most 
prevalent human primary immunodeficiency requiring medical 
attention.26 Men and women are equally affected. As with IgAD, 
the prevalence among African Americans is one-twentieth that 
of Americans of European descent. Some patients present dur-
ing childhood, but most are diagnosed after the third decade of 
life. The typical patient reports a normal pattern of recurrent 
otitis media as an infant and toddler that resolved in childhood. 
During adolescence, respiratory infections appear and steadily 
increase in frequency and duration. Recurrent pneumonia as a 
young or middle-aged adult is often the precipitating complaint 
that brings the patient to the attention of the clinical immunolo-
gist. Although CVID appears to be an acquired disorder, fam-
ily studies have clearly documented that susceptibility for the 
disease can be inherited and the manifestations of the disorder 
may change with time. Transitions within the spectrum of nor-
mal serum immunoglobulin concentrations to IgAD to IgAD 
with IgG subclass deficits to frank CVID have been documented 
in both sporadic and familial cases.2

CVID is a diagnostic category of primary immunodeficien-
cies that includes a number of immune disorders. Most CVID 
patients of Northern European descent exhibit a distinctive phe-
notype characterized by a broad deficiency of immunoglobulin 
isotypes in spite of the presence of normal numbers of surface 
immunoglobulin bearing B-cell precursors in the peripheral 
blood. Almost all of these patients are IgA deficient and, by defini-
tion, demonstrate total serum IgG levels of less than 500 mg/dL.   
Some IgG subclasses are more affected than others, with the 
sequential order of involvement being IgG4 > IgG2 > IgG1 > 
IgG3. Most patients are also deficient in IgM and IgE.

Uncomplicated patients demonstrate normal cell-mediated 
immunity, although a minority of patients may have evidence 
of T-cell dysfunction as well as other hematopoietic cell types. 
In some cases, B-cell numbers are reduced, although not to the 
extent exhibited by disorders of pre-BCR formation or BTK   
signaling.

IgAD and CVID have been associated with congenital infec-
tion with rubella virus, CMV, and T. gondii. The administration 
of certain drugs has also been linked to a depression in serum 
immunoglobulin levels (see Table 33.3). Several medications 
used to treat epilepsy have been associated with the develop-
ment of antibody deficiencies. For example, up to 20% of 
patients treated with phenytoin suffer a mild decrease in serum 
IgA levels, and a minority may progress to a CVID-like pheno-
type. Medications used for the treatment of rheumatoid arthri-
tis, inflammatory bowel disease, and chronic myelogenous 
leukemia can also decrease production of antibody. Persistence 
of antibody deficiency usually requires continued administra-
tion of the drug or continued infection with the virus or para-
site. However, recovery of immunoglobulin production may 
take months to years.

Clinical Manifestations
Although some CVID patients have reduced numbers of cir-
culating B cells, the majority have normal quantities of IgA, 
IgG, and IgM-bearing B-cell precursors in the blood. Defects 
in B-cell survival, number of circulating CD27+ memory B cells 
(including IgM+CD27+ B cells), B-cell activation after antigen 
receptor cross-linking, T-cell signaling, and cytokine expression 
have been observed. Both increases and decreases in the relative 
numbers of CD4 to CD8 T cells are common, and cutaneous 
anergy is a frequent finding.

The clinical manifestations of CVID are similar but more 
severe than the ones seen in IgAD. Respiratory symptoms often 
begin with recurrent sinusitis, otitis media, and mild bronchitis. 
The frequency and severity of the upper respiratory infections 
worsen in the young adult and lower respiratory infections such 
as pneumonia become common. Apparently asymptomatic, 
untreated patients may suffer recurrent subclinical pulmonary 
infections that can lead to irreversible chronic lung damage 
with bronchiectasis, unilateral hyperlucent lung, emphysema, 
and cor pulmonale. Recurrent cellulitis, boils, folliculitis, impe-
tigo, or erythroderma can be presenting complaints.27

Intermittent or chronic diarrhea due to G. lamblia is a com-
mon complaint. Patients can develop a malabsorption syn-
drome that resembles celiac sprue but is unresponsive to gluten 
avoidance (Fig. 33.4). Untreated patients often complain of an 
asymmetrical, oligoarticular arthralgia or frank arthritis, which 
in some cases reflect infections with encapsulated organisms or 
with Mycoplasma species and thus require antibiotic therapy. 
Paradoxically, antigen-specific IgE can be produced in sufficient 
quantities to enable anaphylactic reactions.

CVID patients are often anergic, but only a minority suffer 
infections characteristic of cell-mediated immune dysfunc-
tion (e.g., mycobacteria, P. jiroveci, or fungi). CD8 T-cell num-
bers may be depressed in such patients. Most viral infections 
are cleared normally. Exceptions include enteroviral infec-
tions, including meningoencephalitis, as well as hepatitis B 
and C, which can progress to chronic active hepatitis. Lack of 
humoral immunity enhances susceptibility to viral reactivation. 
Untreated patients often complain of recurrent herpes zoster 
(shingles).

Autoimmune diseases are common in CVID. Coombs-
positive hemolytic anemia with idiopathic thrombocytope-
nic purpura, a combination known as Evans syndrome, may   
predate diagnosis.

Non-caseating granulomas in the lung, lymph nodes, skin, 
bone marrow, and liver reminiscent or indistinguishable from 
sarcoid-like syndrome are seen in up to one-fifth of all patients 
and are more common in African Americans. While the gran-
ulomas can result from mycobacterial or fungal infections, 
in most cases the cause remains unclear and the granulomas 
resolve spontaneously.

There is an increased risk for the development of gastrointes-
tinal (1.5%) and lymphoid malignancies (4.1%), especially non-
Hodgkin lymphomas.28 A confounding factor is a propensity to 
develop benign lymphoproliferative disorders. Lymphadenopa-
thy, splenomegaly, or both are common in untreated patients.

Origin and Pathogenesis
The typical presenting manifestation of CVID is hypogamma-
globulinemia, not agammaglobulinemia, suggesting a partial or 
varying block in B-cell maturation. Careful analysis of B cells 
in patients has also revealed a spectrum of immune deficiency 
ranging from the nearly complete absence of memory B cells to 
a less severe disorder. All of these findings serve to underline the 
complex etiology for the disorder, and many details remain to be 
elucidated. The MHC represents the most common genetic sus-
ceptibility locus for CVID.22 Due to linkage disequilibrium, the 
gene, or genes, within this locus that create susceptibility have 
yet to be identified with certainty. However, a co-association   
between MHC class I and KIR alleles has been reported.29

Although they represent only a minority of patients, non-
MHC associated single-gene defects have been identified. 
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Included are loss-of-function mutations of genes involved in 
late-stage B-cell:T-cell communication, late-stage B-cell growth 
factors, and B-cell and T-cell signaling and activation pathways 
(see Table 33.1). Among these are genes for ICOS (CVID1), 
an immune costimulatory molecule used by T cells to acti-
vate B cells in germinal centers; BAFFR (CVID4) and TACI 
(CVID2), the receptors for B-cell activating factor (BAFF-R 
also known as CVID4), CD19 (CVID3), CD21 (CVID7) and 
CD81 (CVID6), components of the B-cell costimulatory recep-
tor; CD20 (CVID5), an important marker of B-cell differentia-
tion; and LRBA(CVID8), CTLA-4, PKCδ (CVID9), TWEAK, 
PIK3CD, PIK3R1, NF-κB2 (CVID10), IL-21 (CVID11), NF-κB1 
(CVID12), IKAROS (CVID11), IRF2BP2 (CVID14), BLK, 
PTEN, TRNT1, ATP6AP1, ARHGEF1, SH3KBP1, SEC61A1, 
RAC2, MOGS (mannosyl-oligosaccharide glucosidase), and 
KMT2D which are involved in B-cell and T-cell signaling path-
ways.30 TLR7 and TLR9 activation can be deficient in these 
patients, although the genes are intact.31

The Major Histocompatibility Complex
A large array of genes that play important roles in the control of 
the immune response are located in the MHC on chromosome 
6 (Chapter 5). Many IgAD and CVID patients share parts or 
all of one of two extended MHC haplotypes marked by either 
HLA-DQ2, -DR17(3), -B8 and HLA-DQ2, -DR7,-B44. One in 

seven individuals homozygous for HLA-DQ2, -DR17 (3), -B8 
demonstrate IgAD. These MHC alleles are also observed in 
patients with diabetes mellitus, pernicious anemia, celiac dis-
ease, autoimmune thyroid disease, and myasthenia gravis. Some 
individuals with TACI mutations inherited MHC haplotypes 
associated with the disease, and the combination of specific 
MHC and KIR alleles further increases susceptibility.29 This sug-
gests that epistatic interactions between different susceptibility 
alleles may influence development of the disorder.

The CD19 (CVID3), CD81 (CVID6), CD21 (CVID7) B-Cell 
Co-Receptor Complex
CD21 (complement component C3d/Epstein Barr virus recep-
tor 2) binds to membrane IgM-bound antigen when comple-
ment C3d is also attached to that antigen (Chapter 40). In 
association with CD81 and CD19, this co-receptor complex 
enhances the antigen-binding signal, promoting B-cell activa-
tion. Patients with mutations in CD19, CD21, and CD81 have 
been reported.32

The BAFF, BAFFR (CVID4), and TACI (CVID2) axis
The TNF family members B-cell activating factor of the TNF 
family (BAFF) and a proliferation-inducing ligand (APRIL) bind 
to two receptors, B-cell maturation antigen (BCMA) and trans-
membrane activator and calcium-modulator and cyclophilin 

FIG. 33.4 Hypogammaglobulinemic Sprue in a 41-Year-Old White Male With Common Variable Immunodeficiency and Insulin-
Dependent Diabetes Mellitus. The patient suffered from intractable diarrhea. Shown is a hematoxylin and eosin stain of a duodenal 
biopsy obtained by endoscopy. The villi are blunted and there is a marked increase in intraepithelial lymphocytes. However, unlike 
typical celiac disease, the villi are not completely blunted and few plasma cells are seen. The patient is homozygous for the HLA-DQ2, 
-DR17 (3), -B8 haplotype. Although the patient failed to respond to a gluten-free diet, the diarrhea resolved with corticosteroid therapy.



432 PART IV Immune Deficiency and Immune Regulatory Disorders

ligand interactor (TACI). BCMA is expressed exclusively on 
B cells, whereas TACI is expressed on activated T cells as well. 
A third receptor unique for BAFF, BAFF-R, is expressed on B 
cells and on resting T cells. The BAFF/APRIL system plays a 
key role in mature B-cell homeostasis and development. BAFF 
and APRIL can also induce class switching in naive human B 
cells. Loss-of-function (autosomal recessive) or altered-function 
(autosomal dominant) TACI alleles have been reported in up 
to 10% of CVID patients.33 However, two polymorphic TACI 
alleles in CVID, A181E, and C104R, are also present in approxi-
mately 2% of the normal population. Family members may have 
IgAD or may have no evidence of immune dysfunction, suggest-
ing reduced penetrance. CVID patients with these altered alleles 
have a higher prevalence of complications from CVID, includ-
ing lymphoproliferation, splenomegaly, and autoimmune phe-
nomena.34 BAFF-R deficiency has also been detected in CVID.32

CD20 (CVID5)
CD20 encodes a B-cell membrane-spanning molecule important 
in B-cell proliferation and differentiation. One female consan-
guineous patient with CD20 deficiency has been reported with 
a low IgG and normal IgA and IgM levels, and with impaired 
antibody responses to pneumococcal polysaccharides.32

ICOS (CVID1)
ICOS is a T-cell surface receptor that is important for germinal 
center formation, terminal B-cell differentiation, effector T-cell 
responses, and immune tolerance. ICOS-deficient patients have 
low to absent B cells and some have varying degree of defective 
T-cell signaling. They present with recurrent respiratory tract 
infections and autoimmune complications.32,35

LRBA (CVID8) and CTLA-4 axis
Lipopolysaccharide-responsive beige-like anchor protein 
(LRBA) is a cytosolic protein that functions in vesicle traffick-
ing, autophagy, and cell survival. CTLA-4 is an inhibitory T-cell 
receptor that competes with the costimulatory protein CD28 
for binding CD80/86, thereby preventing excessive T-cell acti-
vation and maintaining immune tolerance. LRBA plays a role in 
CTLA-4 surface expression.

LRBA-deficient patients display early-onset hypogammaglob-
ulinemia with autoimmunity and inflammatory bowel disease. 
They show reduced levels of at least two immunoglobulin isotypes 
(IgM, IgG, or IgA) and suffer from recurrent infections, autoim-
munity, and chronic pulmonary and gastrointestinal disorders.

Patients with haploinsufficiency of CTLA-4 demonstrate 
autoimmunity, recurrent infections, benign lymphoprolifera-
tion, and varying levels of immunoglobulins, B-cell, and T-cell 
defects.32

Interleukin-21
Interleukin-21 (IL-21) deficiency was found in a consanguineous 
family where three of eight children had inflammatory bowel dis-
ease. Hypogammaglobinemia, poor specific antibody responses 
to polysaccharide antigens, increased IgE, and decreased mem-
ory and switched B-cell numbers were observed.36

PKCδ Deficiency
PKCδ plays a key role in BCR-mediated signaling downstream 
of BTK and is important in B-cell proliferation, apoptosis, and 
tolerance. PKCδ deficiency presents with a variable phenotype 
with one affected patient having CVID-like characteristics 

(hypogammaglobulinemia and severe infections) whereas the 
others had lupus or ALPS-like disease.32

TWEAK Deficiency
A patient with an autosomal dominant mutation in TNF super-
family member 12 (TNFSF12), which encodes TNF-like weak 
inducer of apoptosis (TWEAK), displayed low to normal IgG, 
low IgM, and low IgA. There was a history of pneumococcal 
meningitis, osteomyelitis, thrombocytopenia, and neutropenia.32

NF-κB1 (CVID12) and NF-κB2 (CVID10) Deficiency
The NF-κB1 and NF-κB2 (non-canonical) pathways are impor-
tant in B-cell signaling, with NF-κB2 having a more limited set 
of involved receptors (e.g., ICOS, TACI, BAFR-R, and BCMA), 
whereas NF-κB1 affects T-cell and TLR signaling as well.

Heterozygous mutations in NFK-B2 have been identified 
in patients who presented with early-onset panhypogamma-
globulinemia, autoimmunity, and RESPI. These patients display 
aberrant B-cell subsets, some degree of T-cell and NK-cell dys-
function, and pituitary hormone deficiencies.

Patients with NK-κB1 autosomal dominant mutations that 
create unstable protein have recurrent infections, autoimmu-
nity, benign lymphoproliferative disease, and lymphoma.32

PI3K Mutations
Heterozygous mutations in PIK3CD, which encodes the PI3K 
catalytic subunit p110δ, have been reported in patients with 
respiratory tract infections, skin infections, autoimmunity, 
and lymphoma. The mutation leads to overactive PI3K signal-
ing. The phenotype associated with dominant gain-of function 
PIK3CD mutations is known as activated phosphatidylinositol 
3-kinase δ syndrome (APDS).

PIK3R1 encodes the P13K regulatory subunit p85α. A domi-
nant gain-of-function mutation of p85a also results in auto-
somal dominant overactive PI3K signaling. A patient with a 
complete loss of p85a expression has presented absence of B 
cells and agammaglobulinemia.

BLK, IRF2BP2 (CVID13), and IKAROS (CVID14)
A heterozygous loss-of function mutation in BLK has been noted 
in related patients with CVID. These patients have respiratory 
tract infections and bacterial skin infection with pan hypogam-
maglobulinemia. A gain of function mutation in IRF2BP2 has 
been found in members of a family with CVID. These patients 
have autoimmune disease and respiratory tract infections.   
Heterozygous mutations in IKZF1, which encodes the tran-
scription factor IKAROS, has been observed in patients with a 
progressive loss of B cells and serum immunoglobulins.32

Other Genes
Among autosomal dominant conditions, PTEN deficiency 
has been reported in one young boy with hypogammaglobu-
linemia and defective specific antibody responses. Mutations in 
SEC61A1 have been reported in hypogammaglobinemia with 
RESPI. Defects in Ras-related C3 botulinum toxin substrate 2 
(RAC2) genes are associated with reduced antibody levels and 
decreased antibody responses and recurrent respiratory infec-
tions with normal or low B-cell numbers. PLCγ2-associated 
antibody deficiency and immune dysregulation (PLAID) results 
from gain-of-function mutations and presents with cold urti-
caria, hypogammaglobulinemia, impaired humoral immunity, 
and autoinflammation.
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Among autosomal recessive conditions, TRNT1 deficiency 
has been reported as the cause of B-cell deficiency with hypo-
gammaglobinemia, as well as deafness and developmental delay. 
ARHGEF1 mutations have been associated with hypogamma-
globinemia, recurrent infections, and bronchiectasis. Muta-
tions in MOGS lead to mannosyl-oligosaccharide glucosidase 
deficiency, also known as congenital disorder of glycosylation 
type IIb (CDG-IIb), with panhypogammaglobulinemia, subpar 
specific antibody responses, and increased susceptibility to bac-
terial and viral infections.

Among X-linked conditions, mutations in ATP6AP1
and SH3KBP1 have been associated with immunoglobulin   
deficiency.

Kabuki syndrome
Patients with Kabuki syndrome (KS) present with a character-
istic face, short stature, cardiac anomalies, a variable degree of 
intellectual disability, recurrent infections, reduced immuno-
globulin levels, and autoimmunity. Mutations in KMT2D and 
KDM6A have been identified as the main cause.

Treatment and Prognosis
Therapy in CVID begins with the aggressive treatment of 
ongoing infections and the institution of prophylactic mea-
sures to prevent or ameliorate future infections. Patients suf-
fering from moderate upper respiratory tract infections and 
bronchitis typically benefit from empiric therapy with agents 
effective against encapsulated organisms. The concomitant 
inheritance of mannose-binding lectin protein deficiency 
further predisposes to the development of bronchopulmo-
nary complications such as bronchiectasis, lung fibrosis, and 
respiratory insufficiency,3 as well as urinary tract infections.   
Prolonged and intravenous administration of antibiotics may 
be required.

The most effective therapy for hypogammaglobulinemic 
patients is immunoglobulin replacement. A number of studies 
have demonstrated a steadily decreasing incidence of infection 
and improvement in lung function with increasing doses of 
immunoglobulin administration.37 Each patient may demon-
strate his or her own individual response to therapy, exhibiting 
dramatic differences in the frequency and severity of infections 
with moderate changes in the replacement dose. Ultimately, 
replacement dosage must be individualized based upon the 
response of the patient. Patients suffering from a serious acute 
infection often benefit from one-time booster doses of immu-
noglobulin. Adverse reactions occur most frequently at the time 
of the first administration of immunoglobulin, likely because of 
concurrent infection increasing the potential for generation of 
immune complexes.

Some patients with CVID can sustain severe anaphylaxis 
when given IVIG or other blood products that contain serum 
or plasma. These patients may possess anti-IgA antibodies, 
including IgE anti-IgA antibodies.7 For patients with a history of 
severe adverse reactions, it is advisable to try lots of IVIG with 
the lowest IgA possible and to test the patient with the different 
lots in an intensive care unit. Once having identified a lot that 
can be tolerated, the patient may receive therapy under more 
relaxed conditions.

Serum immunoglobulin concentrations in patients with 
CVID may change over time,2 with rare patients regaining nor-
mal serum IgG levels and no longer requiring immunoglobulin 
therapy. Careful review of the clinical history of these patients 

may reveal evidence of exposure to pharmacologic agents asso-
ciated with the development of hypogammaglobulinemia (e.g., 
phenytoin). However, the overwhelming majority of patients 
require replacement therapy for life.

Although IgG may be replaced, at present IgM and IgA can-
not be provided to the patient. The absence of these multimeric 
proteins may help explain why even patients on high-dose 
replacement therapy may continue to suffer from recurrent 
sinusitis or gastrointestinal discomfort.38 Recurrent sinusitis 
can be ameliorated with continued prophylactic therapy with 
antibiotics. Patients with CVID also are at risk from G. lamblia, 
as well as other enteric pathogens. Some patients develop lactose 
intolerance or gluten-sensitive enteropathy. Gluten avoidance 
ameliorates symptoms in only a minority of cases. A major-
ity responds to corticosteroids or anti-TNF agents. The use of 
these agents can be a double-edged sword, since resistance to 
infection will decrease in a patient who is already immune defi-
cient. Other patients develop a malabsorption syndrome that 
can lead to hypoalbuminemia and hypocalcemia (due to mal-
absorption of vitamin D), and decreased levels of vitamin A 
and carotene.39 The cause of diarrhea and malabsorption in this 
latter patient subset remains unclear, and treatment is limited 
to supportive measures, with vitamin and mineral replacement 
as indicated.

Patients with bronchiectasis should be treated aggressively 
with replacement therapy. In severe cases, aggressive pulmo-
nary toilet will benefit the patient, including bronchodila-
tor therapy, position and postural drainage, or other physical 
therapies.

IgA-deficient mothers may fail to secrete IgA in their colos-
trum. Although colostral IgM levels may be elevated in an 
attempt to compensate for the lack of maternal IgA, the new-
born remains relatively unprotected against intestinal patho-
gens. Of greater concern are the children of mothers with 
untreated CVID who are born in a state of humoral immu-
nodeficiency and thus are at risk for life-threatening sinopul-
monary infection. In order to compensate for the loss of IgG 
across the placenta and to provide the infant with the passive 
immunity it will require, the dose of replacement gammaglob-
ulin therapy should be increased by 50% by the third trimester 
of pregnancy.

Splenomegaly is common in untreated patients. Hyper-
splenism in most patients responds to aggressive therapy with 
antibiotics and intravenous immunoglobulin. The presump-
tion is that the hypersplenism is secondary to reactive hyper-
plasia of lymphoid follicles within the spleen attempting to 
respond to infection. Development of esophageal varices or 
other hematologic manifestations of hypersplenism (refractory 
thrombocytopenia, anemia, neutropenia, and lymphopenia) 
may require splenectomy as the therapy of last resort. The out-
come for most such patients has been good, with resolution of 
symptoms, although patients with altered TACI alleles tend to 
do less well.

The development of constellation of pulmonary abnormali-
ties that include granulomatous and lymphoproliferative (lym-
phocytic interstitial pneumonia [LIP], follicular bronchiolitis, 
and lymphoid hyperplasia) histopathologic patterns, termed 
granulomatous-lymphocytic interstitial lung disease (GLILD), 
can be an ominous sign. These patients appear more likely to 
develop granulomatous liver disease, autoimmune hemolytic 
anemia, lymphoproliferative disease, and progressive pulmo-
nary disease.40
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SELECTIVE IMMUNOGLOBULIN G SUBCLASS 
DEFICIENCIES

Diagnosis
Most individuals with modest reductions in serum IgG subclass 
levels are functionally normal. Indeed, individuals with dele-
tions of the heavy chain immunoglobulin gene locus, some of 
whom completely lack IgG1, IgG2, IgG4, and IgA,41 have been 
reported to be asymptomatic. The diagnosis of a functional IgG 
subclass deficiency can only be made with confidence when 
there is both a significant decrease in the serum concentration 
of a specific isotype and clear evidence of reduced specific anti-
body production (e.g., failure to respond to Pneumovax [R] 23).

Up to 10% of normal males and 1% of normal females are 
IgG4 deficient, which makes a diagnosis of isolated IgG4 sub-
class deficiency problematic. Among patients with IgG1 or IgG3 
deficiency, documentation of the ability to produce protective 
titers of anti-tetanus toxin and anti-diphtheria toxin antibod-
ies following standard tetanus toxoid and diphtheria immuni-
zations is a strong indication that replacement gammaglobulin 
therapy is likely unwarranted, especially if pulmonary func-
tion is normal and there is no history of recurrent infection. 
Documentation of a strong anti-pneumococcal polysaccharide 
response in patients with an apparent IgG2 deficiency would 
suggest gammaglobulin replacement is likely not required. 
Conversely, the lack of a response to vaccination calls for appro-
priate prophylactic antibiotic therapy before a trial of IVIG is 
attempted.

Clinical Manifestations
The clinical spectrum of isolated IgG subclass deficiency is quite 
variable and deficiencies of each of the four IgG subclasses have 
been described.42 Some individuals present with only a mild 
reduction of total IgG, but most symptomatic patients have 
marked deficiencies of one or more IgG subclasses despite nor-
mal total IgG concentrations. Since IgG1 makes up the majority 
of serum IgG in most patients, a deficiency of IgG tends to cor-
relate with depressed serum levels of total IgG.

IgG subclass levels are rarely measured in asymptomatic 
individuals. Most patients with isolated IgG2 deficiency present 

with recurrent upper or lower respiratory infections. Individu-
als may have few residual symptoms between infections, but 
some have severe chronic inflammation with refractory sinus-
itis, pulmonary fibrosis, or bronchiectasis. Because protective 
antibodies directed against carbohydrate antigens are usually of 
the IgG2 subclass, many affected patients exhibit an impairment 
of their ability to mount specific protective responses to encap-
sulated pathogens. However, normal responses have also been 
described.43 There is general agreement that recurrent sinopul-
monary infections (RESPI), IgG2 deficiency, and a response to 
less than half of the polysaccharide antigens in an unconjugated 
vaccine meets the standard for functional immune deficiency 
and thus warrants aggressive prophylactic therapy up to and 
including immunoglobulin replacement.

IgG3 deficiency may occur alone or in association with IgG1 
deficiency. Recurrent infection of the respiratory tract with 
chronic lung disease has been reported. With a serum half-life 
of only 2 weeks, IgG3 levels may be consumed rapidly during 
the course of an active infection in an otherwise normal indi-
vidual.44 Before making the diagnosis of IgG3 deficiency, serum 
levels of IgG3 should be re-checked when the individual is 
asymptomatic.

When compared with the serum, IgG4 is over-represented 
in secretions, and IgG4-committed B cells are present at muco-
sal sites, suggesting a role in mucosal immunity. Since IgG4 is 
normally present in the serum in very low concentrations, the 
significance of a low serum level in a patient with recurrent 
infection remains unclear.

Origin and Pathogenesis
The origin of IgG subclass deficiency is unknown. Homozy-
gous deletions of portions of the immunoglobulin heavy chain 
constant locus associated with total absence of IgG2, IgG3, and 
IgG4 or combinations of these isotypes have been described in 
healthy individuals. IgG2 deficiency is often found in association 
with selective IgAD with or without IgG4 deficiency. Patients 
with selective IgG subclass deficiencies often inherit the same 
MHC haplotypes seen in IgAD and CVID. Thus, IgG-subclass–
deficient patients with recurrent infections likely have a more 
complex defect than just the absence one or more IgG isotype. 
In some instances, subclass deficiency is associated with a T-cell 
defect, as in chronic mucocutaneous candidiasis and ataxia-
telangiectasia. IgG subclass deficiency may also be acquired. 
Acute infections, medications, chemotherapy, irradiation, sur-
gery, and HIV infection have all been temporally linked to the 
development of a deficiency in one or more IgG subclass.45

Treatment and Prognosis
The natural history of IgG subclass deficiency (±IgAD), espe-
cially in children, varies.46 Associated allergic rhinosinusitis and 
asthma must be aggressively treated with conventional therapy, 
as these conditions increase the risk of purulent sinusitis and 
pneumonia. Evaluation of possible anatomic obstruction should 
be performed when persistent infection of a sinus or pulmonary 
segment is the presenting complaint; the role of surgical therapy 
should not be overlooked.

Many patients with IgG subclass deficiency do well on pro-
phylactic antibiotics and will never need immunoglobulin 
supplementation. However, in patients with severe, recurrent 
infections, IGRT can be beneficial. Patients who begin therapy 
should improve within the first 2 months, but to avoid the pla-
cebo effect, a full 6-month trial is recommended.

THERAPEUTIC PRINCIPLES
• The primary goal of treatment is to keep the patient infection free and 

maintain lung function.
• In patients whose respiratory mucosa is intact, intravenous or subcu-

taneous replacement IgG therapy is generally effective in protecting 
them from pulmonary infections.

• For those patients who have developed bronchiectasis or who continue 
to subject themselves to environmental toxins (e.g., smoking), replace-
ment IgG will ameliorate but may not prevent all such infections.

• Because mucosal immunoglobulin cannot be replaced, even patients 
on adequate IgG replacement therapy remain at risk for sinus or gas-
trointestinal infections.

• Prophylactic antibiotics that are effective against encapsulated organ-
isms can significantly reduce the frequency of upper respiratory tract 
infections in patients who continue to suffer despite replacement 
therapy with intravenous gammaglobulin.

• Prolonged diarrhea in hypogammaglobulinemic patients may be 
caused by Giardia lamblia and responds well to metronidazole therapy.

• Patients with primary antibody deficiencies should not receive live 
vaccines. 
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ANTIBODY DEFICIENCY WITH NORMAL 
SERUM IMMUNOGLOBULIN LEVELS
Occasional patients may present with normal serum immuno-
globulin concentrations and a selective inability to respond to 
infections with pyogenic organisms. Diagnosis requires docu-
mentation of an inability to respond to antigenic challenge. 
These patients may respond to replacement immunoglobulin 
therapy if prophylactic antibiotics fail and aggressive manage-
ment of other conditions such as asthma fail.47,48 The antibody 
response to specific polysaccharide antigens can be very selec-
tive. In humans, most protective anti-Haemophilus influenzae
type b (anti-Hib) antibodies utilize the rare Vκ A2 gene. The 
Navajo population in the Southwestern United States suffers 
a 5- to 10-fold increased incidence of Hib disease. This pop-
ulation also exhibits a high prevalence of an A2 allele with a 
defective recombination signal sequence, preventing use of 
germline-encoded antibodies that can generate protective 
antigen-binding sites.

Analysis of a group of well-characterized patients, mostly 
female, with a history of RESPI and normal serum immuno-
globulin levels revealed a high prevalence of the same MHC 
haplotypes observed in IgAD, selective IgG subclass deficits, 
and CVID.23 These patients tend to respond to aggressive anti-
biotic therapy, including prophylaxis.

SELECTIVE LIGHT CHAIN DEFICIENCY
Selective κ or λ light chain deficiencies have been reported.49–51

In one such case, the patient was the offspring of a consanguine-
ous (uncle-niece) union, and in the second, a molecular analy-
sis demonstrated different loss-of-function mutations in the 
patient’s Cκ alleles. The parents of these children had no health 
difficulties, but each of the patients required medical attention 
for RESPI and diarrhea. Two of the κ deficient patients exhibited 
IgAD and the remaining κ deficient and the λ deficient patients 
were panhypogammaglobulinemic.

TRANSIENT HYPOGAMMAGLOBULINEMIA 
OF INFANCY

Diagnosis
As infants make the transition from dependence on mater-
nal immunoglobulin to reliance on endogenously produced 
antibodies, they suffer a physiologic nadir of serum immuno-
globulin at 4 to 6 months of age, a period associated with sus-
ceptibility to mild upper respiratory infections and otitis media 
(see Fig. 33.2). Children who (a) exhibit serum concentrations 
of one or more of the three major immunoglobulin classes that 
fall below the 95% confidence interval for age on two or more 
occasions during infancy, (b) demonstrate a rise in these values 
to or toward normal over time, and (c) lack features consistent 
with other forms of primary immunodeficiency fall within the 
catch-all diagnosis of THI.52,53 By definition, the diagnosis of 
THI can be made with certainty only in retrospect.

Clinical Manifestations
Immunoglobulin concentrations are rarely measured in infants 
unless there is some reason to suspect an immunodeficiency. 
Most patients with this diagnosis come to medical attention due 
either to recurrent infections or to routine screening studies of 

family members of immunodeficient patients. Bearing in mind 
that 2.5% of normal infants will fall below the 95% confidence 
range at any one time, the diagnosis of THI is remarkably rare. 
Among two major centers, one in the United States and one in 
Germany, the diagnosis was given to only 16 of 18,000 children 
in whom the index of suspicion warranted immunoglobulin 
determinations.54,55

Patients with THI are typically able to synthesize specific 
antibodies in response to immunization with T-dependent 
antigens (e.g., tetanus and diphtheria toxoids).56 They may have 
difficulty responding to polysaccharide antigens (e.g., isohem-
agglutinins and vaccination with Pneumovax 23). Some will fail 
to sustain protective antibody responses to antigens. Most THI 
patients, especially those with mild upper respiratory infec-
tions alone or positive family histories, exhibit fewer infections 
over time. By 2 years of age, serum immunoglobulin levels fre-
quently normalize in the great majority of THI infants. How-
ever, a minority fails to normalize IgG, continues to suffer with 
recurrent infections, and may develop evidence of autoimmune 
disease. These patients often become part of the hypogamma-
globulinemia syndrome complex that includes CVID. They may 
end up requiring long-term IGRT, prophylactic antibiotics, or 
both.

Treatment and Prognosis
Children with suspected THI should be monitored with serial 
determination of serum immunoglobulins and isohemagglu-
tinin titers in order to confirm acquisition of normal immune 
function. Development of normal IgG levels may be delayed for 
several years, and some children will remain IgG subclass or 
IgA deficient. Treatment of THI with IGRT is warranted should 
the child persistently suffer with recurrent, invasive infections, 
including pneumonia.

• Elucidation of the molecular basis of selective defects in humoral   
responses to pathogens, in part through the use of high-throughput 
sequencing to characterize the precise molecular composition of anti-
body responses in immune deficiencies.

• Further elucidation of the molecular basis of common variable   
immune deficiency, hypogammaglobulinemia, and IgA deficiency.

• New approaches to treatment such as hematopoietic stem cell trans-
plantation and gene therapy. 

ON THE HORIZON

FRONTIERS IN RESEARCH
Bruton reported the first case of agammaglobulinemia in 1952, 
as well as the first successful therapy for this classic primary 
antibody deficiency. Since that time, there has been remarkable 
progress in the identification of single-gene disorders. However, 
for the majority of patients the underlying pathogenesis of the 
most common manifestation of primary antibody deficiency, 
hypogammaglobulinemia in the adult, still remains unclear. It 
seems increasingly likely that this disorder is multifactorial in 
nature, dependent on the inheritance of one or more suscepti-
bility loci in association with either environmental influences or 
random chance. In rare cases, patients with hypogammaglobu-
linemia have shown resolution of their symptoms, suggesting 
that a better understanding of pathogenesis might yield thera-
pies of remission. The molecular basis of selective deficiencies 



436 PART IV Immune Deficiency and Immune Regulatory Disorders

in the response to pathogens in the presence of normal serum 
immunoglobulin levels also remains unclear. The availability of 
whole exome and whole genome sequencing has helped identify 
the genetic cause of an increasing number of presumed CVID 
patients. More gene regulatory and signal transduction path-
ways will likely be defined in the next decade.
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Adaptive immune responses consist of specific recognition of 
antigens, effector mechanisms if immunity, and development of 
immunological memory. T lymphocytes play an essential role in 
this process. By expressing either β or γ heterodimeric T-cell re-
ceptors (TCRs) on the cell surface, they are able to recognize an-
tigenic epitopes. Moreover, while CD8 T cells are endowed with 
cytotoxic effector mechanisms that may contribute to killing of 
virus-infected cells, CD4 T lymphocytes participate in immune-
mediated responses by providing soluble and membrane-bound 
signals that permit activation and differentiation of B lympho-
cytes, dendritic cells, and macrophages. CD4− CD8− T cells ex-
pressing TCR β or γ on their cell surface contribute to immune 
responses against mycobacteria and other pathogens. Finally, in 
the course of an immune response, a subset of antigen-specific 
T cells differentiates into memory cells that patrol the body, 
thereby triggering prompt and robust responses during subse-
quent encounters with the same antigen.

In this chapter, we review primary T-cell immunodeficien-
cies, a large group of genetically determined disorders charac-
terized by abnormalities of T-cell development and/or function.

with SCID have impaired humoral immunity even if the gene 
defect does not directly affect the B-cell  compartment.

The natural history of SCID is characterized by early-onset, 
life-threatening infections that may be sustained by a variety of 
pathogens (bacterial, viral, fungal), and even by opportunistic 
microorganisms. Interstitial pneumonia due to Pneumocystis 
jiroveci, cytomegalovirus (CMV), or other viruses (adenovi-
rus, parainfluenzae virus, respiratory syncytial virus) in the first 
months of life, chronic diarrhea, and failure to thrive are  common 
clinical features of infants with SCID. Because of the inability to 
control replication of live microorganisms,  administration of live-
attenuated vaccines often leads to severe, life-threatening compli-
cations in infants with SCID. Breastfeeding from a CMV positive 
mother may cause  transmission of the virus and severe disease; 
therefore, screening of the mother’s CMV seropositivity status is 
important, and if positive should prompt avoiding breastfeeding 
if possible. Transfusion of SCID babies with unirradiated blood 
products often leads to fatal graft-versus-host disease.

Engraftment of maternal T cells that cross the placenta occurs 
in more than 50% of infants with SCID.2,3 Most often asymptom-
atic, it may cause skin rash or, less frequently, typical graft-versus-
host disease with generalized rash, liver disease, profuse diarrhea, 
jaundice, and severe hematological abnormalities (thrombocyto-
penia, anemia, leukopenia) that are indicative of marrow damage.

SCID is inevitably fatal unless treated by allogeneic hemato-
poietic stem cell transplantation (HSCT) or, in selected cases, by 
gene therapy or enzyme replacement therapy (ERT).2

From a laboratory standpoint, severe lymphopenia and, in par-
ticular profound T-cell lymphopenia, are typical findings. Further-
more, in vitro proliferative responses to mitogens and antigens are 
severely reduced or absent. Immunoglobulin serum levels are of-
ten low, but serum IgG may be normal early in life, reflecting trans-
placental passage of maternal IgG. However, antibody response to 
vaccine antigens is severely impaired. Flow-cytometric analysis of 
the expression of surface markers specific for T, B, and NK cells 
permits one to define the immunological phenotype of SCID and 
may provide information regarding the underlying gene defect. 
Although most patients with SCID manifest profound T-cell lym-
phopenia, the number of circulating T cells may be less affected and 
may even be normal in patients with atypical forms of SCID (as-
sociated with residual capacity to produce T lymphocytes) or with 
maternal T-cell engraftment. In both cases, however, the propor-
tion of circulating naïve (CD45RA+ CCR7+ or CD45RA+ CD62L+)  
T cells is severely reduced.

A major advance in the diagnostic approach to SCID has been 
the introduction of newborn screening, based on the quantifica-
tion of T-cell receptor excision circles (TRECs) in dried blood 
spots collected at birth. DNA rearrangements that occur at the 
TCR loci during T-cell development result in the generation of 

• A large group of disorders caused by genetic defects that affect
 development, maturation, and/or function of T lymphocytes

• Depending on the severity of the numerical and functional defect,
T-cell immunodeficiencies can be distinguished in two categories:
severe combined immune deficiency (SCID) and combined immune
deficiency (CID)

• In most cases, the defect is intrinsic to the hematopoietic lineage;
however, some forms of T-cell immunodeficiency may be due to
 abnormalities of thymus development and function

• The age of clinical onset may vary from infancy to adulthood,
 depending on the severity of the defect

KEY CONCEPTS
T-Cell Immunodeficiencies

SEVERE COMBINED IMMUNE DEFICIENCY—
GENERAL CONSIDERATIONS
Severe combined immune deficiency (SCID) comprises a hetero-
geneous group of genetic disorders characterized by profound 
impairment of T-cell development and/or function (Fig. 34.1).1,2 
In some forms of SCID, the number and/or function of B and/
or natural killer (NK) cells are also affected by the underlying 
gene defect, so that SCID may manifest with four distinct im-
munological phenotypes: (1) T−B+NK− SCID (the most com-
mon phenotype); (2) T−B+NK+ SCID; (3) T−B−NK+ SCID; or 
(4) T−B−NK− SCID (Table 34.1). However, because antibody re-
sponses to protein antigens require T/B-cell  interaction,  infants 
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FIG. 34.1 Schematic Representation of Developmental Blocks That Characterize Various Forms of Severe T-Cell Deficiency. 
Common lymphoid progenitor (CLP) cells originate from hematopoietic stem cells (HSCs) and give rise to cells of T, B, and natural killer 
(NK) lineages. Differentiation of T cells in the thymus proceeds through discrete stages. Signaling through the interleukin-7 receptor 
(IL-7R) mediates expansion and survival of early T-cell progenitors. V(D)J recombination, initiated by the recombinase activating genes 
(RAG1, RAG2) and involving components of the nonhomologous end-joining pathway, allows DNA rearrangement at T-cell receptor 
(TCR) loci. Pre-T cells express on the surface a complex composed of TCRβ and pre-Tα (pTα) molecules along with CD3 subunits. 
Signaling through this complex promotes further rearrangements at the TCR α/δ locus, allowing generation of CD4+ CD8+ double-
positive (DP) cells expressing the TCRαβ heterodimer. After positive and negative selection, CD4+ and CD8+ single-positive mature 
thymocytes are generated, that are exported to the periphery. Various defects along this differentiation pathway may cause severe 
T-cell deficiency. Blocked red lines identify specific stages at which known gene defects affect development of T, B, and NK cells. ADA, 
Adenosine deaminase; AK2, adenylate kinase 2; IL2RG, interleukin-2 receptor gamma chain; JAK3, Janus-associated kinase 3; LAT, 
linker of activated T cells; LIG4, DNA ligase 4; ZAP-70, Zeta-associated protein of 70 kDa.

TABLE 34.1 Immunological and Genetic Characteristics of Severe Combined Immune Deficiency

CIRCULATING LYMPHOCYTES

Phenotype Disease Gene Inheritance T B NK

T− B− NK−

ADA deficiency ADA AR ↓↓ ↓↓ ↓↓
Reticular dysgenesis AK2 AR ↓↓ ↓↓ ↓

T− B− NK+

RAG deficiency RAG1, RAG2 AR ↓↓ ↓↓ N
ARTEMIS deficiency DCLRE1C AR ↓↓ ↓↓ N
DNA-PKcs deficiency PRKDC AR ↓↓ ↓↓ N
LIG4 deficiency LIG4 AR ↓↓ ↓↓ N
CERNUNNOS deficiency NHEJ1 AR ↓↓ ↓↓ N

T− B+ NK−

X-linked SCID IL2RG XR ↓↓ N ↓↓
JAK3 deficiency JAK3 AR ↓↓ N ↓↓

T− B+ NK+

IL-7Rα deficiency IL7R AR ↓↓ N N
CD3 defects CD3D, CD3E, CD3Z AR ↓↓ N N
LAT deficiency LAT AR ↓↓ N N
CD45 deficiency CD45 AR ↓↓ N N

N, Normal.
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excised DNA fragments that are ligated into circles (TRECs). In 
particular, DNA rearrangements at the TCRTCRα/δocus occur 
in approximately 70% of thymocytes, and generate a δrec-ψJα 
TREC.4,5 Because TRECs are diluted with T-cell divisions, enu-
meration of TREC levels by quantitative polymerase chain reac-
tion (qPCR) provides valid information on the capacity of the 
thymus to generate T cells.6 Moreover, implementation of new-
born screening for SCID has also permitted more precise defini-
tion of its incidence, now estimated to be 1:50,000 to 1:75,000 live 
births in the United States.7 However, this figure is significantly 
higher in countries with a high rate of  consanguinity and among 
certain genetically restricted ethnic groups due to a higher rate 
of autosomal recessive forms of SCID in these populations.

Ultimately, molecular analysis permits identification of 
the genetic basis of SCID. Appropriate gene panels or whole 
exome/whole genome sequencing (WES/WGS) can be used 
to correctly identify the gene defect. Defining the cellular and 
molecular bases of SCID is also important from a therapeutic 
standpoint. In particular, some forms of SCID are associated 
with defective DNA repair. These patients are at high risk of 
severe, potentially fatal complications if chemotherapy is used 
as part of the conditioning regimen during HSCT. Moreover, 
while the vast majority of SCID disorders are due to hema-
topoietic cell autonomous defects, severe T-cell lymphope-
nia may also reflect thymus-intrinsic defects. For the latter 
category of patients, thymus transplantation may be needed. 
Finally, the nature of the pathogenic variant often determines 
the severity of the immunological phenotype. Complete loss-
of-expression and loss-of-function (null) mutations are asso-
ciated with a more severe (typical) SCID phenotype. In con-
trast, hypomorphic mutations allowing residual development 
(and/or function) of T cells are often responsible for atypical 
(“leaky”) forms of the disease. Diagnostic criteria distinguish-
ing typical and atypical forms of SCID have been developed 
by the Primary Immune Deficiency Treatment Consortium 

(PIDTC) and are reported in Table 34.2. SCID genotypes have 
a different distribution among typical and atypical forms of 
SCID (Fig. 34.2).8 Atypical forms of SCID are often associated 
with manifestations of immune dysregulation, with oligoclonal 
expansion of T cells that may infiltrate and damage peripher-
al organs. Infants with these features plus erythroderma, ad-
enopathy, eosinophilia, and elevated immunoglobulin E (IgE) 

TABLE 34.2 Definition of Typical and Atypical SCID According to Criteria of the Primary Immune 
Deficiency Treatment Consortium (PIDTC)
Typical SCID
• Absence of very low number of T cells (CD3 T cells <300/μL), AND
• No or very low T-cell function (<10% of lower limit of normal) as measured by response to phytohemagglutinin (PHA)
• OR
• T cells of maternal origin present

Atypical (Leaky) SCID
• Presence of maternal lymphocytes tested and not detected
• AND either one or both of the following:

a. <50% of lower limit of normal T-cell function as measured by response to PHA or to anti-CD3/CD28 antibody
b. Absent or less than 30% of lower limit of normal proliferative response to Candida and tetanus toxoid antigens

• AND at least two of the following:
a. Reduced number of CD3 T cells [age ≤ 2 years: <1500 cells/μL; age >2 years ≤ 4 years: 800 cells/μL; age >4 years: <600 cells/μL]
b. 80% of CD3 or CD4 T cells are CD45R0+

AND/OR >80% of CD3 or CD4 T cells are CD62L-negative
AND/OR >50% of CD3 or CD4 T cells express Human Leukocyte Antigen DR (HLA-DR)
(at <4 years of age)
AND/OR are oligoclonal T cells

c. Hypomorphic mutation in IL2RG in a male or homozygous hypomorphic mutation or compound heterozygosity with at least one hypomorphic
 mutation in an autosomal SCID-causing gene

d. Low TRECs and/or the percentage of CD4+ CD45RA+ CD31+ or CD4+ CD45RA+ CD62L+ cells is below the lower limit of normal [for reference: see
Schatorje et al.89]

e. Functional testing in vitro that supports impaired, but not absent, activity of the mutant protein
• AND does not meet criteria for Omenn syndrome, which include infantile erythroderma rash, adenopathy, hepatomegaly, eosinophilia, elevated serum

IgE, and oligoclonal T-cell expansion

SCID, Severe combined immune deficiency.

• Severe combined immune deficiency (SCID) comprises a heteroge-
neous group of genetic disorders characterized by profound numerical 
and functional defects of T lymphocytes. The severity of T-cell lym-
phopenia is the main element that distinguishes typical and atypical
forms of SCID. The latter is often due to hypomorphic variants in SCID-
associated genes

• In some forms of SCID, also the number of B and/or NK lympho-
cytes is reduced. However, antibody responses are uniformly com-
promised, because of the lack of T-helper function

• Maternal T-cell engraftment is common in babies with SCID and may
variably affect the clinical phenotype (from being clinically silent to
causing severe graft-versus-host disease). In SCID infants with ma-
ternal T-cell engraftment, the T-cell count may vary, but the proportion
of naïve T cells is very low

• The natural history of SCID is characterized by early-onset, life-threat-
ening infections sustained by virus, bacteria, and fungi. Interstitial
pneumonia, chronic diarrhea, and failure to thrive are common clinical 
features

• Omenn syndrome, characterized by generalized erythroderma,
lymphadenopathy, and eosinophilia, is a peculiar phenotype associ-
ated with oligoclonal expansion of autologous T cells infiltrating the
skin and other organs

• Newborn screening, with enumeration of T-cell receptor excision cir-
cles (TRECs), allows identification of babies with profound naïve T-cell 
lymphopenia. Additional phenotypic, functional, and genetic studies
permit definitive diagnosis of SCID

KEY CONCEPTS
Severe Combined Immune Deficiency
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cases of SCID.  Affected patients have typical manifestations of 
SCID, with early-onset,  life-threatening infections. Besides lym-
phoid cells, ADA deficiency also affects other organs.10 Cogni-
tive and behavioral abnormalities and sensorineural deafness 
are common. Liver and renal dysfunction, costochondral ab-
normalities (scapular squaring, anterior rib cupping, flared cos-
tochondral junctions), and pulmonary alveolar proteinosis (due 
to dysfunction of alveolar macrophages) have also been fre-
quently reported. Patients with ADA deficiency are at increased 
risk of Epstein-Barr Virus (EBV)-associated lymphoma and of 
 multicentric dermatofibrosarcoma protuberans.9

Hypomorphic ADA mutations are often associated with a 
delayed and less severe clinical, immunological, and metabolic 
phenotype.9 Somatic mosaicism with gene reversion or second-
site mutations that restore (fully or in part) ADA activity and 
lymphocyte survival have been identified as another reason for 
milder clinical presentations. Immune dysregulation, with ec-
zema, type 1 diabetes, other autoimmune manifestations, and 
hepatosplenomegaly, may occur in patients with residual ADA 
function.

Null ADA gene mutations are associated with low to 
 undetectable levels of TRECs upon newborn screening. Hypo-
morphic variants allowing residual development of T cells may 
escape identification by newborn screening with TREC quan-
tification but can potentially be correctly identified by tandem 
mass spectrometry, although this is not widely performed at 
present.11 Measurement of ADA enzymatic activity and of dAdo 
and dAXP levels in erythrocytes represents the gold standard 
for diagnosis. However, if the patient has received red cell trans-
fusions, measurement of ADA activity and of levels of toxic 
metabolites should be performed on other cell types, such as 
peripheral blood mononuclear cells. Mutation analysis provides 
definitive confirmation.

HSCT and gene therapy represent efficacious definitive ther-
apies for ADA deficiency12 and are discussed in Chapters 90 and 
91. ERT with intramuscular injections of bovine recombinant

are designated as Omenn  syndrome. In patients with atypical 
SCID, conditioning regimes with chemotherapy and/or sero-
therapy may be necessary to eliminate the dysreactive T cells 
and permit robust and durable donor stem cell engraftment 
and immune reconstitution.

Finally, SCID can be divided into different groups based on 
the mechanisms underlying the T-cell lymphopenia:

SCID due to hematopoietic defects
• Metabolic defects affecting survival of T-cell progenitors
• Defects of cytokine-mediated signaling
• Defects of V(D)J recombination
• Defects of the CD3/TCR complex
• Other mechanisms
SCID due to non-hematopoietic defects

SCID DUE TO METABOLIC DEFECTS AFFECTING 
SURVIVAL OF T-CELL PROGENITORS

Adenosine Deaminase Deficiency
Adenosine deaminase (ADA), an enzyme of the purine sal-
vage pathway, converts adenosine (Ado) and deoxyadenosine 
(dAdo) to inosine and deoxyinosine, respectively.9 In the ab-
sence of ADA, intracellular concentrations of Ado, dAdo, and 
their phosphorylated derivatives (AXP, dAXP) increase. Al-
though ADA is ubiquitously expressed, high levels of dAdo 
and dAXP are particularly toxic to developing lymphocytes; 
moreover, dATP inhibits ribonucleotide reductase, an enzyme 
required for DNA synthesis. Consequently, complete ADA 
 deficiency (OMIM *102700) is characterized by a profound 
reduction of circulating T, B, and NK cells, and therefore is a 
cause of T− B− NK− SCID.9 Furthermore, ADA deficiency also 
interferes with the proliferative capacity of circulating T lym-
phocytes and with the function of regulatory T (Treg) cells and 
B-cell tolerance. ADA deficiency is inherited as an autosomal 
recessive trait and accounts for approximately 5% to 10% of all 
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Consortium. SCID, Severe combined immune deficiency.
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JAK3 Deficiency
All of the γc-containing cytokine receptors depend on Janus-
associated kinases (JAKs) for signaling (see Fig. 34.3). In par-
ticular, the γc is constitutively associated with JAK3. Accord-
ingly, autosomal recessive JAK3 deficiency (OMIM *600802) 
shares similar clinical and laboratory features with X-linked 
SCID, but due to the gene location on chromosome 19 instead 
of the X chromosome, homozygous or compound heterozy-
gous mutations affect females as well as males. Patients present 
early in life with typical features of SCID and manifest a T− B+ 
NK− phenotype.19 Atypical forms, including delayed-onset dis-
ease and presentation with severe warts and increased risk of 
lymphoma, have been reported in patients with hypomorphic 
mutations.2

SCID DUE TO DEFECTS OF V(D)J 
RECOMBINATION
Expression of antigen-specific receptors on the surface of T and 
B lymphocytes depends on rearrangement and ligation of the 
variable (V), diversity (D), and joining (J) gene segments of the 
TCR and immunoglobulin loci by V(D)J recombination (Chap-
ters 4, 7 and 9). Any of several gene defects may impair this 
process, causing T− B− SCID.

Defects of Recombination Activating Genes 
(RAG) 1 and RAG2
RAG1 and RAG2 are lymphoid-specific proteins that form a 
heterotetramer (with two subunits of each protein). They rec-
ognize recombination signal sequences that flank the V, D, 
and J gene elements and introduce DNA breaks at the TCR 
and immunoglobulin loci, thereby initiating V(D)J recombi-
nation.20 RAG1 and RAG2 deficiencies are inherited as auto-
somal recessive traits and account for approximately 20% of 
all cases of SCID.8 Patients with null mutations in these genes 
manifest T− B− NK+ SCID and suffer from typical early-onset 
clinical features. However, hypomorphic mutations allowing 
residual generation of T (and in some cases, B) cells are as-
sociated with a spectrum of clinical phenotypes that includes 
Omenn syndrome, atypical SCID, and combined immunode-
ficiency with granulomas and/or autoimmunity (CID-G/AI).21 
In  particular, Omenn syndrome is characterized by general-
ized  erythroderma, hepatosplenomegaly, and lymphadenopa-
thy. Immunological features of the disease include a variable 
 number of autologous, oligoclonal T cells with an activated 
phenotype that infiltrate the skin and other target organs. Eo-
sinophilia, hypogammaglobulinemia, and elevated serum IgE 
(despite profound hypogammaglobulinemia) are prominent 
features of  immune dysregulation. While hypomorphic RAG 
mutations are the most common cause of Omenn syndrome, 
genetic defects in other SCID-associated genes that drastically 
reduce (but do not completely abrogate) the capacity to gener-
ate T cells may also cause the syndrome. When Omenn syn-
drome is caused by RAG defects, circulating B cells are absent 
or markedly reduced in number. Autoimmune manifestations 
(in particular, autoimmune hemolytic anemia) may occur in 
patients with RAG deficiency manifesting as atypical SCID. A 
subset of these patients develops an expansion of TCRγδ+ T 
cells after CMV infection, and increased risk of EBV-induced 
lymphoproliferation has been reported. In contrast to patients 

ADA conjugated with polyethylene glycol (PEG-ADA) allows 
rapid detoxification and is often used as a bridge therapy be-
tween diagnosis and definitive therapy. Improvement of T- and 
B-cell count and function has been observed in approximately 
80% of the patients treated with ERT, although persistent lym-
phopenia and progressive decline of immune function over 
time have been reported in most of them.

Reticular Dysgenesis
Reticular dysgenesis (OMIM *267500) is an autosomal recessive 
form of SCID, characterized by extreme lymphopenia, absence of 
neutrophils, and sensorineural deafness.13 The disease is caused 
by mutations of the adenylate kinase 2 (AK2) gene that result in 
apoptosis of myeloid precursors of neutrophils and of lymphoid 
progenitor cells. Hypomorphic mutations that allow residual 
lymphopoiesis and granulopoiesis are associated with atypical 
presentations, including generalized erythroderma suggestive 
of Omenn syndrome, autoimmunity, or isolated hypogamma-
globulinemia. HSCT represents the only available treatment.13,14

SCID DUE TO DEFECTS OF CYTOKINE-MEDIATED 
SIGNALING

X-Linked Severe Combined Immune Deficiency
X-linked SCID (OMIM *300400) is the most common form of 
typical SCID. It affects only males as it is caused by  hemizygous 
mutations of the X-linked IL2RG gene, encoding the membrane-
spanning common gamma chain (γc), shared by the cytokine re-
ceptors for interleukin (IL)-2, IL-4, IL-7, IL-9, IL-15, and IL-21 
(Fig. 34.3).15 Proliferation of thymic T-cell progenitors depends 
on IL-7, and NK-cell development requires IL-15.16 Consequent-
ly, patients with X-linked SCID manifest a T− B+ NK− phenotype. 
Moreover, while human B-cell development is spared in patients 
with X-linked SCID, B-cell function is defective because IL-21 is 
required for plasmablast differentiation.17 Surface γc expression is 
abolished in patients with null IL2RG mutations but may be pre-
served in those with missense variants or truncations of the ter-
minal exons encoding the intracellular domains of the molecule.

Most patients with X-linked SCID present with typical 
manifestations of SCID starting in the first months of life.2 
Their thymi are severely atrophic and not visible by imaging 
studies. However, milder clinical features and delayed clinical 
onset, associated with preserved presence of T and/or NK cells 
(consistent with atypical SCID) and partially preserved thymic 
architecture, have been reported in unusual patients with hypo-
morphic mutations or with somatic gene revertants. In the lat-
ter, revertant T cells may persist for up to several years.2 Carrier 
females are asymptomatic and display nonrandom X-chromo-
some inactivation in T and NK cells.

Treatment of X-linked SCID requires allogeneic HSCT (see 
Chapter 90) or transplantation of autologous gene-corrected 
cells (see Chapter 91). Very promising results have been record-
ed also after gene therapy in both infants and older patients who 
had failed previous attempts with HSCT for X-linked SCID.18

Interleukin-7 Receptor Deficiency
Autosomal recessive interleukin-7 receptor (IL-7R) deficiency2 
(OMIM *146661) is characterized by a T− B+ NK+ phenotype, 
reflecting the critical role played by IL-7 in thymocyte survival 
and proliferation. Clinical manifestations are typical of SCID. 
Treatment is allogeneic HSCT.
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FIG. 34.3 Functional Role of Cytokines Signaling Through the γc//JAK/STAT Pathway. Cytokine receptor engagement triggers 
cross-phosphorylation and activation of the JAK proteins, allowing phosphorylation of the cytokine receptor chain and docking of the 
STAT proteins. The JAK proteins also mediate phosphorylation of the STAT proteins, which dimerize and translocate to the nucleus, in-
ducing transcription of cytokine-responsive genes. JAK, Janus-associated kinase; STAT, signal transducer and activator of transcription.

with T− B− NK+ SCID, Omenn syndrome, or atypical SCID, 
those with CID-G/AI may present later in life (even in adult-
hood). Autoimmune cytopenias, organ-specific autoimmunity, 
and granulomas involving the skin or other organs are typi-
cal manifestations.22 The autoimmunity is secondary to defects 
of negative selection of self-reactive T cells and impaired Treg 
generation in the thymus, as well as to defective receptor ed-
iting, a process mediated by RAG gene re-expression in the 
bone marrow and that allows to purge the developing B-cell 
repertoire from self-reactive specificities. Presence of the ru-
bella virus vaccine strain has been documented in the granu-
lomas of several patients with CID-G/AI; this phenomenon 
is not unique to patients with hypomorphic RAG defects, but 
can also be observed in patients with various forms of com-
bined immune deficiency.23 Because patients with CID-G/AI 
have a variable number of T and B cells and variable hypogam-
maglobulinemia, the diagnosis is often delayed. Furthermore, 
while the TREC assay at birth identifies patients with RAG mu-
tations manifesting as SCID or Omenn syndrome, it is unclear 
to what extent it also detects patients with CID-G/AI, whose 
RAG mutations often support levels of recombination activity 
that allows generation of a relatively diversified repertoire of T 
cells. Treatment of RAG deficiency is based on HSCT, but che-
motherapy and serotherapy may be needed to attain  durable 

stem cell engraftment and immune reconstitution.24 The auto-
immune and inflammatory manifestations of CID-G/AI are of-
ten refractory to medical management but tend to resolve after 
HSCT.

ARTEMIS Deficiency
ARTEMIS, encoded by the DCLRE1C gene, is required to 
open the hairpins that seal the DNA broken ends generated 
by RAG proteins during V(D)J recombination. This triggers 
the interventions of several other proteins involved in DNA 
repair. ARTEMIS deficiency (OMIM *605988) is an autosomal 
recessive form of T− B− NK+ SCID.2,25 Besides typical manifes-
tations of SCID, oral and genital ulcers are common. In ad-
dition, patients with ARTEMIS deficiency manifest a gener-
alized cellular radiosensitivity, and when exposed to ionizing 
radiation or alkylating agents they are at high risk of serious 
complications, including growth failure, malabsorption re-
quiring parenteral nutrition, endocrine abnormalities, renal 
disease, and dental problems. Patients with hypomorphic 
DCLRE1C are at increased risk of EBV-driven lymphoma and 
may develop granulomas. HSCT represents the mainstay of 
treatment, but caution must be used in the choice and tissue 
exposure of agents for conditioning. A clinical trial of gene 
therapy is currently under way.
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CD3  deficiency includes various genetic defects affecting CD3δ 
(OMIM *186790), CD3ε (OMIM *186830), and CD3ζ (OMIM 
*186780), causing a block in thymocyte development lead-
ing to T− B+ NK+ SCID.26 Hypomorphic defects of these genes 
may cause atypical presentations. In contrast, CD3γ deficiency 
(OMIM *186740) results in milder T-cell deficiency and variabil-
ity of the clinical phenotype that often includes  autoimmunity.26

Deficiency of the linker of activated T cells (LAT) (OMIM 
*602354) causes T− B+ NK+ SCID;27 atypical variants with sple-
nomegaly, lymphadenopathy, and autoimmunity have also been 
reported.

CD45 deficiency (OMIM *151460) is an autosomal reces-
sive form of SCID due to mutations of the CD45 phosphatase 
involved in signaling. Patients manifest T− B+ NK+ SCID and 
profound hypogammaglobulinemia.

SCID DUE TO OTHER HEMATOPOIETIC DEFECTS

Coronin-1A Deficiency
Coronin-1A is involved in intracellular signaling, actin cyto-
skeleton regulation, and cell motility. Deficiency of this protein 
(OMIM *615401) causes autosomal recessive T− B+ NK+ SCID; 
hypomorphic mutations have been associated with CD4 T-cell 
lymphopenia, warts, granulomatous lesions, and an increased 
risk of EBV-induced lymphoproliferative disease and severe 
varicella.28

RAC2 Gain-of-Function Mutations
Gain-of-function (GOF) mutations of the small GTPase RAC2 
cause an autosomal dominant form of SCID (OMIM *602049) 
with low numbers of T and B cells, as well as neutropenia as-
sociated with increased content of F-actin in leukocytes and de-
fective cell migration.29

SCID With Multiple Intestinal Atresia
This autosomal recessive condition (OMIM *609332) is due to 
mutations of the tetratricopeptide repeat domain 7 A (TTC7A) 
gene.30 The degree of T-cell lymphopenia is variable but is often 
very severe. The number of circulating B cells may be normal or 
low, but immunoglobulin serum levels are markedly reduced. 
Patients are at increased risk of life-threatening bacterial, viral, 
and fungal infections. Intestinal atresias may affect multiple ar-
eas of the gastrointestinal tract. There is a high mortality rate 
early in life. HSCT may correct the immune defect but not the 
gastrointestinal manifestations.

Veno-Occlusive Disease With Immunodeficiency
Veno-occlusive disease with immunodeficiency (VODI)  
(OMIM #235550) is an autosomal recessive disease character-
ized by liver abnormalities (veno-occlusive disease, fibrosis, 
often progressing to liver failure) and immunodeficiency, with 
onset in the first months of life.31 Patients are prone to recurrent 
infections with viruses, bacteria, and opportunistic pathogens 
(P. jirovecii, Candida, CMV). Thrombocytopenia is frequent. 
Immunological defects include low number of memory T and 
B lymphocytes, defective B-cell differentiation in vitro into an-
tibody-secreting cells, and hypogammaglobulinemia.31 The dis-
ease is caused by mutations of the SP110 gene, which encodes 
a nuclear body protein that acts as a transcription factor. The 
prognosis is dismal. HSCT is the only curative approach, but 
there is a high risk of severe liver toxicity due to conditioning.32

Clinical features and management strategies:
• Gene defects that affect DNA repair are responsible for severe
 combined immune deficiency (SCID) and other combined immunodefi-
ciencies associated with increased cellular radiosensitivity
• Besides an increased risk of infections, these disorders are often

 characterized by other clinical features, including microcephaly,
growth retardation, neurodevelopmental delay and other neurological
signs, accelerated aging, bone marrow failure, and increased rate of
malignancies

• Genetic tests and in vitro radiosensitivity assays are the mainstays of
diagnosis

• Exposure to ionizing radiation and to alkylating agents carries  serious
risks in patients with radiosensitive T-cell disorders and should be
avoided unless strictly necessary

• Radiosensitive SCID can be cured with hematopoietic stem cell trans-
plantation. However, patients remain at risk of some complications
(short stature, tooth problems, malabsorption) as the result of cell
damage in non-hematopoietic tissues and of the use of chemothera-
peutic agents

CLINICAL RELEVANCE
T-cell Immunodeficiencies With Radiation 
Sensitivity

DNA-PKcs Deficiency
The DNA-dependent protein kinase catalytic subunit (DNA-
PKcs), encoded by the PRKDC gene, is involved in the non-
homologous end-joining (NHEJ) pathway of DNA repair. 
Deficiency of DNA-PKcs (OMIM #615966) is inherited as an 
autosomal recessive trait and is characterized by T− B− NK+ 
SCID associated with cellular radiosensitivity.25 Neurodevelop-
mental delay has been reported in some patients. Hypomorphic 
mutations may cause atypical SCID and autoimmunity. HSCT 
can cure the immunodeficiency, but use of alkylating agents 
should be avoided.

DNA Ligase IV Deficiency
DNA ligase IV is another component of the NHEJ DNA repair 
pathway. Deficiency of this enzyme (OMIM #606593) causes 
autosomal recessive T− B− NK+ SCID, associated with micro-
cephaly, developmental delay, and an increased risk of bone 
marrow failure and hematological malignancies.25 Hypomorph-
ic variants are associated with milder cellular defects, contribut-
ing to significant variability of the clinical and immunological 
phenotype.

Cernunnos/XLF Deficiency
Cernunnos deficiency (OMIM #611291), caused by mutations 
of the NHEJ1 gene, is another form of autosomal recessive ra-
diosensitive SCID and is characterized by progressive T- and 
B-cell lymphopenia, microcephaly, and growth retardation.25

SCID DUE TO DEFECTS OF THE CD3/TCR COMPLEX
The T-cell receptor heterodimeric (TCRαβ or TCRγδ) mol-
ecules are expressed on the surface of T cells in association with 
CD3γ, CD3δ, CD3ε, and CD3ζ invariant chains. Antigen rec-
ognition by the TCR induces activation of the p56Lck kinase, 
which phosphorylates the CD3 molecules, allowing recruitment 
and activation of the zeta-associated protein of 70 kDa (ZAP-
70). This in turn triggers activation of downstream molecules 
(LAT, RHOH, STK4, ITK) and initiation of Ca2+ flux (Fig. 34.4). 
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FIG. 34.4 Schematic Representation of Tcr-Mediated Intracellular Signaling and of Receptor/Ligand Pairs That Participate at 
T-Cell Activation. Activation of T cells through the T-cell receptor (TCR) induces a signaling cascade that ultimately results in cytoskele-
ton reorganization, calcium flux, and activation of transcription factors that drive expression of target genes. CD27, CD40LG, and OX40 
are T-cell surface molecules that interact with counter-receptors expressed by other cell types (B cells, dendritic cells, monocyte/mac-
rophages) and contribute to T-cell activation. Several forms of T-cell immunodeficiency are due to mutations of the genes encoding mol-
ecules involved in T-cell activation. AP-1, Activator protein 1; BCL10, B-cell lymphoma/leukemia 10; CARD11, caspase recruitment domain 
family member 11; DAG, diacylglycerol; DHR1/2, Dock homology region 1/2; DOCK2, dedicator of cytokinesis 2; DOCK8, dedicator of 
cytokinesis 8; GRB2, growth factor receptor bound protein 2; IKBα, inhibitory subunit of NF-κB α; IKKα, IκB kinase α; IKKβ, IκB kinase β; 
InsP3, inositol 1,4,5-trisphosphate; InsP3R, InsP3 receptor; ITK, interleukin-2 induced tyrosine kinase; LAT, linker of activated T cells; 
LCK, lymphocyte-specific protein tyrosine kinase; LFA-1 lymphocyte function-associated antigen 1; MAGT1, magnesium transporter 1; 
MALT1, mucosa-associated lymphoid tissue lymphoma translocation protein 1; MAPK, mitogen-activated protein kinase; MHC, major 
histocompatibility complex; NEMO, NF-κB essential modulator; NFAT, nuclear factor of activated T cells; NF-κB, nuclear factor-κB; PI3K, 
phosphoinositide 3-kinase; PIP2, phosphatidylinositol 4,5-bisphosphate; PIP3, phosphatidylinositol (3,4,5)-trisphosphate; PLCγ1, phos-
pholipase C-γ1; RAP, ras-related protein; RAPL, regulator of adhesion and polarization enriched in lymphocytes; RASGRP1, Ras guanyl 
releasing protein 1; RHOH, Ras homolog family member H; RLTPR, RGD-leucin-rich repeat, tropomodulin domain, and proline-rich 
domain-containing protein; SLP76, SH2 domain-containing leukocyte protein of 76 kDa; SOS, son of sevenless; STIM1, stromal inter-
action molecule 1; STK4, serine/threonine kinase 4; TCR, T-cell receptor; TRAF6, tumor necrosis factor receptor-associated protein 6; 
ZAP-70, zeta-associated protein of 70 kDa.

SCID DUE NON-HEMATOPOIETIC DEFECTS
Although the vast majority of patients with SCID harbor gene 
defects that affect hematopoietic and lymphoid development, 
extra-hematopoietic defects, and in particular defects of thymus 
development, may also cause severe T-cell lymphopenia at birth. 

Establishing a correct diagnosis is important because the latter 
group of patients do not benefit from HSCT but may respond to 
implantation of thymus tissue from a suitable donor source. In 
vitro assays analyzing the T-cell differentiation potential of he-
matopoietic stem cells help to distinguish between hematopoi-
etic cell-autonomous and extra-hematopoietic causes of SCID.33
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Complete DiGeorge Syndrome
DiGeorge syndrome (DGS) (OMIM #188400) is a multisystem 
developmental disorder characterized by the triad of congeni-
tal heart disease, immunodeficiency and hypoparathyroidism, 
stemming from defects in tissues derived from the fetal branchi-
al arch and pouch structures. Congenital defects of the cardiac 
outflow tract include interrupted aortic arch type B and truncus 
arteriosus; hypocalcemia is due to parathyroid insufficiency, 
and immunodeficiency is secondary to thymus aplasia or hy-
poplasia.34 Other features include developmental disabilities 
and renal and craniofacial anomalies, including micrognathia, 
hypertelorism, downward slanting eyes, and ear malformations. 
However, there is significant phenotypic variability. A third of 
DGS patients have velopharyngeal incompetence, leading to 
feeding difficulties and speech delay; 10% have a cleft palate. 
As young adults, many DGS patients develop social, behavioral, 
and psychiatric problems. In most cases, DGS is due to a hetero-
zygous interstitial deletion of chromosome 22q11.2. However, 
approximately 2% of the patients have small deletions in chro-
mosome 10p, and others have intragenic mutations resulting in 
haploinsufficiency of the TBX1 gene, located in the DiGeorge 
minimal deletion region of 22q11.2.

There is a high incidence of autoimmune diseases, such as 
cytopenia and thyroiditis in DGS, reflecting perturbed thymic 
architecture and a reduced number of regulatory T cells. Around 
20% of DGS patients have naïve T-cell lymphopenia in infan-
cy, with those at the lowest end of the lymphopenic  spectrum 
 detected with low TREC levels upon newborn screening.  
According to the severity of the immunodeficiency, “partial” 
and “complete” forms of the disease are recognized. Patients 
with “partial DGS” have a low T-cell count but with residual 
(>50 cells/μL) naïve T cells. In contrast, approximately 1% of all 
cases have “complete DGS” with virtual absence of naïve T cells, 
thereby mirroring what is observed in SCID. The term “com-
plete atypical DGS” refers to oligoclonal expansion of activated 
T cells in patients with DGS infiltrating various tissues, often as-
sociated with clinical manifestations of Omenn syndrome. Car-
diovascular anomalies require prompt attention and appropri-
ate medical treatment of hypocalcemia. Experimental thymus 
implants have become the treatment of choice for patients with 
complete typical or complete atypical DGS.35

CHARGE Syndrome
Coloboma, Heart defects, Atresia of the choanae, Retarded 
growth, Genital hypoplasia, and Ear anomalies (CHARGE) 
syndrome is caused by heterozygous mutations of the CHD7 
or the SEMA3E genes (OMIM *608892, 608166) that may 
also affect thymus development. The number and function of 
T cells may be reduced, such that some patients meet criteria 
for SCID.36

FOXN1 Deficiency
The FOXN1 transcription factor plays a critical role in de-
velopment of thymic epithelial cells and hair follicles and in 
regulation of keratin expression. Biallelic FOXN1 mutations 
cause thymic aplasia, alopecia totalis, and nail dystrophy 
(OMIM *601705). The T-cell count at birth is often very low, 
consistent with a SCID phenotype. In rare cases, the disease 
may manifest with only immunodeficiency. Heterozygous 
loss-of-function FOXN1 mutations may also cause T-cell lym-
phopenia which, however, is less severe and tends to improve 
with time.37

PAX1 Deficiency
PAX1 is a transcription factor involved in differentiation of the 
third and fourth pharyngeal pouches. PAX1 deficiency causes a 
syndromic form of SCID with impaired thymus development as-
sociated with ear, facial, and vertebral defects (OMIM *615560). 
Some patients manifest an Omenn syndrome  phenotype.38

COMBINED IMMUNE DEFICIENCY—DEFINITION
According to criteria defined by the European Society for Im-
mune Deficiencies, genetically determined combined immune 
deficiency (CID) comprises a heterogeneous group of condi-
tions characterized by reduced (but not absent) number and/
or function of T and B lymphocytes, associated with infections 
and/or clinical features of immune dysregulation, such as au-
toimmunity, lymphoproliferation and granuloma formation 
and/or occurrence of malignancies (Table 34.3).39 However, 
it should be noted that these criteria also require exclusion of 
syndromic disorders associated with impaired T-cell function, 
such as ataxia telangiectasia (A-T) and cartilage hair hypopla-
sia (CHH), and yet these conditions are often associated with 
laboratory and clinical features of CID. Therefore, they are also 
discussed in this chapter. As compared to infants with SCID, pa-
tients with CID often present with later onset (beyond 1-year of 
age). Poor control of viral infections is a common feature. Along 
with hypomorphic defects in SCID-associated genes allowing 

• Combined immunodeficiencies include a heterogeneous group of con-
ditions with numerical and/or functional defects of T cells. The T-cell
lymphopenia (>300 cells/μL) is less severe than in patients with SCID

• Chronic viral infections (EBV, CMV, HPV, molluscum) are particularly
common and may be a cause of lymphoproliferative disease and
 malignancies (lymphoma, squamous cell carcinoma)

• Autoimmune manifestations (cytopenias in particular) and other mani-
festations of immune dysregulation (granulomas, elevated serum IgE) 
are also frequent and indicate abnormalities of T-cell homeostasis

• Flow-cytometric analysis of total T cells and of naïve and memory T-cell sub-
sets is an essential test in the diagnosis of combined  immunodeficiencies.

• Enumeration of T-cell receptor excision circles (TRECs) in dried blood
spots collected at birth detects some, but not all, cases of combined
immunodeficiency

• Functional assays, such as in vitro proliferation to mitogens and anti-
gens, are valuable tools in the characterization of the severity of the
disease. Other tests, such as cellular radiosensitivity, cytokine expres-
sion, regulatory T-cell function, and analysis of T-cell repertoire diver-
sity, may contribute to the diagnosis in selected cases.

• Flow cytometry and Western blotting may be used to investigate
expression of specific proteins associated with individual forms of
T-cell immunodeficiency. However, while lack of protein expression
may contribute to the diagnosis, demonstration of preserved protein
expression cannot be used to rule out the diagnosis, because many
cases of T-cell immunodeficiencies are due to hypomorphic mutations

• Ultimately, genetic diagnosis permits definitive diagnosis. T-cell
 immunodeficiency gene panels, whole exome sequencing, and
whole genome sequencing are valuable strategies to achieve genetic
diagnosis. However, the potential impact of the genetic variants de-
tected must be critically assessed

• Many forms of combined immunodeficiency can be cured with hema-
topoietic stem cell transplantation. Use of a conditioning regimen is
required to attain robust and durable donor stem cell engraftment and 
immune reconstitution

KEY CONCEPTS
Combined Immunodeficiencies

 CMV, Cytomegalovirus; SCID, severe combined immune deficiency.
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development of a low number of T cells, a growing number of 
gene defects that partially compromise T-cell differentiation 
and/or function, causing CID, have been described.1

CID DUE TO METABOLIC DEFECTS

Purine Nucleoside Phosphorylase Deficiency
Purine nucleoside phosphorylase (PNP), an enzyme of the pu-
rine salvage pathway, catalyzes the phosphorylation of inosine, 
guanosine, and deoxyguanosine.40 In the absence of PNP, high 
intracellular levels of deoxyguanosine triphosphatase cause 
lymphoid and neuronal toxicity. Immature thymocytes are par-
ticularly susceptible to PNP deficiency. PNP deficiency (OMIM 
*613179) is inherited as an autosomal recessive trait. Its immu-
nological phenotype is characterized by decreased T-cell counts, 
causing increased risk of infections. Compared to infants with 
ADA deficiency, patients with PNP deficiency tend to present 
after 1 year of age. Bacterial, fungal, and in particular viral infec-
tions are common. There is an increased risk of non-Hodgkin 
lymphoma. Although development of B and NK lymphocytes 
is often unaffected, there is an increased risk of severe autoim-
mune hemolytic anemia. Neurodevelopmental delay, hypoto-
nia, and spasticity are frequent and may develop even before 
immune problems. HSCT represents the only curative option 
for the immune phenotype, but it is not expected to rescue the 
neurological phenotype.

Cytidine 5-Triphosphate Synthase 1 Deficiency
Cytidine 5-triphosphate synthase 1 (CTPS1) is involved in de 
novo synthesis of cytidine 5-triphosphate (CTP), a nucleotide 
required for DNA and RNA metabolism. CTPS1 expression 
is upregulated following TCR stimulation. CTPS1 mutations 
(OMIM #615897) have been identified in several infants from 
Northwestern England, who manifested severe bacterial and viral 
infections since early in life, and an increased risk of EBV-driven 
non-Hodgkin lymphoma. CD4 T-cell lymphopenia, increased 
proportion of effector memory T cells, and reduced in vitro pro-
liferation to mitogens and antigens have been reported.41

CID Due to Defects of TCR-Mediated Signaling
Several forms of CID are due to genetic defects that impair in-
tracellular signaling, and in particular signaling through the 
CD3/TCR complex (see Fig. 34.4). In these disorders, reduced 
signaling through the pre-TCR and the TCR may compromise 
generation of a diversified repertoire of T cells in the thymus and 
impair effector T-cell responses in the periphery, contributing 
to increased susceptibility to infections. Chronic viral infections 
(CMV, EBV) are particularly common and may cause lympho-
proliferative disease and lymphoma. At the same time, reduced 
TCR signaling is also responsible for defective Treg function 
and impaired activation-induced cell death, which result in an 
increased rate of autoimmune manifestations (Fig. 34.5).

Deficiency of the Zeta-Associated Protein of 70 kDa (ZAP-70)
The ZAP-70 protein plays a critical role in TCR-mediated signal-
ing.42 Upon TCR ligation, ZAP-70 is recruited to the phosphory-
lated ITAM motifs of the CD3ζ chain and is itself phosphorylated 
by LCK. This process induces ZAP-70 kinase activity, permitting 
phosphorylation of various downstream molecules, including 
SLP-76, LAT, and PLC-γ1. ZAP-70 deficiency (OMIM *269840) 
is inherited as an autosomal recessive trait.43 Clinical manifesta-
tions include life-threatening infections of bacterial, viral, and 
fungal origin beginning early in life, reminiscent of SCID. Some 
patients manifest with skin rash that may be severe, mirroring 
Omenn syndrome. A peculiar phenotype predominantly charac-
terized by autoimmunity has been reported in patients in whom 
one of the alleles carried a gain-of-function mutation.

The typical immunological phenotype of ZAP-70 deficien-
cy includes lack or markedly reduced number of CD8 T cells. 
CD4 T cells are present in normal number, but in vitro T-cell 
proliferation to mitogens and antigens is profoundly impaired. 
The differential diagnosis is with major histocompatibility 
complex (MHC) class I deficiency and CD8α deficiency, two 
conditions that are also characterized by a severe reduction of 
CD8 T cells. Treatment is based on HSCT.

LCK Deficiency
TCR ligation promotes activation of the p56Lck kinase, which 
mediates phosphorylation of components of the CD3 complex, 
initiating TCR-mediated signal transduction. LCK deficiency 

TABLE 34.3 Diagnostic Criteria of  
Combined Immune Deficiency (CID)  
Elaborated by the European Society for 
Immune Deficiencies (ESID)39

At least one of the following:
• At least one severe infection (requiring hospitalization)
• One manifestation of immune dysregulation (autoimmunity, IBD,

severe eczema, lymphoproliferation, granuloma)
• Malignancy
• Affected family member

AND 2 of 4 T-cell criteria fulfilled:
• Reduced CD3 or CD4 or CD8

T-cell count (using age-related reference values)
• Reduced naïve CD4 and/or CD+ T cells
• Elevated TCRγδ T cells
• Reduced proliferation to mitogen or TCR stimulation

AND HIV infection excluded
AND exclusion of a clinical diagnosis associated with CID (e.g.,
defined syndromic disease, such as dyskeratosis congenita, ataxia-
telangiectasia, cartilage hair hypoplasia)

From: Seidel MG, Kindle G, Gathmann B, et al. The European Society for Immunodefi-
ciencies (ESID) Registry Working Definitions for the Clinical Diagnosis of Inborn Errors 
of Immunity. J Allergy Clin Immunol Pract. 2019;7(6):1763–1770.

Immune dysregulation

defective Treg function

impaired thymopoiesis/survival

Infections

Reduced
TCR signaling

reduced effector T-cell function

impaired activation-induced cell death

FIG. 34.5 Mechanisms of Increased Susceptibility to Infec-
tions and Autoimmunity in Patients with Defects of T-Cell 
Receptor S                                                                                            i                                              g                                                                    n                   a                     l       i     ng  .
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 circulating T  lymphocytes is normal, generation of memory T 
cells is impaired and proliferative responses to CD3 stimulation 
are decreased. Patients with CARD11 mutations have a block in 
B-cell development at the transitional stage. Autosomal domi-
nant CARD11 dominant negative mutations (OMIM #617638) 
are a cause of CID with bacterial and viral infections, early-onset 
atopic disease, and autoimmune  cytopenias. Immunological 
abnormalities include skewing to Th2 cells and defective T-cell 
activation.46 In contrast, autosomal dominant gain of function 
CARD11 mutations (OMIM #616452) cause hyperactivation 
of NF-κB, leading to a phenotype that is distinct from CID and 
is characterized by B-cell lymphocytosis, splenomegaly, and 
lymphadenopathy. In vitro T-cell activation through the TCR is 
reduced, and susceptibility to infections is variable.

The NF-κB family of proteins is composed of five members: 
NF-κB1 (p105), NF-κB2 (p100), RelA, RelB, and c-Rel.47 Upon 
cleavage, the p105 and p100 proteins generate p50 and p52, 
which are involved in the canonical and noncanonical pathway 
of NF-kB activation, respectively, by forming a heterodimer with 
one of the Rel proteins. In the canonical pathway, the NF-κB 
heterodimer is kept in the cytoplasm by the IκBα protein. Fol-
lowing phosphorylation by the IKK kinase, IκBα is degraded 
upon phosphorylation by the IKK kinase, and NF-κB can trans-
locate to the nucleus, inducing expression of target genes. The 
IKK complex is composed of two catalytic subunits (IKK-α and 
IKK-β, encoded by the IKBKA and IKBKB genes) and by the 
regulatory subunit IKK-γ (also known as NEMO), encoded by 
the IKBKG gene. Mutations of IKBKG cause an X-linked immu-
nodeficiency characterized by recurrent infections, variable anti-
body responses, anhidrotic ectodermal dysplasia, and—in some 
cases—lymphedema or osteopetrosis (OMIM #300291).48,49 The 
infections associated with this condition may be sustained by 
various pathogens, including pyogenic bacteria, viruses, and 
fungi. Mycobacterium avium and M. kansasii infections have 
been reported in up to 40% of the patients. Inflammatory mani-
festations are common, especially in the gastrointestinal tract.

Autosomal recessive IKBKB deficiency (OMIM #615592)
manifests with early-onset severe infections sustained by vari-
ous bacterial mycobacterial, viral, and fungal pathogens.50 T 
and B cells exhibit uniquely a naïve phenotype. Low in vitro T-
cell proliferation to mitogens and hypogammaglobulinemia are 
other typical  features.

Autosomal dominant gain-of-function IKBKB mutations 
(OMIM #618204) cause increased phosphorylation of IKB-α, 
and therefore enhanced NF-κB activity. The clinical phenotype 
includes recurrent and severe infections, immune dysregula-
tion, and signs of ectodermal dysplasia. T-cell lymphopenia, 
impaired generation of memory T and B cells, hypogamma-
globulinemia, and defective antibody responses are the main 
immunological  abnormalities.51

Heterozygous, gain-of-function mutations of the IKBA gene, 
that prevent phosphorylation and degradation of the protein, 
cause defective NF-κB activation and are responsible for a CID 
with ectodermal dystrophy and immune dysregulation (OMIM 
#612132).52 Profound B-cell deficiency, hypogammaglobu-
linemia, and impaired in vitro T-cell proliferation to mitogens 
are common immunological abnormalities.

NFKB1 haploinsufficiency (OMIM #616576) is caused by 
heterozygous mutations that reduce levels and phosphorylation 
of p105, and therefore also of p50, affecting activation of the 
NF-κB canonical pathway. The phenotype is more often con-
sistent with common variable immunodeficiency.53  Autosomal 

(OMIM *615758) is a rare cause of CID manifesting with infec-
tions, autoimmune cytopenias, and vasculitis, associated with a 
low CD4 T-cell count and impaired T-cell function.

Deficiency of the IL-2 Inducible Tyrosine Kinase (ITK)
ITK participates in TCR signaling by inducing phosphorylation 
of PLC-γ1, thereby generating second messengers that activate 
protein kinase C (PKC), allowing Ca2+ release. ITK deficiency 
(OMIM *186973) is inherited as an autosomal recessive trait. 
The immunological phenotype is characterized by progressive 
CD4 T-cell lymphopenia and decreased T-cell function, contrib-
uting to a high rate of EBV infection and lymphoproliferative 
disease, including non-Hodgkin lymphoma in addition to respi-
ratory tract infections. Hypogammaglobulinemia is common.44

STK4 Deficiency
STK4 is a kinase that activates various transcription factors, 
regulating cell survival and proliferation. STK4 deficiency 
(OMIM *614868) is an autosomal recessive form of CID char-
acterized by recurrent bacterial and viral (Human Papilloma 
Virus (HPV), EBV, varicella-zoster virus [VZV], molluscum) 
infections, mucocutaneous candidiasis, lymphoproliferation, 
autoimmune cytopenias, and increased risk of lymphoma. Con-
genital heart disease and intermittent neutropenia are other 
common findings. Immunological abnormalities include CD4 
T-cell lymphopenia with a low proportion of naïve T cells and 
impaired T-cell function.

RHOH Deficiency
RHOH is a small GTPase involved in signal transduction. 
RHOH deficiency (OMIM *602037) is characterized by in-
creased susceptibility to HPV infection (causing epidermodys-
plasia verruciformis), recurrent pneumonia, and a higher risk 
of Burkitt lymphoma. Naïve T-cell lymphopenia, oligoclonal 
representation of the T-cell repertoire, and decreased T-cell 
 function are typical immunological findings.44

T-Cell Receptor α Constant (TRAC) Chain Deficiency
Biallelic mutations of the T-cell receptor α constant chain gene 
(TRAC) cause TRAC deficiency (OMIM #615387), a rare form 
of SCID characterized by markedly reduced levels of the TCRαβ 
complex on the surface of T cells.45 In addition to infections, 
immune dysregulation (with eczema, eosinophilia) and autoim-
munity have been reported.

CID Due to Defects of Nuclear 
Factor-κB (NF-κB) Signaling
Following TCR signaling, the complex composed of caspase 
recruitment domain-containing protein (CARD)-11, BCL-10 
and MALT1 proteins (CBM complex) is activated, permitting 
recruitment of TRAF6 and activation of IKK, leading to nu-
clear translocation of the p50 and p65 subunits of NF-κB and 
expression of NF-κB–dependent genes. Defects of the CBM 
complex due to biallelic loss-of function mutations of any one 
of the MALT1, CARD11, and BCL10 genes (OMIM #615469, 
615206, 616098) are associated with increased susceptibility to 
bacterial, viral and fungal infections.46 Although the number of 
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dominant NFKB2 deficiency (OMIM #615577) is caused by 
dominant negative mutations that impair processing of the 
p100 precursor, leading to reduced levels of p52 and defective 
activation of the NF-κB noncanonical pathway. In addition to a 
CVID-like phenotype, these patients also manifest adrenal in-
sufficiency and alopecia.53 Gain-of-function NFKB2 mutations 
lead to constitutive activation of NF-κB and manifest with CID 
(recurrent pneumonia, severe EBV and CMV infections, warts), 
sclerosing cholangitis, and  splenomegaly.54 Low B-cell number, 
T-cell lymphocytosis, and hypogammaglobulinemia are the 
main immunological abnormalities.

Autosomal dominant RELA haploinsufficiency (OMIM 
#618287) is a rare disease characterized by CD4 T-cell lym-
phoproliferation (with low proportion of naïve T cells), auto-
immune cytopenias, and mucocutaneous ulcers.53 Autosomal 
recessive RELB (OMIM #617585) and c-REL deficiencies cause 
CID with recurrent infections and impaired T-cell diversity and 
function.53 Decreased number of naïve T cells and low levels of 
TRECs have been demonstrated in RELB deficiency, and a low 
proportion of memory T and B cells and B-cell lymphopenia 
have been reported in c-REL deficiency.

Finally, NF-κB-inducing kinase (NIK) deficiency is caused 
by biallelic mutations of the MAP3K14 gene. Patients suffer 
from recurrent bacterial, viral, and Cryptosporidium infections 
since childhood, associated with B-cell lymphopenia and de-
creased memory T cells.53

Clinical management of the defects of the NF-κB pathway 
varies depending on the underlying disease. Immunoglobulin 
replacement therapy and antimicrobial prophylaxis are required 
in most patients. However, HSCT is typically required to cor-
rect the profound immunodeficiency associated with IKBKB, 
RELB, and NIK deficiency and with gain-of function IKBKA 
mutations. A special case is represented by X-linked NEMO 
deficiency, because of the variable severity of the clinical phe-
notype. Moreover, persistence of inflammatory manifestations 
(especially of the gastrointestinal tract) has been observed 
in some of these patients, in spite of donor chimerism and 
 immune reconstitution.

CID DUE TO DEFECTS OF MAJOR 
HISTOCOMPATIBILITY COMPLEX MOLECULE 
EXPRESSION
Expression of MHC class I and class II molecules is essential for 
positive selection of CD8 and CD4 cells, respectively, and for 
the development of adaptive immune responses.

MHC class I deficiency (OMIM *604571) is inherited as an 
autosomal recessive trait and may be caused by defects in the 
genes encoding the Transporter associated with Antigen Pro-
cessing 1 (TAP1) and TAP2, the TAP-binding protein (TABP) 
TAPASIN, or in the β2-microglobulin  (B2M) gene.55 These de-
fects interfere with intracellular transport of peptide antigens, 
their loading onto MHC class I molecules, and with cell-surface 
expression of the complex. The clinical phenotype includes re-
current respiratory infections, chronic inflammatory lung dis-
ease, and ulcerative skin lesions with necrotizing granulomas. 
Glomerulonephritis and herpes zoster infections have been re-
ported in TAPASIN deficiency. The number of circulating CD8 T 
cells is reduced, but in vitro T-cell proliferation is normal, which 
facilitates differential diagnosis with ZAP-70 deficiency. Treat-
ment is largely based on supportive  interventions. Treatment is 

supportive. Immunosuppressive drugs may worsen the disease 
manifestations and should be avoided.

MHC class II deficiency includes autosomal recessive con-
ditions due to defects in genes (CIITA, RFXANK, RFX5, and 
RFXAP) that encode transcription factors and regulators that bind 
to the proximal promoters of the MHC class II genes, allowing 
their expression. The disease manifests early in life with increased 
susceptibility to bacterial, viral, and opportunistic respiratory 
tract infections. Chronic diarrhea and sclerosing cholangitis, often 
secondary to Cryptosporidium or CMV infection, are frequently 
observed.55 The number of circulating CD4 T cells is markedly 
reduced. Hypogammaglobulinemia and poor antibody response 
to immunization antigens are common. Differential diagnoses 
include HIV infection and idiopathic CD4 lymphopenia; how-
ever, in these conditions, expression of MHC class II molecules is 
preserved. If untreated, most patients die in infancy or childhood. 
Antibiotic prophylaxis, immunoglobulin replacement therapy, 
and nutritional support are mainstays of treatment, but the only 
definitive cure is represented by HSCT. However, results are worse 
than in other forms of CID, and graft-versus-host disease is com-
mon, especially in patients with preexisting viral infections.55

CID Due to Defects of Co-Stimulatory Molecules
Several forms of CID are due to defects in genes that encode 
cell-surface molecules involved in the interaction of T cells with 
other cells types, including B lymphocytes, dendritic cells, and 
monocytes/macrophages.

Defects of CD40 Ligand and CD40
CD40 ligand (CD40LG) is predominantly expressed on the sur-
face of activated CD4 T cells and interacts with CD40 expressed 
by B cells, monocytes, and dendritic cells, and various other cell 
types. CD40LG/CD40-mediated cross-talk between activated 
CD4 T cells and B cells promotes class-switch recombination 
and memory B-cell generation. In addition, interaction between 
CD40LG+ T cells and monocytes and dendritic cells induces acti-
vation of these myeloid cells, promoting IL-12 production, which 
in turn acts upon T cells to induce expression of Interferon (IFN). 
CD40LG deficiency (OMIM *308230) is inherited as an X-linked 
trait. Affected males suffer from recurrent infections, including 
recurrent bacterial infections, P. jirovecii, CMV, Cryptosporidium, 
and Cryptococcus.56 Chronic Cryptosporidium infections are often 
complicated by ascending cholangitis and sclerosing cholangitis. 
There is an increased risk of lymphomas, biliary tract tumors, and 
peripheral neuroectodermal tumors of the gastrointestinal tract. 
Chronic or intermittent neutropenia is common. Pure red cell 
aplasia secondary to parvovirus B19 infection has been reported. 
Immunological abnormalities include hypogammaglobulinemia 
with normal or elevated IgM, reduced proportion of switched 
memory B cells, and impaired T-cell proliferation to antigens. 
Flow cytometry may be used to document impaired expression 
of CD40LG, but mutation analysis is ultimately needed to con-
firm the diagnosis, especially in males expressing mutant forms of 
the molecule. Use of trimethoprim-sulfamethoxazole to prevent 
P. jirovecii pneumonia and regular immunoglobulin replacement 
therapy are the mainstays of treatment. Recombinant G-CSF may 
help in patients with severe neutropenia. Hygiene measures to 
prevent Cryptosporidium infection and laboratory and imaging 
studies to monitor liver and biliary tract status should be part of 
the monitoring plan. HSCT is indicated in patients with a more 
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severe clinical course and may be combined with liver transplan-
tation for patients with liver failure.56

CD40 deficiency (OMIM *606843) is an autosomal recessive 
disease, whose clinical and immunological phenotype recapitu-
lates that of CD40LG deficiency.

ICOS and ICOS Ligand (ICOSLG) Deficiency
The inducible T-cell co-stimulator (ICOS) is expressed on the 
surface of activated T cells; it promotes cytokine production,  
T-cell proliferation, and generation of follicular helper T cells.57 
These activities are mediated by ICOS interaction with ICOSL, 
which is expressed by B cells. Autosomal recessive ICOS and 
ICOSLG deficiencies are characterized by recurrent infections, 
autoimmunity, splenomegaly, granulomas, and increased risk 
of malignancies. In addition to respiratory tract infections, 
warts due to HPV infection and herpes simplex virus (HSV) 
and Cryptococcus infection have been also reported. Hypogam-
maglobulinemia with markedly reduced number of switched 
memory B cells are the main  immunological defects in both 
conditions; however, ICOSLG deficiency is also characterized 
by T-cell lymphopenia.58

OX40 Deficiency
OX40 is a T-cell activation molecule that promotes cell survival. 
Autosomal recessive OX40 deficiency (OMIM *615593) has 
been described in a young adult with Kaposi sarcoma. Naïve 
and memory CD8 T cells were present in higher and lower than 
normal numbers, respectively. In vitro responses to antigens 
and IFN-γ production were reduced.

CD27 and CD70 Deficiency
CD27 and CD70 are counter-receptors expressed on the sur-
face of T and B cells, respectively. Autosomal recessive defects of 
these molecules (OMIM #615122, 618261) are associated with 
EBV-driven lymphoproliferative disease, including Hodgkin 
lymphoma and diffuse large B-cell lymphoma.59 Other mani-
festations include respiratory tract infections, severe varicella, 
autoimmunity, lymphadenopathy, hepatosplenomegaly, uveitis, 
and aphthous ulcers. Hypogammaglobulinemia has been fre-
quently reported. HSCT can correct the disease phenotype.

CID DUE TO DEFECTS OF DNA REPAIR 
AND DNA REPLICATION
Ataxia-telangiectasia (A-T, OMIM *208900) is an autosomal re-
cessive condition characterized by progressive neurodegenera-
tion, development of telangiectasias, a variable degree of immu-
nodeficiency, and increased risk of malignancies.60 The disease 
is caused by mutations of the Ataxia-Telangiectasia Mutated 
(ATM) gene, which encodes a protein kinase that is recruited to 
sites of DNA double-strand breaks. ATM phosphorylates mul-
tiple substrates involved in DNA repair, cell cycle checkpoints, 
intracellular signaling, and gene transcription, and therefore 
controls multiple cellular processes. Increased cellular radiosen-
sitivity is a prominent feature of the disease. Patients with A-T 
manifest oculocutaneous telangiectasias at around 2 to 3 years 
of age. Neurological problems (ataxia, dysarthria, oculomo-
tor apraxia, hypotonia, tremors) appear a few years later, and 
progress, making these patients wheel-chair dependent by age 
10 to15. The neurological features of the disease are associated 
with cerebellar involution and degeneration of Purkinje cells. 

The  immunodeficiency of A-T manifests mainly with increased 
susceptibility to respiratory tract infections. A significant pro-
portion of patients develop cutaneous granulomas. In some 
cases, presence of the rubella virus vaccine strain has been docu-
mented. Autoimmunity (in particular, diabetes mellitus) is also 
frequently observed. Other endocrinopathies include hypogo-
nadism and growth hormone deficiency. There is accelerated ag-
ing, marked by development of progeric somatic changes. Up to 
20% to 30% of A-T patients develop cancer in the course of their 
life. In most cases, malignancies are of  lymphoid origin, and 
 translocations involving chromosomes 7 and 14 (with break-
points at the TCR and immunoglobulin loci) are frequently pres-
ent in the malignant clones. Tumors of non-hematological origin 
are more frequently observed in older patients. The disease has a 
dismal prognosis, and death occurs in most cases by the fourth 
or fifth decade of life. Immunological abnormalities include a 
variable degree of T- and B-cell lymphopenia and hypogamma-
globulinemia. Severe T-cell lymphopenia may already be present 
at birth, resulting in low TREC levels at newborn screening61 but 
may worsen over time in other patients. The thymus is hypoplas-
tic and lacks Hassall corpuscles. Low levels of IgA and IgG2, and 
high levels of serum IgM are the main abnormalities of humoral 
immunity. The high IgM also reflects the presence of monomeric 
IgM molecules. Elevated levels of serum alpha-fetoprotein (AFP) 
are a hallmark of the disease; however, this test cannot be used 
at birth because normal newborns also have elevated AFP lev-
els. Therefore, for infants manifesting with T-cell lymphopenia 
at birth, mutation analysis at the ATM locus, and specific tests to 
assess ATM protein expression and phosphorylation are neces-
sary to rule out A-T. Treatment is largely supportive. Adminis-
tration of immunoglobulins and antimicrobial prophylaxis are 
beneficial in patients with recurrent infections. Exposure to ion-
izing radiation should be minimized. No definitive cure is cur-
rently available.

Nijmegen breakage syndrome (NBS, OMIM *251260) is an 
autosomal recessive disease due to mutations in the gene en-
coding nibrin, involved in DNA double-strand break, meiotic 
recombination, and telomere length maintenance.60 Clinical 
manifestations include microcephaly, facial dysmorphisms, re-
current respiratory tract infections, cutaneous manifestations 
(granulomas, vitiligo, café-au-lait spots), and autoimmunity 
(cytopenias, thyroiditis, celiac disease, interstitial lung disease). 
More than 50% of the patients develop malignancies, in particu-
lar leukemias and lymphomas, by the third decade of life. Other 
solid tumors are more common in older patients. Immunologi-
cal defects include T- and B-cell lymphopenia, reduced T-cell 
proliferative responses, and poor antibody responses. Treat-
ment is largely supportive, but HSCT with reduced intensity 
conditioning has been successfully performed in patients with 
lymphoma.62 Exposure to ionizing radiations should be avoided.

Bloom syndrome (OMIM *210900) is due to a defect in a he-
licase that regulates DNA replication and DNA double-strand 
break repair. Clinical manifestations include short stature, mi-
crocephaly, erythematous skin lesions, recurrent respiratory tract 
infections, autoimmunity, and increased risk of cancer (especially 
carcinomas, lymphomas, and leukemias) associated with cellular 
radiosensitivity. The immunodeficiency is rarely severe.

ERCC6L2 deficiency (OMIM *615715) is due to a defect of 
another helicase. Patients manifest short stature, microcephaly, 
variable degrees of developmental delay, and bone marrow fail-
ure. The number of B and T cells (especially of naïve CD4+ cells) 
is reduced.
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DNA ligase I deficiency is another autosomal recessive DNA 
repair defect, causing immunodeficiency of variable sever-
ity, ranging from hypogammaglobulinemia to profound CID 
(with severe lymphopenia) requiring HSCT. Learning dis-
ability may be present. Deficiency of NSMCE3 causes lung 
disease, Immunodeficiency, and Chromosomal breakage 
Syndrome (LICS, OMIM *617241), a condition with failure 
to thrive and severe viral infections leading to lung damage 
and early death. The number and function of T cells are re-
duced. RIDDLE syndrome (OMIM *611943) is a rare disor-
der characterized by Radiosensitivity, Immune Deficiency, 
facial Dysmorphisms, LEarning disability, and short stature. 
The disease is due to mutations in the RNF168 gene encoding 
an E3 ubiquitin ligase involved in DNA double-strand break  
repair. Hypogammaglobulinemia with elevated IgM is a com-
mon immunological abnormality.

Several forms of immunodeficiency are due to defects of 
proteins involved in the initiation and progression of DNA rep-
lication. DNA polymerase δ (Polδ) deficiency is a CID due to 
biallelic loss-of-function mutations of the POLD1 and POLD2 
genes, encoding two of the four subunits of Polδ, which plays an 
important role in DNA replication and maintenance of genomic 
stability. Clinical features include recurrent bacterial and viral 
infections and intellectual disability; short stature has also been 
observed in Polδ2 deficiency.63,64 T-cell lymphopenia and hypo-
gammaglobulinemia are the main immunological  abnormalities.

DNA polymerase ε (POLE) deficiency includes defects of the 
POLE1 and the POLE2 subunits. Both disorders are inherited 
as autosomal recessive traits. POLE1 deficiency may manifest 
with facial dysmorphisms, immunodeficiency, livedo, and short 
stature (FILS syndrome, OMIM #615139) or with intrauterine 
growth retardation, metaphyseal dysplasia, congenital adrenal 
hypoplasia, genital anomalies, and immune deficiency (IMAGE-
I, OMIM #618336) syndrome. A low number of naïve T cells and 
of memory B cells, decreased T-cell proliferation, reduced levels 
of serum IgM, and impaired antibody response to polysaccha-
ride antigens have been frequently reported. POLE2 deficiency is 
characterized by dysmorphisms, microcephaly, growth retarda-
tion, and increased susceptibility to severe infections and auto-
immunity, associated with severe T-cell lymphopenia, impaired 
proliferation to mitogens, and a reduced number of NK cells. 
GINS1 deficiency (OMIM *617827) is a rare disease character-
ized by growth retardation, mild skeletal and facial anomalies, 
and recurrent bacterial and viral infections associated with low 
T-cell count and profound NK-cell deficiency. Neutropenia with 
reduced number of mature granulocytes in the bone marrow 
is frequently observed. MCM4 deficiency (OMIM *602638) is 
characterized by growth retardation, adrenal insufficiency, se-
vere viral infections, and a profound defect of NK lymphocytes. 
There is increased risk of malignancies associated with cellular 
radiosensitivity. Finally, Immune deficiency, Centromeric insta-
bility, and Facial anomalies (ICF syndrome) includes a group 
of disorders with mutations in the DNMT3B (OMIM #242860), 
ZBTB24 (OMIM #614069), or less frequently in the CDCA7 
(OMIM #616910) and HELLS (OMIM #616911) genes.65 Infec-
tions are a prominent feature and a leading cause of death early 
in life. Besides facial dysmorphisms, neurodevelopmental and 
gross motor skill deficits, congenital malformations (macroglos-
sia, hypospadias, cleft palate, syndactyly), and chronic diarrhea 
are common findings. Profound  hypo-gammaglobulinemia with 
normal B-cell numbers is the main immunological abnormality, 
but progressive decline of T and B cells has been reported.

CID ASSOCIATED WITH CYTOSKELETAL DEFECTS
Several inborn errors of immunity are characterized by defects of 
the actin cytoskeleton that compromise the response to cell- surface 
receptor engagement, intracellular signaling, and cell motility.

Wiskott-Aldrich Syndrome and Related Disorders
Wiskott-Aldrich syndrome (WAS, OMIM *301000) is an X-
linked disorder due to a defect in the gene encoding the WAS 
protein (WASP), which regulates actin polymerization in hema-
topoietic cells by interacting with the Arp2/3 complex.66 Clini-
cal manifestations include chronic thrombocytopenia, eczema, 
recurrent infections, immunodeficiency, and a high incidence of 
autoimmune diseases and malignancies The thrombocytopenia 
of WAS is associated with reduced platelet size, and is respon-
sible for hemorrhagic manifestations of variable severity, ranging 
from petechiae and bruises to severe gastrointestinal and brain 
hemorrhages. Because of defective innate and adaptive immu-
nity, patients with classic WAS are highly susceptible to bacte-
rial, fungal, and viral infections. Autoimmune complications 
occur in 70% of WAS patients, most frequently presenting as 
cytopenias, arthritis, vasculitis, and inflammatory bowel disease. 
Lymphoma, often EBV-associated, and leukemias are common 
hematological malignancies in patients with WAS. A milder phe-
notype, X-linked thrombocytopenia (XLT), is associated with 
mutations that result in residual expression of mutated protein. 
Although XLT patients manifest only thrombocytopenia early in 
life (sometimes associated with mild eczema), severe infections, 
autoimmunity, and malignancy may occur at an older age. The 
immunological abnormalities of WAS include reduced T- and B-
cell counts, impaired T-cell proliferation to anti-CD3, low serum 
IgM with elevated IgA and IgE, defective antibody responses to 
polysaccharide antigens, poor NK-cell and Treg function, and 
defective directional migration of lymphoid and myeloid cells. 
The T-cell lymphopenia is often progressive but may occasionally 
already be present at birth and be detected by low TREC levels at 
newborn screening. Flow- cytometric analysis of WASP expres-
sion may help in the diagnosis, which is ultimately confirmed 
by mutation analysis. Treatment includes antibiotic prophylaxis 
and IgG replacement therapy. Immunosuppressive therapy may 
be needed if autoimmune symptoms occur. Splenectomy ame-
liorates the bleeding tendency by increasing the number of cir-
culating platelets. However, it substantially increases the risk of 
systemic infections due to encapsulated bacteria. HSCT is the 
treatment of choice, and excellent outcomes have been reported 
in recent years. After initial attempts with gene therapy based on 
use of gammaretroviral vectors was associated with a high rate 
of leukemias due to insertional mutagenesis, more promising 
results have been recently reported with use of self-inactivating 
lentiviral vectors.

The WASP-interacting protein (WIP) binds to and stabilizes 
WASP. WIP deficiency (OMIM *614493) is an autosomal reces-
sive condition whose clinical and immunological phenotype 
mimics WAS.67 Intracellular levels of WASP are reduced. HSCT 
can cure the disease.

ARPC1B deficiency (OMIM *617718) is an autosomal reces-
sive disease due to mutations of the Arp2/3 complex component 
ARPC1B.68 The clinical phenotype consists of eczema, food al-
lergies, autoimmune complications, recurrent bacterial and vi-
ral infections, and mild bleeding tendency. The thrombocytope-
nia is less severe than in WAS. Abnormal chemotaxis, impaired 
NK- and Treg-cell function, and markedly increased IgA and IgE 
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levels are the main immunological abnormalities. Treatment is 
symptomatic, but HSCT has been successfully used in patients 
with severe manifestations. Autosomal dominant CDC42 defi-
ciency (OMIM *616737) is characterized by growth dysregula-
tion, facial dysmorphisms, recurrent infections, developmental 
delay, and macrothrombocytopenia. CDC42 encodes a small 
GTPase of the RHO family that modulates multiple signaling 
pathways controlling cell migration, endocytosis, and cell cycle.

Dedicator of Cytokinesis 8 (DOCK8) Deficiency
DOCK8 is a guanine nucleotide exchange factor (GEF) that regu-
lates cytoskeleton reorganization and intracellular signaling in 
hematopoietic cells.69 DOCK8 deficiency (OMIM #243700) is 
inherited as an autosomal recessive trait and is characterized by 
recurrent and severe bacterial, fungal, and viral infections, ecze-
ma, and immune dysregulation. Cutaneous viral infections (warts, 
molluscum contagiosum, herpes simplex) are especially common, 
and warts often progress to squamous cell carcinoma. Patients are 
also at increased risk of systemic infections due to VZV, CMV, and 
EBV. Vascular thrombosis in the central nervous system has been 
described in several patients. Lymphopenia affecting especially 
 naïve T cells, increased proportion of CD8 TEMRA cells, decreased 
in vitro proliferation to CD3 stimulation, and defects of NK cyto-
lytic function are characteristic defects of cellular immunity. High 
IgE and low IgM serum levels are observed in most patients, and 
specific antibody responses are blunted.69 If untreated, the disease 
has a poor prognosis but can be cured by allogeneic HSCT.70,71

DOCK2 Deficiency
DOCK2 is another GEF that regulates cytoskeleton reorgani-
zation in response to engagement of TCR, BCR, and various 
chemokine receptors. Autosomal recessive DOCK2 deficiency 
(OMIM #616433) is characterized by early-onset invasive bac-
terial and viral infections. Lymphopenia and defective function 
of T-, B-, and NK-cell responses are common findings.72 Lym-
phocyte migration in response to chemokines is reduced,72 and 
neutrophil production of reactive oxygen species is partially im-
paired.73 Production of type 1 interferon by immune and non-
immune cells upon viral infections is markedly defective. HSCT 
is the only curative approach.

Moesin Deficiency
Moesin is a member of the ezrin-radixin-moesin family of pro-
teins that link the cortical actin filaments to the cell membrane. 
Moesin deficiency (OMIM #300988) is inherited as an X-linked 
trait. Patients suffer from bacterial and viral infections. Severe 
VZV infection has been reported in several cases. Lymphope-
nia, hypogammaglobulinemia, and intermittent neutropenia 
are immunological findings.74 Low levels of TRECs may be de-
tected at birth. However, in most cases HSCT is not necessary, 
and the disease can be managed with immunoglobulin replace-
ment therapy and prophylactic antibiotics.75

CID DUE TO DEFECTS OF CLATHRIN-MEDIATED 
ENDOCYTOSIS AND IRON INTERNALIZATION
Iron internalization plays an important role in promoting in-
tracellular metabolism. Transferrin receptor deficiency (OMIM 
#616740) is an autosomal recessive CID due to a homozygous 

missense mutation in the transferrin receptor (TFRC) gene, im-
peding transferrin receptor and iron internalization. There are 
normal numbers, but reduced function of T and B cells, inter-
mittent neutropenia and thrombocytopenia, and mild anemia. 
HSCT corrects the disease peneotype.76

The FCHO1 protein is involved in the early stages of 
 clathrin-mediated endocytosis. Autosomal recessive FCHO1 
deficiency (OMIM #619164) is a CID with low number and im-
paired function of T cells, and recurrent infections sustained by 
various pathogens. The disease can be cured by HSCT.77

CID With Immune-Osseous Dysplasia
Cartilage Hair Hypoplasia
CHH (OMIM *250250) is an autosomal recessive condition 
characterized by short-limbed dwarfism and light-colored, 
 hypoplastic hair.78 Bone marrow dysplasia, increased susceptibil-
ity to malignancies, Hirschsprung disease, defects of spermato-
genesis, and a variable degree of immune deficiency are other 
typical features. The disease is more common in certain popula-
tions, such as the Amish and Finns, and is caused by mutations 
in the gene encoding an untranslated RNA component of the 
ribonuclease mitochondrial RNA processing (RMRP) complex, 
which is involved in cleavage of ribosomal RNA, processing of 
mitochondrial RNA, and cell-cycle control. T-cell lymphopenia 
in some patients may be so severe to manifest as SCID with low 
TREC levels at birth. Impaired in vitro proliferative responses to 
mitogens is another manifestation of impaired cellular immunity, 
which may cause increased susceptibility to severe varicella and 
other viral infections. Defects of humoral immunity may also be 
observed and contribute to recurrent respiratory tract infections 
and bronchiectasis. Autoimmune manifestations (hemolytic ane-
mia, neutropenia, and thrombocytopenia) occur in about 10% of 
the patients. Bone marrow dysplasia may manifest with anemia, 
leukopenia, and thrombocytopenia. HSCT has been successfully 
used to correct CHH with severe immunodeficiency.

Schimke Syndrome
Schimke syndrome (OMIM *606622) is an autosomal recessive 
disorder characterized by short stature due to spondyloepiphyse-
al dysplasia, progressive renal impairment evolving to renal fail-
ure, facial dysmorphisms, micro/hypodontia, immunodeficiency 
(ranging from moderate T-cell lymphopenia to SCID), increased 
occurrence of marrow failure, and early onset of CNS vascu-
lopathy and strokes.79 The disease is caused by mutations of the 
SMARCAL1 gene that encodes a chromatin remodeling protein. 
Recurrent infections of bacterial, viral, and fungal origin are seen 
in half of the patients. Severe presentations lead to death in the 
first decade of life, and development of renal failure is common 
among those who survive. Combined HSCT and renal transplan-
tation may correct immune deficiency and renal problems.

Phosphoglucomutase 3 (PGM3) Deficiency
PGM3 deficiency (OMIM *615816) is a congenital disorder of 
glycosylation with a broad clinical phenotype that includes se-
vere atopy, scoliosis, short stature, developmental delay, bone 
marrow failure, and recurrent bacterial, viral, and fungal infec-
tions.80 Chronic lung disease and persistent EBV viremia have 
been reported in several patients. Markedly elevated IgE serum 
levels and eosinophilia are common findings. Some patients 
have severe T-cell lymphopenia causing a SCID phenotype.
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Other Immuno-Osseous Dysplasias
Roifman syndrome (OMIM *616651) is an autosomal reces-
sive spondyloepiphyseal dysplasia with extreme intrauterine 
growth retardation, retinal dystrophy, dysmorphisms,  recurrent 
 respiratory and cutaneous infections, and lymphadenopathy. 
Atopic and autoimmune manifestations are also frequently 
seen. The disease is due to mutations of the RNU4ATAC gene, 
encoding a small nuclear RNA (snRNA). Immunological ab-
normalities include hypogammaglobulinemia, low number of 
T and memory B cells, defective T-cell proliferation to antigens, 
and decreased NK cell function. Immunoglobulin replacement 
therapy is used to control infections.

The exosostin-like glycosyltransferase 3 (EXTL3) enzyme is 
involved in heparan sulfate biosynthesis. Autosomal recessive 
EXTL3 deficiency (OMIM *605744) is characterized by syn-
dromic manifestations, with immune deficiency ranging from 
SCID to moderate T-cell lymphopenia, associated with severe 
skeletal abnormalities, microcephaly, neurodevelopmental de-
lay, and narrowing of the laryngotracheal tract.81 MYSM1 de-
ficiency (OMIM *618116) manifests with postnatal short stat-
ure, neurodevelopmental delay, microcephaly, increased risk 
of bone marrow failure and myelodysplasia, and recurrent in-
fections. Impaired B-cell development in the bone marrow, T-
cell lymphopenia, and hypogammaglobulinemia are the main 
immunological abnormalities. Spondyloenchondrodysplasia 
with immune dysregulation (SPENCDI, OMIM *607944) is an 
autosomal recessive condition due to mutations of the ACP5 
gene, encoding tartrate-resistant acid phosphatase. Patients 
manifest bone abnormalities, mild developmental delay, spas-
ticity, cerebral calcifications, and autoimmunity (lupus, vas-
culitis, pancytopenia). Cellular and humoral immune defects 
may be variably present.

CID ASSOCIATED WITH PROMINENT IMMUNE 
DYSREGULATION
Although CID is often associated with autoimmunity, in some 
forms of CID immune dysregulation represents a prominent 
feature and may even dominate the clinical picture.

IL-2 plays a critical role in immune homeostasis by pro-
moting Treg fitness and function. CD25 deficiency (OMIM 
*606367), caused by mutations of the IL2RA gene, encoding
the IL-2R α chain, is a CID manifesting with chronic diarrhea, 
eczema, endocrinopathies, autoimmune cytopenias, lympho-
cytic infiltrates in various organs, lymphadenopathy, hepato-
splenomegaly, and increased risk of severe infections (CMV 
pneumonitis and colitis, other respiratory tract infections, 
chronic EBV viremia).82 IL2RB deficiency (OMIM *618495), 
due to mutations of the gene encoding the IL-2R β chain, is 
characterized by a similar phenotype, with autoimmune coli-
tis, hepatosplenomegaly, cytopenias, food allergy, and severe 
infections, in particular due to CMV and EBV. Downstream 
from the IL-2R and from other γc-containing receptors, 
STAT5B deficiency (OMIM *245590) manifests with autoim-
munity (thyroiditis, thrombocytopenia, arthritis), eczema, 
viral infections, and pulmonary disease. Short stature with 
growth hormone insensitivity is a cardinal feature of this con-
dition, reflecting the role of STAT5B in signaling also through 
the growth hormone receptor.

Signal transducer and activator of transcription 1 
(STAT1) gain-of-function mutations cause an autosomal 

dominant disorder (OMIM #614162) that was initially re-
ported to manifest with chronic mucocutaneous candidiasis 
(CMC). However, it was rapidly found that autoimmu-
nity (cytopenias, enteropathy, type 1 diabetes, thyroid-
itis, alopecia, psoriasis), recurrent infections of bacterial,  
viral. and fungal origin, vascular aneurysms, eczema, and 
 asthma are also common features.83 Immunological ab-
normalities include a high number of circulating follicular 
helper-T (Tfh) cells and impaired generation of Th17 cells. 
Antifungals are used to treat CMC, and other infections re-
quire a targeted drug approach. JAK inhibitors have shown 
promising results in the treatment of autoimmunity but may 
aggravate viral and  fungal infections. Results of HSCT remain 
unsatisfactory.

Upon cellular activation, the STIM1 molecule senses the 
Ca2+ concentration in the endoplasmic reticulum and activates 
Ca2+ release-activated channels (CRAC). ORAI1 constitutes 
the pore-forming subunits of the CRAC in the cell membrane. 
Mutations of STIM1 and ORAI1 genes (OMIM *612783 and 
612782) cause an autosomal recessive immunodeficiency with 
increased susceptibility to severe infections, autoimmunity (cy-
topenia, hepatosplenomegaly), nonprogressive myopathy, and 
ectodermal dysplasia.84 T cells are present in a normal number, 
but their proliferative capacity is decreased. Allogeneic HSCT 
can correct the immune defect.

X-linked immunodeficiency with magnesium defect, EBV 
infection, and neoplasia (XMEN disease, OMIM #300853) is 
an X-linked disorder due to mutations of the MAGT1 gene that 
encodes for a magnesium transporter that also plays a role in 
protein glycosylation.85 Patients suffer from chronic EBV infec-
tion, with high rate of progression to lymphoma. Recurrent in-
fections due to other viruses have been also reported. Impaired 
T-cell activation and reduced expression of NKG2D on NK and 
CD8 T cells are the main immunological findings.

IL-21/IL-21R interaction plays a critical role in promoting B-
cell maturation and plasmablast generation. Autosomal reces-
sive IL-21 and IL-21R deficiencies (OMIM *615767 and 615207) 
are characterized by recurrent sinopulmonary infections.86 In 
addition, Cryptosporidium infection and liver disease have been 
reported in IL-21R deficiency and severe early-onset colitis in 
IL-21 deficiency. Immunological abnormalities  include B-cell 
lymphopenia, hypogammaglobulinemia with elevated IgE, and 
impaired T-cell proliferation to antigens.

OTHER FORMS OF CID DUE TO DEFECTS 
OF TRANSCRIPTION FACTORS
The IKAROS transcription factor, encoded by the IKZF1 gene, 
regulates gene expression in hematopoietic cells via chromatin 
remodeling. Dominant negative IKZF1 mutations cause a CID 
with increased susceptibility to bacterial and viral infections and 
P. jirovecii pneumonia, and to T-cell acute lymphoblastic leuke-
mia.87 Laboratory studies demonstrate a low number of T and B 
cells (with absence of memory cells), neutrophils, and eosino-
phils. HSCT can rescue the phenotype. A de novo, heterozygous, 
dominant-negative mutation in the transcription factor BCL11B 
has been identified in an infant with a profound numerical and 
functional T-cell deficiency and low TRECs at birth (OMIM 
#617237). Craniofacial and dental abnormalities, and absence of 
corpus callosum, were also present. The immune defects were 
reversed by HSCT.88
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MANAGEMENT OF PATIENTS WITH CID
Irrespective of the nature of the underlying gene defect, all 
forms of T-cell immunodeficiency are characterized by sig-
nificant morbidity, with increased susceptibility to infections, 
often  associated with a high frequency of autoimmunity and 
malignancies. Careful review of the patient’s medical and fam-
ily  history and evaluation of the immune status (with enumera-
tion of lymphocyte subsets, distribution of naïve and memory 
subsets, and measurement of serum immunoglobulins and 
specific antibody responses) may facilitate recognition of im-
mune deficiency. However because of the heterogeneity of 
CID and the overlapping clinical and laboratory features, ge-
netic tests have become an essential step in the diagnostic ap-
proach to these disorders. Comprehensive gene panels, WES, 
and WGS represent valuable tools to identify the gene defect. 
Yet, because many mutations are private (i.e., not previously 
reported in other patients), functional validation with protein 
expression and functional studies are often necessary to dem-
onstrate the disease-causing role of gene variants. Antimicro-
bial prophylaxis and immunoglobulin replacement therapy are 
beneficial in most forms of CID. Major caution should be used 

in the administration of live vaccines. Unless strictly necessary, 
exposure to ionizing radiation and to alkylating agents should 
be avoided in patients with possible defects in DNA repair. 
Regular follow-up visits with proper clinical, laboratory, and 
imaging studies should be planned for patients whose CID is as-
sociated with increased risk of malignancy. Finally, HLA typing 
and search for possible donors should be performed in patients 
whose CID may require HSCT.
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In the last 25 years, primary immunodeficiencies (PIDs) or 
inborn errors of immunity (IEIs) affecting the immunity 
mediated by interferon (IFN)-γ, IFN-α/β-λ, Toll-like recep-
tor (TLR) and interleukin (IL)-1 receptor (TIR) signaling, 
nuclear factor (NF)-κB pathway, TLR-3 pathway, IL-17, and 
IL-18 have been identified. Some of these genetic defects are 
“conventional” PIDs, associated with a broad range of infec-
tions, but others provide a molecular explanation for severe 
infectious diseases previously thought to be idiopathic (Table 
35.1). These “non-conventional” PIDs may be associated with 
severe and/or recurrent infections caused by a single family of 
microorganisms, a situation strongly contrasting with that for 
“conventional” PIDs. Standard immunological explorations 
are generally normal in these patients, whether they are sus-
ceptible to one or several infectious agents.1 Despite the lack of 
a clear immunological abnormality, infections in these patients 
are typically severe, and often fatal. Most IEIs affect leukocytes 
and other cell types.2 This chapter is devoted to the descrip-
tion of these IEIs (see Table 35.1). They include disorders of 
the IFN-γ mediated immunity associated with the syndrome 
of Mendelian susceptibility to mycobacterial disease (MSMD) 
and tuberculosis (TB).3–6 We also describe genetic defects 
affecting primarily the TLR-3 pathway. The predominant infec-
tious phenotype of patients with these defects is herpes sim-
plex virus (HSV)-1 encephalitis (HSE).7 We include also the 
first genetic defects associated with severe isolated influenza, 
rhinovirus, human papillomaviruses (HPVs), fulminant hepa-
titis, and primary cytomegalovirus (CMV).8–13 We describe 
IEIs associated with impaired signaling downstream from or 
via the TLR-IL-1R (TIR) pathway.14–16 The main infectious 
phenotype of patients with any of these defects is the occur-
rence of pyogenic bacterial infections. Finally, we describe  
the group of defects affecting the IL-17A/F mediated immu-
nity and conferring predisposition to chronic mucocutaneous 
candidiasis (CMC).17,18

GENETIC DISORDERS OF INTERFERON-γ- 
DEPENDENT IMMUNITY AND MENDELIAN  
SUSCEPTIBILITY TO MYCOBACTERIAL DISEASE
MSMD (OMIM#209950) is a rare group of genetic disorders 
associated with a selective susceptibility to weakly pathogenic 
mycobacteria, such as environmental mycobacteria (EM) 
and/or bacille Calmette–Guérin (BCG) vaccines, in other-
wise healthy patients, normally resistant to other microbes 
(Fig. 35.1).4 It occurs in about 1/50,000 individuals worldwide. 
The first clinical report of a probable idiopathic disseminated 
BCG (BCG-osis) infection following vaccination was in 1951. 
MSMD was the first IEI characterized by a selective predisposi-
tion to one or a few infectious agents. Various EM species have 
been isolated from MSMD patients.3 The more virulent Myco-
bacterium tuberculosis has also been reported as disease-causing 
with these genetic disorders.6 Patients with MSMD may have a 
wide range of clinical symptoms, from localized to persistent, 
disseminated infections and with impaired granuloma forma-
tion. Macrophage activation syndrome may occur in rare cases, 
probably because of uncontrolled infection.4 Some patients 
spontaneously improve with age, or even remain clinically 
silent due to incomplete penetrance. About half of the patients 
are also particularly susceptible to non-typhoidal Salmonella 
and their spectrum of clinical diseases is broad, ranging from 
gastroenteritis to septicemia and disseminated infection.3 A sig-
nificant proportion of MSMD patients also suffer from CMC.3 
Occasionally other viral (caused by CMV, human herpes virus 
8, parainfluenza virus type 3, respiratory syncytial virus [RSV] 
or varicella-zoster virus [VZV]), parasitic (leishmaniasis, toxo-
plasmosis), fungal (histoplasmosis, paracoccidioidomycosis, 
coccidioidomycosis) or bacterial (listeriosis, nocardiosis, kleb-
siellosis) infections have more rarely been reported.3

The first genetic etiology of MSMD was reported in 1996 
with the discovery of autosomal recessive (AR) complete 
IFN-γR1 deficiency.19,20 Since this initial description, muta-
tions in 16 genes have been shown to be responsible for MSMD 
(Fig. 35.2).4,21 The causal mutations in IFNGR1 and IFNGR2, 
encoding the two chains of the receptor for IFN-γ, and some 
mutations in STAT1, encoding a transcription factor essential 
to the IFN-γR signaling pathway, result in defective cellular 
response to IFN-γ. MSMD-causing mutations in the genes 
encoding the p40 subunit of IL-12 (IL12B) and the β1 chain of 
the receptor for IL-12 receptor (IL12RB1) affect the IL-12 and 
IL-23-dependent production of IFN-γ. MSMD-causing muta-
tions in the genes encoding the β2 chain of the IL-12 receptor 
(IL12RB2) affect the IL-12-dependent production by IFN-γ 

• New inborn errors of immunity (IEIs) should be considered in patients 
with unexplained serious infectious diseases.

• Children with severe infectious diseases should be actively investi-
gated for a potential IEI.

• The exploration of idiopathic infections can lead to the discovery of
new IEIs, which results in a better understanding of immunity to
pathogens and new approaches to therapy.

KEY CONCEPTS
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TABLE 35.1  Genetic Disorders of Interferons-, Interleukin-17, Interleukin-18, and Nuclear 
Factor-κB-Mediated Immunity

Gene Form Inheritance Mycobacteria Salmonella Viruses HSE
Pyogenic 
Bacteria Fungi EDA

Inflammatory  
Signs

IFNRG1 Amorphic AR ++ + + − − − − N
Hypomorphic AR ++ + − − + − − N
Hypomorphic AD ++ + − − − ±−a − N

IFNRG2 Amorphic AR ++ − + − − − − N
Hypomorphic AR ++ − − − − − − N
Hypomorphic AD ++ − − − − − − N

IFNG Amorphic AR ++ − − − − − − N
JAK1 Hypomorphic AR ++ − + − − − − N
IRF8 Complete AR ++ − − − + + − N

Hypomorphic AD ++ − − − − − − N
IL12B Amorphic AR ++ ++ − − − +/− − N
IL12RB1 Amorphic AR ++ ++ − − − +/−b − N
IL12RB2 Amorphic AR ++ − − − − − − N
IL23R Amorphic AR ++ − − − − − − N
STAT1 Amorphic AR ++ − ++ ++ − − − N

Hypomorphic AR ++ + + − − − − N
Hypomorphic AD ++ − − − − − − N
Hypermorphic AD −/+ − − − − ++ − N

ISG15 Amorphic AR ++ − − − − − − N
TYK2 Amorphic AR ++ − VZV, HSV-1 − − − − N

Hypomorphic AR ++ − − − − − − N
CYBB Hypomorphic XR ++ − − − − − − N
TLR3 Amorphic AR − − HSV-1 ++ − − − N

Hypomorphic AR – – HSV-1 ++ − − − N
Hypomorphic AD – – HSV-1, IAV ++ − − − N

TRIF Amorphic AR − − HSV-1 ++ − − − N
Hypomorphic AD – – HSV-1 ++ – – – N

UNC93B1 Amorphic AR − − HSV-1 ++ − − − N
TRAF3 Hypomorphic AD − − HSV-1 ++ − − − N
TBK1 Hypomorphic AD − − HSV-1 ++ − − − N
SNORA31 Hypomorphic AD − − HSV-1 ++ − − − N
DBR1 Hypomorphic AR − − HSV-1, IBV, 

norovirus
++ − − − N

IRF3 Hypomorphic AD HSV-1 + − − − N
IRF7 Amorphic AR − − IAV − − − − N
IRF9 Amorphic AR − − IAV − − − − N
NOS2 Amorphic AR − − CMV − − − − N
POLR3Ac Hypomorphic AD − − VZV − − − − N
POLR3Cc Hypomorphic AD − − VZV − − − − N
POLR3F Hypomorphic AD − − VZV − − − − N
IFIH1 Amorphic AR − − rhinovirus, 

RSV, EBV
− − − − N

IL18BP Amorphic AR − − HAV − − − − N
TMC6 Amorphic AR − − HPV − − − − N
TMC8 Amorphic AR − − HPV − − − − N
CIB1 Amorphic AR − − HPV − − − − N
NEMO Hypomorphic XR + + + + ++ + +/− Weak
IKKB Amorphic AR + + + − + + +/− N

Hypermorphic AD − − − − + − +/− N
NFKBIA Hypermorphic AD − + + + ++ + + Weak
IRAK4 Amorphic AR − − − − ++ − − Weak
MYD88 Amorphic AR − − − − ++ − − Weak
HOIL-1 Amorphic AR − − + − ++ − − Strong
HOIP Hypomorphic AR − − + − ++ − − Strong
IL17F Hypomorphic AD − − − − − ++ − N
IL17RA Amorphic AR − − − − +/− ++ − N
IL17RC Amorphic AR − − − − − ++ − N
ACT1 Amorphic AR − − − − +/− ++ − N
MAPK8 Hypomorphic AD − − − − +/− ++ − N
RORC Amorphic AR ++ − − − − + − N
STAT3 Hypomorphic AD − − − − ++ ++ − Weak
ZNF341 Amorphic AR − + − − + ++ − N
CARD9 Amorphic AR − − − − − ++ − N

aOne AD IFN-γR1-deficient patient presented one episode of Histoplasma capsulatum infection, another patient presented coccidioidomycosis.
bOne IL-12Rβ1-deficient patient presented one episode of Paracoccidioides brasiliensis infection and some patients display forms of chronic mucocutaneous candidiasis.
cPOLR3A and POLR3C can be monogenic or digenic deficiencies.
AD, autosomal dominant; AR, autosomal recessive; CMV, cytomegalovirus; EDA, anhidrotic ectodermal dysplasia; HPV, human papillomavirus; HSE, herpes simplex encephalitis;  
IAV, influenza A virus; IBV, influenza B virus; N, normal; RSV, respiratory syncytial virus; VZV, varicella-zoster virus; XR, X-linked recessive.
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and MSMD-causing mutations in the genes encoding the IL-23 
receptor (IL23R) affect the IL-23-dependent production of 
IFN-γ. Bi-allelic mutations of ISG15, an IFN-γ-inducing mole-
cule that acts in synergy with IL-12, have also been reported to 
cause MSMD, by impairing, but not abolishing IFN-γ produc-
tion. Monoallelic mutations of IRF8, encoding an interferon 
regulator factor (IRF) inducible by IFN-γ, and homozygous 
mutations of SPPL2A impair IL-12 secretion by dendritic cells 
(DCs) interfering with the production of IFN-γ. Recently, 
a homozygous mutation in IFNG encoding IFN-γ has been 
described. MSMD can also be seen with hypomorphic defects 
in the X-linked gene encoding the NF-κB essential modulator 
(NEMO), which is involved in the CD40-dependent induction 

of IL-12, and in mutations affecting TYK2, which is involved in 
IL-12-dependent IFN-γ immunity. The MSMD-causing muta-
tions in CYBB/gp91phox affect the respiratory burst selectively 
in macrophages.3,4 Some mutations of STAT1 and most muta-
tions of NEMO are associated with a broader range of infec-
tious diseases (see below), and complete IRF8 deficiency is 
associated with a lack of circulating monocytes and DCs, as 
well as severe clinical disease, mimicking combined immuno-
deficiency (CID). The pathogenesis of MSMD in patients with 
these disorders results from impaired IFN-γ-mediated immu-
nity. Among patients with MSMD, the level of IFN-γ mediated 
immunity determines the severity of mycobacterial disease.4,21

The high allelic heterogeneity at these 16 loci has led to the 
definition of 31 different genetic etiologies of MSMD, based on 
the mode of inheritance (recessive or dominant, autosomal or 
X-linked), mutant allele expression (e.g., presence or absence of 
encoded protein), the functional impact of the mutation (null 
or hypomorphic), and the mechanism underlying the dysfunc-
tion of expressed protein (e.g., phosphorylation, DNA-binding 
for transcription factors or both) (see Fig. 35.2).3 In addi-
tion, mycobacteriosis has also been reported in patients with  
“syndromic MSMD” due to inherited AR TYK2, STAT1, or 
JAK1 deficiency, with susceptibility to mycobacterial and viral 
diseases due to impaired responses to IFN-γ (type II IFN) and 
IFN-α/β (type I IFN).4 In addition, AR complete IRF8 defi-
ciency, may present with mycobacterial, viral, and fungal infec-
tious diseases due to impaired lymphoid and myeloid immunity; 
AR complete ROR-γ/ROR-γT deficiency, with susceptibility to 
mycobacterial and fungal diseases due to impaired IFN-γ and 
IL-17 immunities22 and AR ISG15 associated with mycobacte-
rial diseases plus type I interferonopathy. The identification of 
inborn errors of IL-12-, IL-23-, or ISG15-dependent induction 
of IFN-γ led to the successful, life-saving treatment of affected 
patients with recombinant IFN-γ.3 Patients with MSMD are 
currently treated with antibiotics (ATB), but the prognosis 
for MSMD remains poor in some patients, while hematopoi-
etic stem cell transplantation (HSCT) can be very difficult and 
is currently restricted to patients with complete deficiency of 
the IFN-γ receptor, STAT1, or IRF8.3,4 Importantly, molecu-
lar diagnoses for siblings and offspring potentially carrying 
the MSMD-associated genotype may also lead to the selective 
prevention of mycobacterial disease with antimycobacterial 
antibiotics and/or recombinant IFN-γ4 plus identification of 
individuals in whom vaccination with live BCG is absolutely 
contraindicated.3

A

B

FIG. 35.1 Two Types of Granuloma in Patients With Mende-
lian Susceptibility to Mycobacterial Disease or Tuberculosis. 
(A) The lepromatous-like type consisted of poorly defined, poor-
ly differentiated granulomas, with few, if any giant cells and lym-
phocytes, but widespread macrophages loaded with acid-fast 
bacilli. (B) The tuberculoid type consisted of well-circumscribed 
and differentiated granulomas, with epithelioid and multinucle-
ated giant cells containing very few acid-fast rods, surrounded 
by lymphocytes and fibrosis, occasionally with central caseous 
necrosis.

THERAPEUTIC PRINCPLES
Treatment of Mendelian Susceptibility to 
Mycobacterial Disease Patients

• Vaccination with live bacille Calmette-Guerin (BCG) is contraindicated.
• Multiple antibiotics against the specific mycobacteria should

be administered without interruption in patients with complete
IFN-γR1 or IFN-γR2 deficiency.

• IFN-g therapy may be considered in addition to appropriate antimycobac-
terial antibiotics in patients with partial IFN-γR1, IFN-γR2, IRF8, gp91phox 
(or CYBB), or signal transducer and activator of transcription 1 (STAT1)
deficiency as well as complete IL-12p40, IL-12Rβ1, or ISG15 deficiency.

• Hematopoietic stem cell transplantation (HSCT) should be consid-
ered in select patients with complete deficiency of IFN-γR1, IFN-γR2,
STAT1, or IRF8.
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of TB patients originating from countries outside Europe in 
which TB is currently endemic.23 The minor allele frequency 
(MAF) of P1104A is 4.2% in the European population based 
on the Genome Aggregation Database (gnomAD), giving a 
frequency of homozygous individuals of approximately 1/600 
in Europe. The P1104A mutant TYK2 protein catalytic activ-
ity is impaired such that it cannot phosphorylate itself or any 
other JAK or STAT substrate. Cells from patients homozy-
gous for P1104A display impaired responses to IL-23, simi-
lar to cells from patients with complete TYK2 deficiency, 
whereas the other three TYK2-dependent cytokine pathways 
are unaffected. The role of P1104A homozygosity in TB was 
confirmed in a large cohort of European ancestry (United 
Kingdom [UK] Biobank).6 Homozygosity for P1104A is the 
first common monogenic cause of TB susceptibility and the 
most common AR disorder in European population identi-
fied to date. It is estimated that TB has killed up to 1 billion 
people in Europe over the last 2000 years, suggesting that 
approximately 10 million people may have died due to TYK2 
P1104A homozygosity. Interestingly, this homozygous vari-
ant was also found to have a strong protective effect against 
various inflammatory or autoimmune disorders, justifying 
the use of TYK2 inhibitors to treat some of these conditions.6 
Further understanding of genetic predisposition to TB is of 
clinical importance for new approaches to prevention and 
alternative approaches to therapy of the disease (e.g., recom-
binant IFN-γ).

GENETIC DISORDERS OF THE TLR3 PATHWAY IN 
HERPES SIMPLEX VIRUS-1 ENCEPHALITIS
This group of genetic disorders leads to impaired TLR3 signaling 
and susceptibility to HSE in childhood (Fig. 35.3).7 The affected 

GENETIC DISORDERS PREDISPOSING 
TO TUBERCULOSIS
TB caused by M. tuberculosis is still endemic in many coun-
tries (10 million new cases and 1.3 million deaths in 2017). 
However, only a minority of infected individuals (no more 
than 5% to 10%) develop clinical disease. Multiple experi-
mental evidence has revealed a strong genetic basis for TB 
in humans.6 However, classic association studies focus-
ing on common variants of many candidate genes have not 
yielded consistent or reproducible results. Patient-based stud-
ies performed in parallel to these population-based studies 
yielded greater progress. Rare IEIs, including some of those 
linked to MSMD, were found to confer a predisposition to 
TB; these include IL-12Rβ1 and TYK2 deficiencies (found 
in no more than 1/600,000 individuals, hence represent-
ing a very small number of TB patients), and common IEI, 
such as homozygosity for P1104A TYK2 found in many 
more patients (this genotype is found in 1/600 Europeans 
and 1/5,000 other populations with the exception of sub- 
Saharan Africans and Eastern Asians).23 Direct evidence 
includes the identification of siblings of MSMD probands 
carrying the same rare genetic defect but suffering from TB, 
with or without MSMD. Additional proof-of-concept was 
provided when several patients with TB but no family history 
of clinical MSMD were found to carry mutations in MSMD 
genes, including AR complete TYK2 deficiency found in 
two  patients with isolated TB. These rare genetic etiologies 
underlying this common infectious disease provided proof-
of-principle that TB susceptibility can be monogenic, but 
these situations are rare and do not account for TB as a global 
public health problem.6

Recently, a strong enrichment of individuals homozygous 
for a common TYK2 variant P1104A was found in a cohort 
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IRF8 impair the action of IFN-γ.
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patients carry mutations of TLR3, UNC93B1, TRIF, TRAF3, 
TBK1, or IRF3. UNC-93B is a 12-transmembrane domain pro-
tein present in the endoplasmic reticulum (ER) that delivers the 
nucleotide-sensing receptors TLR3, 7, 8, and 9 from the ER to 
the endolysosomes. The TLR3 signaling pathway is exclusively 
mediated by the TRIF adapter and leads to activation of the 
transcription factors IRF3 and NF-κB. TRIF recruits TRAF6 
and activates TAK1 in order for NF-κB to be activated. TRIF 
also recruits a signaling complex involving TBK1 and IKKε via 
TRAF3 for IRF3 activation.7 This signaling pathway induces the 
production of type I and III IFNs (-α, -β, and -λ) as well as 
inflammatory cytokines that are important for antiviral immu-
nity. TRAF3, TBK1, and IRF3 have functions downstream from 
multiple TNF family receptors as well as the receptors induc-
ing IFN-α, -β, and -λ production, including TLR3. Genetic 
studies of isolated HSE of the forebrain led to the discovery 
of single-gene inborn errors of the TLR3-dependent path-
way inducing IFN-α/β and -λ. These included mono- or bial-
lelic mutations of the six TLR3 pathway genes (see Fig. 35.3).7  

These findings, together with the previous observation of syn-
dromic HSE in patients with X-linked recessive (XR) NEMO 
deficiency or AR complete STAT1 deficiency, suggested that 
TLR3-dependent IFN-α/β and/or -λ immunity is crucial for 
host defense against HSV-1 in the central nervous system 
(CNS). It has also been suggested that other mutations of these 
and other TLR3 or IFN pathway genes may underlie HSE in 
children or adults.7 Interestingly, a few other patients with 
mutations of TLR3 developed influenza A virus (IAV) pneu-
monitis or VZV ophthalmicus.7 Importantly, TLR3-mediated 
responses to dsRNA and antiviral immunity seem to be redun-
dant in most TLR3-expressing (non-CNS) cell types, including 
leukocytes in particular, which likely accounts for the lack of 
viral dissemination during the course of HSE.

The hypothesis that CNS-specific cell-intrinsic immunity 
rather than leukocyte-mediated immunity is crucial for host 
defense against HSV-1 was tested experimentally, initially with 
dermal fibroblasts as surrogate cells, and then with induced 
pluripotent stem cell (iPSC)-derived CNS- and peripheral 
nervous system (PNS)-resident cells from patients with fore-
brain HSE and mutations affecting TLR3 pathway genes. 
This work was consistent with studies showing that murine 
Tlr3 is required for responses to HSV in neurons and astro-
cytes. TLR3 pathway-deficient human fibroblasts7,24,25 and 
iPSC-derived cortical neurons and oligodendrocytes26 were 
found to be much more susceptible to HSV-1 infection than 
control cells. This phenotype was rescued by the addition of 
exogenous IFN-α/β. By contrast, in vitro differentiated human 
UNC-93B-deficient astrocytes or neural stem cells as well as 
TLR3-deficient peripheral trigeminal ganglia (TG) neurons 
did not show increased HSV-1 susceptibility compared to 
that of control cells.26 Microglial cells, the CNS-resident mac-
rophages that have been shown to rely on the cGAS/STING 
pathway to orchestrate anti-HSV-1 defense in mice, have not 
yet been tested in the human response to HSV-1 infection. 
Taken together, these data suggest that TLR3-dependent, IFN-
mediated cortical neuron- and oligodendrocyte-autonomous 
anti-HSV-1 immunity appears to be crucial for host defense 
against HSV-1 infection in the human forebrain. These data 
provided a plausible cellular basis for the pathogenesis of 
genetically driven forebrain HSE, suggesting that cell-intrin-
sic immunity was crucial for host defense against HSV-1 in 
the human forebrain, as opposed to the innate and adaptive 
immunity mediated by leukocytes and related cells.24,25 Treat-
ment with recombinant IFN–α, in parallel with acyclovir, may 

FIG. 35.3 Genetic Etiologies Underlying Herpes Sim-
plex Encephalitis and Other Viral Encephalitis. Viruses 
enter the cells (neurons, and other CNS cells) and viral dsR-
Na is detected by TLR3. This recognition induces activation 
of IRF3 and nuclear factor-κB (NF-κB) pathway, leading the 
production of type I and type III interferons (IFNs). The bind-
ing of IFNs to their receptor induces the phosphorylation of 
JAK1 and TYK2 activating STAT1, STAT2, and IRF9. This com-
plex is translocated as a heterotrimer to IFN-inducible genes.  
Proteins for which genetic mutations have been identified with 
susceptibility to herpes simplex virus (HSV)-1 encephalitis (HSE) 
and TLR3 signaling pathways are shown in  red. Mutations in other 
genes of TLR3-IFNs pathway are shown in  blue. Impaired TLR3  
dependent, IFN-mediated cortical neuron and oligodendrocyte-
autonomous anti-HSV-1 immunity underlie the pathogenesis of 
HSE in SnoRNA31 and DBR1 deficiencies (these deficiencies 
are shown in pink).

THERAPEUTIC PRINCPLES
Treatment of Patients With Genetic Susceptibility 
to Herpes Simplex Virus-1 Encephalitis

• In patients with TLR3 pathway deficiencies consideration can be
given for adding interferon (IFN)-α to acyclovir therapy with the pos-
sibility of improving outcome.

• Serological monitoring for herpes simplex virus-1 (HSV-1) infection
should be considered in individuals carrying mutations in TLR3 path-
way genes with no detectable serum anti-HSV-1 antibody.

• In the absence of an effective vaccine against HSV-1, acyclovir may
be considered an appropriate prophylactic treatment in individuals
carrying mutations of TLR3 pathway genes, even if serologically
negative for HSV-1.
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help to improve disease outcomes in patients with TLR3 path-
way deficiencies and HSE. With the exception of AR complete 
TLR3 deficiency and AR complete TRIF deficiency that have 
only been reported in a single patient, the other TLR3 pathway 
deficiencies displayed complete penetrance at the cellular level, 
but incomplete penetrance at the clinical level.

GENETIC DISORDERS OF OTHER INTERFERON-
INDUCING PATHWAYS IN OTHER SEVERE VIRAL 
INFECTIONS
IEI affecting other virus-sensing, IFN-α-β-λ-inducing pathways 
have been reported recently, namely POL III deficiency under-
lying severe VZV infection, and MDA5 deficiency underlying 
severe pulmonary infections caused by various viruses includ-
ing rhinovirus and RSV.7,27 POL III is a protein complex com-
prising 17 subunits organized into different subcomplexes. It is 
a cytosolic DNA sensor recognizing and transcribing AT-rich 
DNA to RNA, and then triggering IFN induction through the 
RIG-I pathway. Four children with VZV pneumonitis or CNS 
infection have been found to have rare heterozygous missense 
Mutations of POLR3A, POLR3C, or both. Leukocytes from all 
patients displayed poor induction of IFN-α/β and -λ in response 
to synthetic or VZV-derived AT-rich DNA, or upon VZV infec-
tion resulting in poor control of VZV replication.28 This work 
suggested an important contribution of type I and III IFNs 
to host defenses against VZV. Heterozygous POLR3F muta-
tions were subsequently reported in monozygotic adult twins 
experiencing repeated CNS vasculitis presenting in a stroke-
like manner with hemiparesis, sensory deficits, and headache, 
clinically diagnosed as being caused by recurrent VZV reactiva-
tion.29 MDA5 is an IFN-α/β- and -λ-inducing cytosolic sensor 
of double-stranded (ds)RNA associated with viral byproducts 
and intermediates. Biallelic or monoallelic mutations of IFIH1 
encoding MDA5 have been reported in children with pulmo-
nary rhinovirus, RSV, or EBV infection.27 The IFIH1 mutations 
are associated with impaired (ds)RNA sensing, reduced type I 
IFN induction, and increased cellular susceptibility to rhinovi-
rus and RSV. Thus, human MDA5 deficiency is a novel inborn 
error of innate and/or intrinsic immunity that predisposes to 
respiratory viral infections. These new findings further high-
lighted the non-redundant role of type I and III IFNs in antiviral 
immunity in humans.

GENETIC ETIOLOGIES OF LIFE-THREATENING 
INFLUENZA PNEUMONITIS
Influenza viruses, including IAV and influenza B virus (IBV), 
have caused upper respiratory tract diseases throughout human 
history. Typically influenza virus infection causes a relatively 
mild disease of the upper respiratory tract that is readily cleared 
with little need for medical intervention.27 However, infection 
with seasonal or more virulent pandemic influenza strains can 
cause life-threatening or fatal disease (e.g. acute respiratory 
distress syndrome [ARDS]). Four IEIs—GATA2, IRF7, IRF9, 
and TLR3 deficiencies—have been identified to be associated 
with life-threatening influenza pneumonitis (see Table 35.1).8,27 
Autosomal dominant (AD) GATA2 deficiency is the only one 
of these IEIs leading to a pleiotropic syndromic disorder that 

manifests as a lack of lymphoid and myeloid progenitors in the 
bone marrow, small numbers of DCs, monocytes, T, B, and NK 
cells, together with high susceptibility to viral, mycobacterial, 
and fungal infections. The deaths of four adults from severe 
IAV infection despite the presence of neutralizing antibod-
ies in the serum have been reported. The lack of plasmacytoid 
DCs (pDCs) may contribute to susceptibility to IAV, because 
pDCs are known to produce a massive amount of type I IFN 
in response to viral infections. Type II IFN-mediated hyper-
cytokinemia during infection was observed in two of the four 
patients, suggesting that immune dysregulation may also con-
tribute to the severity of pneumonitis.27

Unlike patients with AD GATA2-deficiency, those with AR 
IRF7 or AR IRF9 deficiency have an essentially isolated suscep-
tibility to influenza (see Table 35.1).8,9,27,30 No overt immunolog-
ical abnormality has been detected in these patients except for 
two recently reported IRF9-deficient siblings born to a consan-
guineous family.27 Defects of IRF7 or IRF9 interrupt both type 
I and type III IFN signaling. IRF7 deficiency hinders the early 
production of type I IFNs by pDC. In contrast, IRF9 deficiency 
prevents IFN-stimulated gene factor 3 (ISGF3, a complex of 
STAT1, STAT2, and IRF9) formation that blocks downstream 
type I and III IFN responses. The cells of IRF7- and IRF9- 
deficient patients are susceptible to IAV infections in vitro, and 
to laboratory strains of other viruses.27 Most recently, three unre-
lated, otherwise healthy, patients who carry heterozygous TLR3 
mutations have been reported to developed influenza pneumo-
nitis but not HSE (see Table 35.1).30 Two of these patients carried 
the same mutation as previously detected in four HSE patients.30 
Defects of TLR3 impair both type I and type III responses to IAV 
that can be rescued in vitro by exogenous type I and/or III IFNs, 
depending on the distribution of IFN receptors on the infected 
cell types. For example, either type I or type III IFNs can rescue 
defective TLR3 signaling in IAV-infected pulmonary epithelial 
cells (PECs) because both receptors are strongly expressed.30 
Observations in cases of TLR3 deficiency suggest that the tissue 
distribution of type I or type III IFN signaling molecules can 
determine the susceptibility to IAV. To date, no patient suffering 
from both HSE and IAV ARDS has been reported, indicating 
incomplete penetrance in both diseases’ susceptibility. Recently, 
one adult Iranian patient has been reported with a CMV pneu-
monitis carrying a homozygous mutation in nitric oxidase syn-
thase 2 (NOS2).10 The mechanism connecting CMV infection 
and NOS2 deficiency has not yet been identified and requires 
further investigation.

GENETIC ETIOLOGIES IN HUMAN 
PAPILLOMAVIRUSES
HPVs are ubiquitous small DNA viruses with strict tropism for 
cutaneous or mucosal stratified epithelia. HPVs cause common, 
plantar, and flat warts on the skin, multifocal epithelial hyperpla-
sia (MEH), mucosal condyloma, as well as cervical and oropha-
ryngeal lesions. Persistent infections can lead to benign tumors 
and, in some cases, malignant transformation and progression to 
invasive cancer. Severe HPV infections are frequent in patients 
with HIV infection or on immunosuppressive treatment, indi-
cating an important role for adaptive T-cell immunity in the 
control of HPV infection. In contrast to these syndromic HPV 
susceptibilities, some patients have isolated severe HPV infection 
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with milder T-cell deficiencies resulting mostly in decreased 
numbers or partially impaired function of CD4 T cells, as seen 
in patients with complete CD4 or IL-7 deficiency.31–33 Among 
isolated susceptibilities to HPV infection, epidermodysplasia 
verruciformis is the best studied. The patients are specifically 
susceptible to β-HPVs that cause flat warts. AR amorphic muta-
tions of TMC6, TMC8, and CIB1, encoding EVER1, EVER2, and 
calcium and integrin binding protein1 (CIB1), respectively, have 
been reported in these patients.11,12,34 The EVER and CIB1 pro-
teins have been shown to form a complex, and are thought to be 
viral restriction factors in skin keratinocytes.12 Recently, juvenile 
recurrent respiratory papillomatosis, driven by certain α-HPVs, 
was shown to be due to biallelic gain of function (GOF) in 
NLRP1, suggesting an important role of cell intrinsic immunity 
against HPVs other than β-HPVs (α, γ, μ and ν).11,34 Altogether, 
the studies of inherited susceptibility to HPVs reveal a central 
role of CD4 T cells and of keratinocyte intrinsic immunity for 
the control of the infection.

HUMAN GENETIC BASIS OF FULMINANT 
VIRAL HEPATITIS
Fulminant viral hepatitis (FVH) is a severe condition of liver 
function characterized by massive hepatocyte necrosis and 
an inflammatory infiltrate.13 FVH is life-threatening, but the 
patients are typically otherwise healthy, and normally resistant 
to other microbes. Hepatitis A virus (HAV) and hepatitis B virus 
(HBV) are frequently involved in FVH. The actual prevalence 
and incidence of FVH worldwide are not precisely known, but 
previous studies have suggested that FVH develops in no more 
than 0.5% and 0.1% of individuals with symptomatic HAV and 
HBV infections, respectively. The outcome is poor, with fewer 
than 20% of patients surviving in the absence of liver trans-
plantation. FVH is typically sporadic, but rare familial forms 
also exist, suggesting that there may be causal monogenic IEI. 
AR complete IL-18 binding protein (IL-18BP) deficiency was 
identified in 2019 as the first genetic etiology of FVH following 
HAV infection.35 A girl born to a consanguineous family from 
Algeria but living in France died of FVH. The patient carried a 
homozygous private mutation in IL18BP gene, which encodes 
the IL-18B.35 IL-18BP has a high affinity for IL-18 and blocks 
the binding of this cytokine to its membrane-bound recep-
tor, IL-18R. It is known that IL-18 is hepatotoxic and was ini-
tially identified as the cytokine responsible for liver failure in a 
murine model. The mechanism is thought to involve enhanced 
IL-18- and IFN-γ-dependent killing of hepatocytes mediated 
by NK and CD8 T cytotoxic cells. Moreover, the FVH-causing 
IL18BP genotype suggests that excessive IL-18 immunity may 
be a general mechanism underlying FVH, perhaps through the 
enhancement of IFN-γ immunity. The elucidation of the genetic 
basis of FVH has important clinical implications (given the high 
mortality) for patients and their families, with the possibility of 
genetic diagnoses and counseling plus enabling the develop-
ment of treatments based on the immunological mechanism 
involved.13

HYPOMORPHIC MUTATIONS OF IKBKG/NEMO
XR anhidrotic ectodermal dysplasia with immunodeficiency 
(XR-EDA-ID) is a rare IEI associated with a developmental 

disorder (Fig. 35.4) (OMIM# 300291). Patients with XR-
EDA-ID carry hypomorphic mutations of IKBKG, which 
encodes IKK-γ/NEMO, a protein essential for NF-κB activa-
tion. More than 100 patients with such mutations have been 
reported.36 The only immunological abnormality known to 
be common to all patients with NEMO deficiency is low 
levels of memory B cells, while an absence of serum anti-
bodies generated to carbohydrate antigens has also been 
reported in the majority of patients. Some patients have 
high IgM levels, and a small number have NK-cell abnor-
malities.36 The infectious phenotype of patients with IKBKG 
mutations patients is characterized by infections caused by 
encapsulated pyogenic bacteria, such as Haemophilus influ-
enzae and Streptococcus pneumoniae. Infections caused by 
weakly pathogenic microorganisms, such as M. avium and 
M. kansasii, as well as other viral and bacterial infections 
have also been reported.36 Infections are marked by a poor 
or delayed clinical and biological inflammatory response. 
Some patients (~20%) present with recurrent diarrhea and/
or colitis. About 80% of the patients with NEMO muta-
tions described have ectodermal dysplasia (EDA), which is 
characterized by hypohidrosis, widely spaced cone-shaped 
or peg-shaped teeth, and hypotrichosis (see Fig. 35.4).36 
These features result from defective signaling downstream 
from the ectodysplasin receptor. A small number of patients 
with more severe IKBKG mutations have been reported to 
display osteopetrosis and lymphedema associated with the 
EDA phenotype.36 Some patients also have dysmorphia with 
mild frontal bossing. However, about 10% of patients with 
IKBKG mutations display none of the classic features of the  
EDA phenotype.36,37

A

B

FIG. 35.4 Ectodermal Dysplasia With Immunodeficiency  
Patients. Two patients with ectodermal dysplasia with immuno-
deficiency, one with widely spaced cone- or peg-shaped teeth, 
the other having conical incisors.
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GENETIC DISORDERS OF IKKα/IKKβ
βAR complete IKKβ deficiency (OMIM#603258) was first 
reported in 2013, in four infants.38 All patients presented with 
early-onset, life-threatening bacterial, mycobacterial, fungal, 
and viral infections as well as failure to thrive, conditions con-
sistent with a clinical diagnosis of severe combined immunode-
ficiency (SCID).38 Other patients with biallelic loss-of-function 
(LOF) mutations of IKBKB and a similar infectious phenotype 
have since been reported.16 Immunological and functional 
investigations revealed abnormal T-cell differentiation (excess 
of naïve T cells), very low levels or absent regulatory T cells 
(Tregs), and low or absence of γ/δ T cells. The B-cell differentia-
tion is also impacted with low levels of class-switched memory 
B cells.16 IKKβ-deficient patients display no signs of EDA, devel-
opmental or gene regulatory defects in other organs, except for 
two patients with conical teeth.16 A heterozygous GOF mutation 
of IKBKB has also been reported.39 The patients presented with 
recurrent otitis media and sinusitis. EDA was considered pos-
sible only in the proband of one kindred. These patients have 
immune dysregulation, combined T-cell and B-cell deficiency, 
with low levels of naïve T cells and memory B cells associated 
with hypogammaglobulinemia.39 Finally, AR complete IKKα 
deficiency is very rare and, like NEMO deficiency, seems to 
lead to a spectrum of phenotypes extending from fetal death 
to severe EDA-ID-like phenotypes in newborns. The presence 
of a heterozygous stop-gain mutation in a public database and 
the absence of a phenotype in the heterozygous parents in the 
initial report of the AR condition excluded the possibility of 
dominance by haploinsufficiency.

HYPERMORPHIC MUTATIONS OF NUCLEAR 
FACTOR-κB INHIBITOR ALPHA (NFKBIA/IκBα)
Heterozygosity for a hypermorphic or GOF NFKBIA mutation 
(OMIM#164008) encoding IκBα was first reported in 2003, in 
a European patient.40 Other unrelated patients with seven dif-
ferent hypermorphic mutations of NFKBIA have since been 
reported.40 IκBα GOF mutations lead to an impairment of T-cell 
receptor (TCR) signaling in 70% of patients, while all patients 
described with these mutations have impaired TNFR and IL-1R/
TLR responses.40 Patients with NFKBIA GOF mutations have 
low levels of memory B cells, dysgammaglobulinemia, and low 
levels of specific antibodies. Some also have low proportions 
of memory CD4 or CD8 T cells, or both, an excess of naïve T 
cells, or an absence of TCRγ/δ T cells. With the exception of two 
patients with IκBα disorder, one with complex mosaicism and 
one with S36Y mutation, all patients have been found to have 
the features of EDA.36,40 Patients with IκBα GOF mutations have 
developed recurrent bacterial infections: pneumonia, sepsis or 
meningitis, and arthritis. They are also prone to opportunistic 
infections, such as Pneumocystis jiroveci pneumonia and CMC. 
Finally, some patients have presented with recurrent diarrhea 
and/or colitis.16

LUBAC DEFICIENCY: HOIL1/RBCK1 AND 
HOIP/RNF31 DEFICIENCIES
AR complete HOIL-1 deficiency (HOIL1/RBCK1, OMIM#610924) 
due to biallelic mutations of the HOIL-1 gene was first reported 

in 2012.41 Patients had an autoinflammatory syndrome with 
pyogenic bacterial diseases, which led to their death.41 LUBAC 
deficiency results in an impaired response to TNF and IL-1β in 
fibroblasts as well as an impaired response to CD40L in B cells, 
but it also leads to hyperresponsiveness to IL-1β in monocytes. 
Patients presented with recurrent systemic inflammatory symp-
toms starting during the first few months of life due to monocyte 
overactivation. They also developed recurrent pyogenic bacterial 
infections caused by S. pneumoniae, H. influenzae, Escherichia 
coli, Staphylococcus spp., and Enterococcus, at least in part because 
of their inability to produce anti-polysaccharide antibodies. One 
patient also had chronic CMV infection and another had Giardia 
intestinalis infection.41 All patients also had amyotrophy, muscle 
weakness, and failure to thrive, probably due to muscular amylo-
pectinosis complicated by peripheral myopathy and cardiomyop-
athy.16 Interestingly, 14 patients with HOIL1 deficiency from 10 
unrelated kindreds were identified on the basis of neuromuscular 
and cardiac involvement secondary to amylopectinosis. Partial 
AR HOIP deficiency (RNF31, OMIM# 612487) has been identi-
fied in two patients. The first patient displayed an autoinflam-
matory syndrome, pyogenic bacterial diseases, amylopectinosis, 
and lymphangiectasia.42 There are reports of a second patient 
diagnosed with common variable immune deficiency (CVID) 
who displayed autoinflammation in the absence of lymphangi-
ectasia or amylopectinosis. At the cellular level, HOIP deficiency 
is similar to AR HOIL-1 deficiency (see above), presenting with 
recurrent episodes of amyotrophy, muscle weakness, and fail-
ure to thrive, partly because of muscle amylopectinosis. These 
two cases of HOIP deficiency displayed similar clinical features 
of immune dysregulation.16 Both suffered from severe bacterial 
infections due to the low level of memory B cells and impaired 
antibody production.

IRAK4 AND MYD88 DEFICIENCY
AR complete IRAK-4 deficiency (OMIM#607676) was first 
described in 2003.14 These patients have normal basic immu-
nophenotyping results, normal antigen-specific T-cell and 
B-cell responses with two notable exceptions.16 First, the gly-
can-specific IgG and IgM antibody responses to pneumococ-
cal and AB glycans (allohemagglutinins of the ABO system) 
are impaired in up to one third of the cases explored.43 Sec-
ond, serum IgE and IgG4 concentrations are high in up to two 
thirds and one third of the patients, respectively.43 The IRAK-
4-deficient patients were found to have a specific deficiency 
of unswitched memory B cells (CD19+, IgD+, CD27+) but 
normal levels of switched memory B cells. IRAK-4 deficiency 
confers a selective predisposition to severe bacterial infection 
(S. pneumoniae, S. aureus, and Pseudomonas aeruginosa), with 
an impairment of the ability to increase plasma C-reactive 
protein (CRP) concentrations and to mount a fever at the 
beginning of an infection. Patients with IRAK-4 deficiency 
suffered from their first bacterial infection before the age of  
2 years. However, the clinical phenotype of IRAK-4 deficiency 
seems to improve with age, as none of the patients had invasive 
bacterial infection after the onset of adolescence.43 However, 
patients with IRAK-4 deficiency suffer from skin and respira-
tory infections even during and after adolescence.43 AR com-
plete MyD88 deficiency has been described in more than 20 
patients (OMIM#612260).15,43 The clinical and immunological 
features of these patients are similar to those with AR com-
plete IRAK-4 deficiency.15,16,43
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TIRAP Deficiency
AR complete TIRAP deficiency (OMIM#606252) has been 
identified in eight individuals of a large consanguineous family.44  
The homozygous mutation (R121W) of the Toll-IL-1 recep-
tor domain-containing adapter protein (TIRAP) identified in 
this family affects the TIR domain and impairs the binding of 
TIRAP to both the receptor and MyD88. All but one of the indi-
viduals had no clinical phenotype and this patient suffered from 
pneumonia and sepsis caused by Panton-Valentine leukocidin 
(PVL)-producing S. aureus. Specific deficiency of unswitched 
memory B cells (CD19+, IgD+, CD27+) but normal levels of 
switched memory B cells were observed.44 Antibody produc-
tion was normal in all carriers of the mutation, except for an 
absence of antibodies directed against lipoteichoic acid (anti-
LTA) in the patient with clinical manifestations. In humans, the 
leukocyte response to LTA is mediated principally by TLR2/6 
heterodimers acting in concert with CD36, but anti-LTA anti-
bodies enhance this response through the recognition of their 
invariant IgG domain by CD32.44

Genetic Disorders of Interleukin-17-Mediated Immunity 
and Chronic Mucocutaneous Candidiasis
CMC is characterized by persistent or recurrent infections of 
the skin (intertrigo, angular cheilitis), mucous membranes 
(oral, esophageal, genital), and nails (onychomycosis) caused by  
Candida (C. albicans in particular).18 CMC was first described in 
the 1960s, and was reported to display AD heritance. Soon after, 
cases with a possible AR inheritance were reported. Inherited 
CMC usually begins early in infancy and can affect either oth-
erwise healthy individuals (isolated CMC) or be associated with 
other clinical features (syndromic CMC). Superficial dermatophy-
tosis, invasive fungal diseases, bacterial infections of the skin and 
respiratory tract, and viral cutaneous infections have been reported 
in some patients. In rare cases, cerebral aneurysms, oral/esopha-
geal squamous cell carcinoma, or autoimmunity have also been 
described. These IEIs are caused by mutations of IL17F, IL17RA, 
IL17RC, ACT1/TRAF3IP2, MAPK8, CARD9, STAT3, ZNF341, 
RORC, STAT1, and AIRE, representing genes that disrupt the 

production of or the response to IL-17A and IL-17F (Fig. 35.5).18 
Some patients with invasive fungal diseases (e.g., CNS candidia-
sis) carry biallelic mutations of the CARD9 gene.18 The molecular 
and clinical features of CMC have been reviewed elsewhere.18 An 
exception to these IEIs is the AR autoimmune polyendocrinopa-
thy syndrome type 1 (APS-1 or autoimmune polyendocrinopathy-
candidiasis-ectodermal dystrophy [APECED]) (OMIM 240300). 
APS-1 is caused by mutations of the AIRE gene resulting in 
impaired T-cell tolerance, with 88% of patients developing CMC. 
High levels of neutralizing autoantibodies against IL-17A, IL-17F, 
and/or IL-22 have been detected in the serum of many APS-1 
patients possibly responsible for the CMC.45

AR complete IL-17RA deficiency (OMIM 613953) was first 
identified in 2011 and additional patients were reported later 
(see Fig. 35.5).17,18 CMC was present in all patients, but some 
may also have developed staphylococcal cutaneous lesions and 
recurrent bacterial infections of respiratory tract.18 The cellu-
lar phenotype was characterized by an absence of response to  
IL-17A and IL-17F homo- and heterodimers in the patients’ 
fibroblasts, and to IL-17E (IL-25) in the patients’ peripheral 
blood mononuclear cells.18 AD IL-17F deficiency (OMIM 
613956) was also first described in 2011 in a multiplex kindred 
from Argentina with isolated CMC.17 A monoallelic private 
missense mutation of IL17F was detected and found to have no 
impact on protein production. However, this mutation greatly 
decreased the activity of homo- and heterodimers (IL-17F/
IL-17F or IL-17A/IL-17F) containing the mutant protein, by 
affecting their binding to the receptor. Another patient with a 
monoallelic mutation of IL-17F has been reported, but no cel-
lular characterization was carried out.17 AR complete IL-17RC 
deficiency has been reported in three unrelated patients from 
Turkey and Argentina.46 All patients suffered from CMC, and 
none presented invasive or recurrent bacterial infections. The 
clinical manifestations of infectious diseases in this group 
of patients resembled those in patients with AD IL-17 defi-
ciency.46 The homozygous mutations identified confer a loss 
of IL-17RC protein expression in transfected HEK293T cells, 
with complete abolition of the response to IL-17A and IL-17 
homo- and heterodimers of patients’ fibroblasts.46 AR com-
plete ACT1 deficiency has been reported in two patients from 
a consanguineous family from Algeria.47 These two siblings 
developed CMC. However, one of them presented recurrent 
episodes of folliculitis decalvans and bilateral blepharitis caused 
by S. aureus. Their cellular phenotypes were characterized by 
impaired responses to IL-17A and IL-17F homo- and heterodi-
mers in patients’ fibroblasts, and impaired responses to IL-17E 
in T cells.47 Recently, an AD deficiency of JNK1 has been identi-
fied in three patients from a French multiplex family. Patients 
presented with syndromic CMC that also included mucocuta-
neous infections with S. aureus and a connective tissue disorder. 
JNK1 is involved in several pathways, including the IL-17 sig-
naling pathway. Patients’ fibroblasts displayed impaired cellular 
responses to IL-17A and IL-17F homo- and heterodimers. In 
humans, JNK1 also acts downstream from transforming growth 
factor-β1 (TGF-β1), involved in Th17 differentiation in vitro, 
and, as expected, patients’ peripheral blood mononuclear cells 
(PBMCs) displayed reduced proportions of Th17 cells.48

Genome-wide approaches led to the discovery of hetero-
zygous STAT1 missense mutations in patients with CMC 
(OMIM 614162).49,50 These mutations, unlike the previously 
reported mono- or biallelic STAT1 LOF mutations associated 
with susceptibility to mycobacterial, intracellular bacterial, 

THERAPEUTIC PRINCPLES
Principles for the Treatment of Inherited Disorders 
of TIR-Mediated Immunity

• Patients should receive conjugated and nonconjugated vaccines
against encapsulated bacteria (S. pneumoniae, H. influenzae, N. men-
ingitidis). All live vaccines (BCG, poliovirus, MMR) are contraindicated.

• A preventive treatment, including antibiotic prophylaxis with trime-
thoprim-sulfamethoxazole and/or penicillin V, should be adminis-
tered throughout the life of the patient.

• Monthly prophylactic administrations of intravenous or subcutane-
ous immunoglobulins should be considered in selected patients.

• Empiric parenteral antibiotic treatment against S. pneumoniae,
S.  aureus, and P. aeruginosa should be initiated as soon as an
 infection is suspected or if the patient develops a moderate fever,
without tak ing inflammatory parameters into account.

• Hematopoietic stem cell transplantation should be considered in
selected patients with genetic disorders of NEMO, IκBα, and com-
plete deficiency of IKBKB.

• Patients with HOIL-1 and HOIP deficiencies should be followed for
possible muscle weakness and cardiomyopathy. Heart transplants
may need to be considered for these patients.
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and viral infections, were shown to be GOF (see Fig. 35.5).18 
CMCD-causing STAT1 mutations enhance the responses of 
STAT1 to IFN-α/β, IFN-γ, and IL-27, thereby repressing IL-17 
T-cell development, likely accounting for the low IL-17 T-cell 
counts in these patients, resulting in CMCD.18 Presently over 
400 patients with STAT1 GOF have been identified worldwide. 
AR complete ROR-γ/ROR-γT deficiency has recently been 
identified in three unrelated consanguineous families (see Fig. 
35.5).22 RORC is a DNA-binding transcription factor that plays 
an important role in thymopoiesis. The patients suffered from 
an unusual combination of BCG-osis and mild CMC.22 Muta-
tions identified affect both IL-17 and IFN-γ immunity. The lack 
of functional ROR-γT protein, a transcription factor, prevents 
the development of IL-17-producing T cells, accounting for 
the CMC observed in these patients. Surprisingly, the patients 
also lacked mucosal-associated invariant T (MAIT) cells and 
invariant natural killer T cells (iNKT), which normally pro-
duce IFN-γ, and can inhibit intracellular mycobacterial repli-
cation. Moreover, their conventional CD8 α/β and γ/δ T cells, 
unlike their CD4 α/β T and NK cells, produced only very small 
amounts of IFN-γ. ROR-γ/ROR-γT, thus plays a critical role 
in MAIT and iNKT development, and in the capacity of γ/δ T 
cells and CCR6+CXCR3+CD4+ α/β Th1 cells to make IFN-γ. 
This results in a profound impairment of IFN-γ production by 
lymphocytes, leading to susceptibility to mycobacterial disease 
and making vaccination with BCG contraindicated.22 Antibiotic 
treatment can be combined with recombinant IFN-γ in cases 
of disseminated mycobacterial infection. Finally, patients with 
hyper-IgE syndrome (HIES), whether AD or AR, caused by 
monoallelic dominant negative mutations of STAT351,52 or bial-
lelic loss of function mutations of ZNF341 (see Fig. 35.5),53,54 
respectively, display syndromic CMC, with severe skin and pul-
monary staphylococcal disease, severe eczema, high serum IgE 

levels, and some developmental abnormalities.18 These patients 
were shown to display abnormally low proportions of ex vivo 
and in vitro differentiated Th17 cells, due to impaired signal-
ing downstream of cytokines important in their development 
(e.g., IL-6, IL-23) for STAT3, or to the disruption of ZNF341-
dependent STAT3 transcription and activity.53,54 Overall, these 
studies strongly suggest that IL-17 immunity plays a crucial role 
in defense against CMC in humans. The careful clinical descrip-
tion of a large series of patients would be required to determine 
the role of these cytokines more precisely.
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FIG. 35.5 Genetic Etiologies Affecting the Interleukin-17-Mediated Immunity. Schematic representation of interleukin-17 (IL-17F)-
mediated immunity and cooperation between cells recognizing Candida albicans (phagocytes and epithelial cells) and cells producing 
IL-17 cytokines (T and innate lymphoid cells [ILC]). Proteins for which a mutation of the corresponding gene has been recognized to 
cause isolated chronic mucocutaneous candidiasis (CMC) are shown in blue, and those responsible for syndromic CMC are shown in 
red. CMC causing mutations of IL17F, IL17RA, IL17RC, ACT1, and MAPK8 (encoding JNK1) impair responses to IL-17A/F response. 
CMC causing mutations of IL12B, IL12RB1, STAT1 (GOF), STAT3, ZNF341, RORC, and CARD9 genes impair the development of  
IL-17-producing T cells.

CONCLUSION
An understanding of the molecular basis of the IEIs affecting the 
innate and adaptive immune responses has provided detailed 
insight into the pathogenesis of infections in affected patients, 
paving the way for genetic counseling and rational treatment 

THERAPEUTIC PRINCIPLES
Management of Patients With Chronic 
Mucocutaneous Candidiasis

• Patients with chronic mucocutaneous candidiasis should be managed
with preventive long-term antifungal therapy, principally fluconazole
followed by other antifungal drugs such as itraconazole or posacon-
azole.

• Antibiotic prophylaxis should be considered in select patients with
cutaneous staphylococcal disease.

• Immunoglobulin replacement therapy should be considered in pa-
tients with recurrent pneumonia.

• Genetically defining the defect can lead to specific immunomodula-
tory therapy, such as using a Janus kinase (JAK) inhibitor in patients
with STAT1 gain of function mutation.
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design. These IEIs should be considered in patients with unex-
plained infectious diseases, whether caused by single or multi-
ple infectious agents, even if all standard immunological testing 
has been unrevealing. Interestingly, even common infectious 
diseases, such as TB, invasive pneumococcal disease, and HSE, 
may be associated with monogenic immune disorders. The dis-
covery of many novel IEIs opens up exciting new perspectives, 
not only in increasing our understanding of immunity to patho-
gens but also benefiting patients. It is thought that most patients 
with severe infectious diseases likely suffer from an underlying 
IEI, and they should therefore be investigated for known and 
potentially unknown immunodeficiency conditions.

• Unexplained infectious diseases occur in patients, particularly in chil-
dren, as a result of an inborn error of immunity.

• Patients with severe infectious disease should be repeatedly
 investigated even if all standard immunological testing has been
unrevealing.

• The exploration of these defects, by application of next-generation
deep-sequencing technologies, provides tools for molecular diagnosis 
and genetic counseling and opens up exciting new perspectives ben-
efiting patients.

• The identification of associated genetic defects will also guide rational 
treatment based on improvements in our understanding of specific
disease pathogenesis.
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• New IEIs should be sought in patients with unexplained infectious
diseases.

• Children with severe infectious diseases should be repeatedly inves-
tigated for known and unknown immunodeficiency conditions.

• The exploration of idiopathic infections leads to the discovery of new
IEIs and to a better understanding of immunity to pathogens.

Principles for the Treatment of Mendelian Susceptibility to 
Mycobacterial Disease Patients
• Vaccination with live BCG is contraindicated.
• Multiple ATBs against mycobacteria should be administered with-

out interruption in patients with complete IFN-γR1, IFN-γR2, IRF8 or
STAT1 deficiency.

• Prolonged and aggressive antimycobacterial ATBs may be associated
with subcutaneous recombinant IFN-γ in selected patients with par-
tial IFN-γR1, IFN-γR2, IRF8, CYBB, JAK1 or STAT1 deficiency, com-
plete IL-12p40, IL12Rβ1, IL12Rβ2, IL-23R, SPPL2A, IFN-γ or ISG15
deficiency.

• HSCT should be considered in patients with complete IFN-γR1, IFN-
γR2, IRF8, or STAT1 deficiency.

Principles for the Treatment of Herpes Simplex Virus-1 
Encephalitis
• Treatment with IFN-α, in parallel with acyclovir, may help to improve dis-

ease outcome in patients with TLR3 pathway deficiencies, in particular.
• Serological monitoring for HSV-1 infection should be considered in

individuals carrying mutations of TLR3 pathway genes but with no
anti-HSV-1 antibody detectable in serum.

• In the absence of an effective vaccine against HSV-1, acyclovir may be 
considered an appropriate prophylactic treatment in individuals carry-
ing mutations of TLR3 pathway genes, even if serologically negative
for HSV-1.

Principles for the Treatment of Inherited Disorders of TIR-
Mediated Immunity
• Patients should receive conjugated and nonconjugated vaccines

against encapsulated bacteria (pneumococcus, H. influenzae, menin-
gococcus). Live vaccines (BCG, poliovirus) are contraindicated.

• A preventive treatment, including ATB prophylaxis with trimethoprim-
sulfamethoxazole and/or penicillin V, should be administered through-
out the life of the patient.

• Monthly prophylactic administrations of intravenous or subcutaneous
immunoglobulins should be considered in selected patients.

• Empiric parenteral ATB treatment against S. pneumoniae, S. aureus,
and P. aeruginosa should be initiated as soon as an infection is sus-
pected or if the patient develops a moderate fever, without taking
inflammatory parameters into account.

• HSCT should be considered in selected patients with genetic disor-
ders of NEMO, IκBα, and complete deficiency of IKBKB.

• Patients with HOIL1 and HOIP deficiencies should be followed for
possible muscular weakness and cardiomyopathy. Heart transplants
should be considered for these patients.

Principles for the Treatment of Chronic Mucocutaneous 
Candidiasis
• A preventive antifungal treatment, (principally fluconazole) should be

administered in the long term, followed by other antifungal drugs,
such as itraconazole or posaconazole.

• ATB prophylaxis should be considered in selected patients with cuta-
neous staphylococcal disease.

• Monthly prophylactic administrations of intravenous immunoglobulins 
should be considered in selected patients with recurrent pneumonia.

• G-CSF, the JAK inhibitor ruxolitinib or HSCT may also be considered.

KEY CONCEPTS
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Hemophagocytic lymphohistiocytosis (HLH) is an increasingly 
recognized life-threatening hyperinflammatory syndrome. The 
syndrome of HLH describes both patients with familial HLH 
(due to a variety of genetic lesions) as well as patients without 
clear genetic causes, many of whom have other medical con-
ditions, including infection, malignancy, and rheumatologic 
 disorders that are thought to contribute to its development.

the  immunopathologic syndrome that develops in response 
to excessive or poorly regulated adaptive immune responses is 
similar in all patients. Indeed, the severity of mutations appears 
to underlie an individual’s risk for developing HLH in response 
to mild or extreme immune stimuli.1

EPIDEMIOLOGY
The exact incidence and prevalence of HLH are unknown and 
remain challenging to ascertain accurately. The diagnosis of 
HLH is challenging because of its variable presentation and 
the many nonspecific clinical features it shares with other dis-
ease processes. HLH is considered to be rare, but increasing 
awareness and recognition of the syndrome is leading to more 
 frequent diagnoses.

Infants are most commonly affected, with the highest inci-
dence in those less than 3 months of age. A report estimated the 
prevalence of fHLH in tertiary care pediatric hospitals as 1 case 
per 3000 inpatient admissions.2 A comprehensive, population-
based study in Sweden reported an incidence of 1.2/1,000,000 
children per year. One child per 50,000 live born developed 
fHLH during the 15 years study period.3 Although HLH is 
primarily a pediatric disease, it is diagnosed in patients of all 
ages. In a large cohort from Japan, 40% of the HLH patients 
were adults.4,5 The incidence may be as high as 1 in 2000 adult 
 admissions at tertiary medical centers.6

• A hyperactive immune response, characterized by excessive activa-
tion of T cells, which recruit innate effector cells, leading to severe,
often fatal, immune-mediated pathology

• Tissue damage is due to the toxic effects of immune activation, not
self-reactivity (“collateral damage” instead of autoimmunity)

• “Hemophagocytosis” refers to the appearance of macrophages
 eating other cells in an apparent nonspecific fashion

• Although hemophagocytic lymphohistiocytosis (HLH) has been
 historically divided into familial (or “primary”) forms and “secondary”
forms, it should be viewed as a singular syndrome that is associated
with a continuum of genetic and environmental risk factors.

• The syndrome of HLH encompasses HLH diseases (requiring  immune 
suppression for treatment) and HLH disease mimickers—diseases
that create the same clinical picture but do not involve  immune
 activation or require immune suppression

KEY CONCEPTS

HLH may present in a variety of clinical contexts. Patients 
in the familial HLH (fHLH) category are usually infants or 
young children with a positive family history or known genetic 
causes. These patients have a clear risk of HLH recurrence and 
will generally not survive long term without hematopoietic cell 
transplantation (HCT). Although HLH in these patients can be 
associated with infections or vaccination, the immunologic ac-
tivator is often not apparent.

Older children or adults who present without a family histo-
ry or a known genetic cause typically have concurrent infections 
or medical conditions that appear to activate their HLH. These 
patients have historically been referred to as “secondary HLH,” 
as opposed to “primary” (familial) HLH. However, a variety of 
data indicate that this dichotomy is a false one; “triggers” are 
seen in many patients with fHLH. Experimental studies dem-
onstrate that even severe genetic lesions still require a trigger—
suggesting that some patients have unrecognized triggers. Fi-
nally, the range of identified genetic lesions now includes milder 
ones, which typically present at older ages.

In certain cases the term “secondary” is still apt, due to their 
distinctive features and treatments: malignancy (a unique sort 
of “acquired genetic lesion”) and rheumatologic disorders, 
such as systemic onset juvenile idiopathic arthritis (SJIA). Al-
though the clinical contexts and triggers for HLH are diverse, 

• In genetic forms, a disorder of intrinsic immune regulation
• In syndromic forms not well understood
• T cells are the keys driver of disease
• Interferon gamma (IFN-γ) is the main mediator in genetic forms

PATHOPHYSIOLOGY OF 
HEMOPHAGOCYTIC 
LYMPHOHISTIOCYTOSIS

PATHOPHYSIOLOGY
HLH is a syndrome of excessive inflammation and tissue de-
struction due to abnormal immune activation. For fHLH at 
least, experimental studies in animal models have demonstrated 
that HLH results from excessive activation of a normal CD8 T-
cell reaction (an otherwise physiologic response to infection) 
(Chapter 12).7 The lack of normal cytotoxic function deregulates 
antigen presentation, leading to excessive T-cell activation. Sev-
eral key concepts are apparent from these studies. First, the im-
mune response itself, not the infectious or other environmental 
activators, drives disease pathology. Second, unlike many other 
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immune disorders, immune activation, not self-reactivity (or 
autoimmunity), is the cause of disease pathology. Third, while 
macrophages are clearly involved in disease development, T 
cells (specifically CD8 T cells) are key upstream drivers of HLH 
disease.8 Finally, across multiple genetic models, interferon 
gamma (IFN-γ) (Chapter 14) is a key mediator of disease devel-
opment and is likely the principal connector between activated 
T cells and activation of macrophages. Furthermore, the clinical 
testing of anti-IFN-γ antibody (emapalumab) has proven that 
IFN-γ is a key driver of disease.9

GENETICS
A widening spectrum of genetic lesions associated with HLH is 
now recognized, in which the most severe ones inevitably lead 
to HLH at an early age, and milder ones are associated with old-
er onset age and more potent environmental activators. Single 
allele mutations typically thought of as conferring only carrier 
status are frequently seen in patients with HLH associated with 
rheumatologic disorders or malignancy.10 Thus, genetic con-
tribution/risk does not fit neatly into the familial/nonfamilial 
dichotomy.

A nonexhaustive list of genetic lesions leading to HLH is de-
scribed in Table 36.1. A recent whole-exome based study has ex-
panded the list of potentially HLH-associated genes to include 
other genes associated with immune function and regulation, 
albeit with less clear causality. However, the overall theme of all 
of these genetic findings is that fHLH is caused by defective im-
mune regulation, leading to excessive activation of T cells and 
macrophages (Fig. 36.1).

DIAGNOSIS
HLH was defined in the HLH-2004 study as fulfilling five of 
eight criteria: fever, splenomegaly, cytopenias in two or more 

lineages (platelets <100 K/mL, hemoglobin <9 g/dL, neutro-
phils <1000 /mL), ferritin >500 ng/mL, sCD25 >2400 U/mL, 
low NK cell function, hemophagocytosis on biopsy, and either 
fibrinogen <150 mg/dL or triglycerides >265 mg/dL. Initial 
symptoms of HLH are nonspecific and may overlap with other 
inflammatory or hematopoietic diseases. Conditions fulfilling 

FIG. 36.1 The Pathogenesis of Familial Hemophagocytic Lymphohistiocytosis (HLH). T-cell responses are normally shaped by 
negative feedback involving the perforin pathway in which cytotoxic T cells (Chapter 12) eliminate antigen-presenting cells (Chapter 6). 
Patients with familial HLH (fHLH) often have defects of the perforin pathway. Experimental studies have demonstrated that defects of 
this feedback regulation result in excessive antigen presentation by dendritic cells, leading to excessive T-cell activation (Chapter 10), 
and overproduction of interferon-gamma (IFN-γ) (Chapter 14), leading to pathologic macrophage activation. Thus, clinical HLH results 
from a primary defect of immune regulation leading to severe immunopathology, which is largely driven by IFN-γ.

TABLE 36.1 Genetic Mutations Associated 
With Hemophagocytic Lymphohistiocytosis

Gene Disease

Apparent  
Mechanism of HLH 
Predisposition

PRF1 FHL2 Defective granule- 
mediated cytotoxicityUNC13D FHL3

STX11 FHL4
STXBP2 FHL5
RAB27A Griscelli syndrome
LYST Chediak-Higashi syndrome
AP3B1 Hermanski-Pudlak syndrome

XIAP XLP2/ X-linked HLH Disorders of 
inflammasome 
activation

NLRC4 Auto-inflammation with infantile 
enterocolitis

CDC42 NOCARH syndrome

SH2D1A Lymphoproliferative syndrome, 
X-linked, 1 (XLP1)

Disorders of T-cell 
signaling

ITK Lymphoproliferative syndrome 1
CD27 Lymphoproliferative syndrome 2
MAGT1 Immunodeficiency, X-linked, 

with magnesium defect, 
Epstein-Barr virus infection, 
and neoplasia (X-MEN)

SLC7A7 Lysinuric protein intolerance Disorders of macro-
phage inflammatory 
signalingHMOX1 Heme oxygenase deficiency

HLH, Hemophagocytic lymphohistiocytosis.
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this syndromic definition may be conceptually split into HLH 
disease (fHLH and others) and mimickers of HLH disease. This 
distinction is important as HLH disease requires prompt and 
aggressive immune suppression, while other conditions may 
require different therapies or may be worsened by immune sup-
pression. For example, a patient with a visceral Leishmania in-
fection could present with this clinical pattern without having 
“inappropriate” immune activation and would be harmed by 
immune suppression.

Why is this concept valuable? HLH typically requires prompt 
recognition and treatment, often before all data can be gathered. 
However, this aggressive stance should be balanced by a cau-
tious and careful exclusion of conditions that look like HLH 
but would not benefit from or even be harmed by immune sup-
pression and may require different specific treatments. Undiag-
nosed malignancy is especially problematic as HLH-directed 
therapy often obscures diagnosis.11 Moreover, the cases should 
be divided by the HLH activator because each has its character-
istics and treatment.12

Since T-cell activation is central to HLH pathogenesis, sCD25 
should always be elevated in untreated HLH.13 If not elevated, 
then one should doubt a diagnosis of HLH. Similarly, though 
not as well established, because HLH appears to be primarily 
driven by IFN-γ, elevations of CXCL9 (Chapter 15) (a sensitive 
indicator of IFN-γ bioactivity) should be seen in untreated cases 
of HLH disease).14 Ferritin levels above 10,000 ng/mL appear to 
be relatively specific for HLH in children but are not very sen-
sitive.15 While specialized immunologic testing may facilitate 
diagnosis, if a diagnosis can be made without them, then treat-
ment should not be delayed pending these results. Likewise, 
treatment should not be delayed for assessment of central ner-
vous system (CNS) involvement, though this should always be 
conducted (once a lumbar puncture can be safely performed).

Most features of HLH are unexpected in either their high 
levels (ferritin, sCD25, triglycerides), distinctiveness (spleno-
megaly and hemophagocytosis), or acute appearance (anemia). 
There are also “ironic” features that are the opposite of what 
we expect to see in a state of inflammation such as neutrope-
nia, thrombocytopenia, low NK function, and fibrinogen level. 
Though many HLH diagnostic features are unique, their pres-
ence or absence should not automatically determine the diagno-
sis. Moreover, they have not been validated for secondary HLH 
and efforts to determine specific diagnostic criteria are ongoing.

OTHER MANIFESTATIONS
HLH may present in many forms, including fever of unknown 
origin (FUO); hepatitis or acute liver failure; and sepsis-like, 
Kawasaki-like, and familial neurologic abnormalities. Not all of 
the HLH diagnostic criteria may be present initially, so it is vi-
tal to follow clinical signs and laboratory markers of pathologic 
inflammation repeatedly to identify the trends. Typical clinical 
features seen in patients with HLH, grouped by organ system, 
are described below.

Prolonged Fever is a common manifestation. In patients with 
FUO, cytopenia, highly elevated ferritin (>3000 g/dL), or sCD25 
significantly above age-adjusted normal ranges generally suggest 
that a complete HLH diagnostic evaluation should be pursued.

Liver Disease and Coagulopathy. Most patients with HLH 
have variable evidence of hepatitis at presentation. HLH should 
be considered in the differential diagnosis of acute liver fail-
ure, mainly if lymphocytic infiltrates are noted on biopsy. Most  

patients have evidence of disseminated intravascular coagula-
tion (DIC) and are at high risk for acute bleeding.

Blood Lineages Cytopenia. Anemia and thrombocytopenia 
occur in more than 80% of patients at the time of presentation 
with HLH. Although hemophagocytosis in bone marrow is as-
sociated with HLH, the morphologic phenomenon may also 
be induced by blood transfusions, infection, an autoimmune 
disease, or other events. Despite the terminology of HLH, the 
diagnosis of HLH should never be made or excluded solely on 
the presence or absence of hemophagocytosis.

Neurologic Symptoms. More than one-third of patients pres-
ent with neurologic symptoms. These include seizures, men-
ingismus, decreased level of consciousness, cranial nerve palsy, 
psychomotor retardation, ataxia, irritability, and hypotonia. The 
cerebrospinal fluid (CSF) is abnormal in more than 50% of fHLH 
patients with findings of pleocytosis, elevated protein, or hemo-
phagocytosis. Magnetic resonance imaging (MRI) findings are 
highly variable and include discrete lesions, leptomeningeal en-
hancement, or global edema, and images that correlate with neu-
rologic symptoms.12

DISTINCTIVE CLINICAL CONTEXTS

Hemophagocytic Lymphohistiocytosis in the 
Context of a Rheumatologic Disease (R-HLH)
Macrophage activation syndrome (MAS) is the term most com-
monly used to refer to an HLH or HLH-like syndrome occur-
ring in the context of rheumatologic disorders (Chapter 52 and 
54). R-HLH is most commonly associated with juvenile idio-
pathic arthritis (SJIA) (Chapter 54), systemic lupus erythemato-
sus (SLE) (Chapter 52), or adult-onset Still disease. While MAS 
and HLH are very similar and should be viewed as the same 
disease, there are notable differences in presentation. Consensus 
criteria for recognizing MAS in the context of SJIA have been 
developed, and, in general, these MAS patients are older than 
fHLH patients and present with substantially higher platelet 
and neutrophil counts as well as higher fibrinogen levels. These 
laboratory values are typically elevated in patients with SJIA, so 
normal levels may be viewed as “abnormally  normal” in MAS.16

Hemophagocytic Lymphohistiocytosis 
in the Context of Malignancy (M-HLH)
The association of HLH with malignancy has been recognized for 
decades. Patients may present with the clinical syndrome of HLH 
associated with undiagnosed underlying malignancy or trans-
formation of an indolent hematologic malignancy, or they may 
develop HLH during treatment for known malignancy, usually in 
the context of infection. The pathophysiology of M-HLH is not 
well defined, and the tumor itself may “mimic” the HLH diagnos-
tic criteria. However, the prognosis of these patients is abysmal 
and significantly worse than other HLH  etiologies.

Lymphoma deserves special mention (Chapter 78), as it is the 
most common malignancy associated with HLH at its initial pre-
sentation. Because of the difficulty of distinguishing lymphoma 
from fHLH or R-HLH, thorough imaging and aggressive biopsy, 
often guided by positron emission tomography/computed tomog-
raphy (PET/CT), should be pursued or at least considered before 
starting corticosteroids and other therapies that may obscure di-
agnosis.11 Malignancy may  present with HLH at all ages  (including 
infancy), but is increasingly likely at older ages and is associated 
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corticosteroids often suffice. Thus, IC-HLH ambiguously strad-
dles the categories of HLH disease and HLH disease mimics.

A variety of PIDs have been reported to present with HLH.19 
These include combined or selective T-cell disorders (Chap-
ter 34), such as severe combined immunodeficiency (SCID), 
Omenns syndrome, severe DiGeorge syndrome, Wiskott-Al-
drich syndrome, and autoimmune lymphoproliferative syn-
drome; selective B-cell disorders such as X-linked agamma-
globulinemia (Chapter 33); and neutrophil disorders such as 
chronic granulomatous disease (CGD) (Chapter 39).

Patients with PID and HLH often have unresolved, severe 
infections. Patients with SCID most often have viral infections, 
while those with CGD present with bacterial infections. Thus, 
the presence of HLH associated with unusual or unusually se-
vere infection should suggest undiagnosed immune deficiency.

For patients with SCID and infection, immunosuppressive 
therapy is generally not helpful, and this condition should be 
considered to be a mimic of HLH disease. HLH in CGD pa-
tients is less clear, though typical treatment for HLH beyond 
corticosteroids is usually not indicated. Thus, the constellation 
of HLH symptoms in the context of PID should typically be 
considered a mimic of HLH disease, though some patients may 
require immunosuppressive therapy.

Hemophagocytic Lymphohistiocytosis in the Context 
of Immune-activating Therapies (Rx-HLH)
The HLH syndrome develops in some patients receiving im-
mune-activating therapies, such as T-cell engaging antibodies, 
CAR T cells (Chapter 81), or immune checkpoint inhibitors 
(Chapter 80). In this context, this syndrome is usually referred 
to as cytokine release syndrome (CRS). However, its pathophys-
iology appears quite similar to fHLH and should be recognized 
as iatrogenic HLH, or Rx-HLH.

TREATMENT
Prompt and aggressive initiation of treatment may be lifesaving.

HLH-94 Protocol
Currently, the standard of care for HLH should be considered to 
be treatment with etoposide and dexamethasone as per a slightly 
modified HLH-94 protocol.20 In general, immediate treatment of 
HLH is warranted once a diagnosis is made. At the same time, it is 
essential to rule out HLH disease mimics or malignancies before 
starting therapy to avoid inappropriate treatment and obscuring 
the underlying diagnosis. The risk of patients deteriorating during 
prolonged diagnostic evaluation must be balanced against these 
concerns, especially in the face of limited data.

If treatment is initiated before a firm diagnosis is established, 
the uncertainty of the diagnosis should be revisited once the pa-
tient is stable. Though aggressive treatment is needed for most 
patients, initial treatment with dexamethasone alone with close 
inpatient monitoring may be appropriate in patients who are 
not infants and not severely ill.

Salvage Therapy
Emapalumab, an interferon-gamma (IFN-γ) blocking mono-
clonal antibody, was approved by the US Food and Drug Ad-
ministration for refractory or recurrent HLH.9 Another well-
supported salvage therapy is alemtuzumab (anti CD52), which 
can be used as a bridge to bone marrow transplant (BMT).

with perhaps a majority of cases in adults.5,17 When considering  
M-HLH, it is essential to note that the presence of Epstein-Barr  
virus (EBV) viremia does not rule out malignancy (including B- or 
T-cell lymphomas), and sCD25 may be disproportionately elevated 
compared to other  features of HLH in  patients with occult lym-
phoma.18 

CLINICAL PEARLS
Differential Diagnosis—an Hemophagocytic  
Lymphohistiocytosis Trigger or a Mimic of  
Hemophagocytic Lymphohistiocytosis Disease?

Infections
• Most atypical infections should be considered a “mimic” as hyperin-

flammation is not the central problem.
• Infection-specific therapy is needed, and immunosuppressive therapy 

is likely to be harmful.
• Common infections include visceral leishmaniasis, atypical/tubercu-

lous mycobacteria, histoplasmosis, ehrlichia, bartonella and Brucella
species, disseminated adenovirus, and disseminated herpes simplex.

• Many other (mostly viral) infections may be viewed as “triggers” of he-
mophagocytic lymphohistiocytosis (HLH) disease, including EBV and Cy-
tomegalovirus CMV (which may also require infection-specific therapies).

Other Hematologic Disorders
• Mimics include Langerhans cell histiocytosis involving the marrow

and/or visceral organs and multicentric Castleman disease, espe-
cially the TAFRO (thrombocytopenia, anasarca, myelofibrosis, renal
 dysfunction, and organomegaly) variant.

• Therapy should be directed towards the underlying disorder, +/−
 additional corticosteroids.

Drug Reactions
• Drug Rash with Eosinophilia and Systemic Symptoms, or DRESS

 syndrome, may present as HLH.
• It may be considered as both trigger and mimic as treatment requires 

both withdrawal of the offending agent and prolonged corticosteroids.

Storage Diseases
• Mimics include Wolman disease (infantile lysosomal acid lipase

 deficiency) and Gaucher disease.
• These disorders develop features of HLH (e.g., splenomegaly,

 cytopenias) due to processes not involving immune hyperactivation.

Metabolic Disorders
• Lysinuric protein intolerance (LPI) and others may be considered as

mimics of HLH disease, as they require different, specific treatment.
• The inflammatory features of LPI in particular are notable and may be

viewed as overlapping with fHLH.

Hemophagocytic Lymphohistiocytosis in the Context of 
Immune Compromise (IC-HLH)
HLH can occur in a variety of immune compromised patients, 
including primary immune deficiency (PID) or patients receiv-
ing immunosuppressive therapy, mostly in the context of un-
resolved infection. For instance, patients with inflammatory 
bowel disease (IBD) (Chapter 75)—usually treated with aza-
thioprine or mercaptopurine—have been reported to develop 
(usually relatively mild) HLH after infection with EBV or cyto-
megalovirus (CMV). In these contexts, the pathophysiology is 
not well understood. While it may be related to the underlying 
disease, HLH appears to be a dysregulated response to infection 
in the context of immunosuppression. It is difficult to generalize 
about whether IC-HLH may benefit from significant immune 
suppression. For IBD patients, withdrawal of mercaptopurine, 
treatment of  infection, supportive care, and moderate-dose  
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Targeted Therapy
As mentioned, anti IFN-γ (emapalumab) was the first targeted 
therapy approved and is now being examined for frontline use 
in HLH and in specific subsets (R-HLH, M-HLH). A JAK1/2 in-
hibitor (ruxolitinib) (Chapter 86) is being investigated currently 
in several clinical trials. Anti-cytokine treatment is common in 
R-HLH (IL-1 or IL-6 blocking agents), though these patients 
are increasingly diagnosed with chronic complications, such as 
lung disease. Blockade of IL-18 (Chapter 14) is being investi-
gated for patients with HLH driven by the inflammasome.21

Allogeneic Hematopoietic Stem Cell Transplantation
Allogeneic hematopoietic stem cell transplantation (HSCT) is 
performed to prevent potentially fatal HLH disease recurrence. 
Patients with clear family histories and/or genetic etiologies for 
HLH, as well as those with significant CNS involvement or who 
have recurrent disease, should proceed to BMT as soon as the 
disease is reasonably well controlled. Moreover, patients with a 
hematologic malignancy that cannot be cured with convention-
al agents (but may be treated with HSCT) should also proceed 
to transplant (Chapter 92).

Relapsing HLH, however, does not always reflect an un-
derlying genetic predisposition; sometimes, it may indicate 
undiagnosed underlying infection or malignancy rather than 
a genetic etiology. Since genetic risks are usually not known 
when patients present, HLA typing (Chapter 5), and prelimi-
nary donor searches should be performed early after diagnosis. 
Sibling donors should be screened for HLH-associated genetic 
lesions. Decisions regarding whether or not to proceed to trans-
plantation hinge upon an assessment of HLH recurrence risk, 
 balanced against the risks of transplantation.

 symptoms, the differential diagnoses of other inflammatory condi-
tions must be considered to avoid unnecessary or harmful immune 
suppression induced by HLH therapy.
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SUMMARY
HLH has many forms, but it is always a disorder of excessive im-
mune activation. fHLH is a unique PID involving excessive T-cell 
activation and recruitment of innate effector cells. Without prompt 
diagnosis and treatment, the natural history of HLH is almost uni-
formly fatal. Rising awareness of HLH in recent years has improved 
recognition, but also increased the risk of misdiagnosis and inap-
propriate treatment of HLH-mimicking conditions. An evolving 
understanding of HLH pathophysiology is beginning to alter ther-
apy for this disease (e.g., emapalumab for second-line treatment 
of HLH). The recognition of clinical patterns is essential for diag-
nosis. However, because of the nonspecific nature of the clinical 

• Clarification of the cellular and molecular mechanisms underlying nonfa-
milial hemophagocytic lymphohistiocytosis (HLH) types, development of 
new diagnostic tools, and improvement of therapeutic strategies.

• Use of large cohorts to validate and optimize diagnostic criteria for
both familial and secondary forms of HLH.

• Clinical trials of novel therapeutic agents. Examples at the time this
chapter was written include:
• Emapalumab for fHLH, for adults with HLH, or in SJIA-MAS/HLH.
• Recombinant IL-18-binding protein (tadekinig α) for HLH driven by

XIAP or NLRC4 (see Table 36.1).
• Ruxolitinib for HLH.

ON THE HORIZON

HLH, Hemophagocytic lymphohistiocytosis; MAS, macrophage  activation syndrome; 
SJIA, systemic onset juvenile idiopathic arthritis.
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Autoinflammatory diseases, which are also known as periodic 
 fever syndromes, encompass a group of rare disorders character-
ized by recurrent or persistent inflammation. Autoinflammation 
is a term that has been used since the late 1990s to illustrate the 
difference between autoimmune disorders and diseases charac-
terized by exuberant inflammation. Typically, autoinflamma-
tory diseases do not show features of excess adaptive immune 
system activation, and autoantigens or autoantigen-specific 
T cells are not present in these diseases. It is now recognized 
that autoinflammation and autoimmunity form two ends of a 
spectrum of inappropriate immune system activation and s hare 
 several common features.

Located at the autoinflammatory end of this spectrum are the 
classic monogenic autoinflammatory diseases: familial Mediter-
ranean fever (FMF), cryopyrin-associated periodic syndrome 
(CAPS), mevalonate kinase deficiency (MKD; also known as 
hyperimmunoglobulin D and periodic fever syndrome [HIDS]), 
and tumor necrosis factor (TNF) receptor–associated periodic 
syndrome (TRAPS). The number of autoinflammatory diseases 
is increasing rapidly. New monogenic autoinflammatory dis-
eases, as well as new autoinflammatory diseases without a clear 
genetic background, have been identified in the past decades. It 
has also become clear that autoinflammation is at least partially 
involved in the pathogenesis of other, more common diseases, 
such as gout, Crohn disease, and ulcerative colitis.

Because it is impossible to discuss all autoinflammatory dis-
eases in detail here, the classic monogenic diseases FMF, CAPS, 
TRAPS, and MKD have been selected as the main focus of this 
chapter. Their pathophysiologic mechanisms are understood to 
a much higher degree than in many newer autoinflammatory 
diseases, and their clinical presentations have been described 
precisely.

In addition, two other autoinflammatory diseases are dis-
cussed, one with relatively high prevalence and the other 
because of its interesting pathophysiologic mechanism: (i) peri-
odic fever, aphthous stomatitis, pharyngitis, and adenitis 
(PFAPA) syndrome and (ii) Schnitzler syndrome.

The cornerstone of diagnosing an autoinflammatory disease 
is the clinical assessment of the patient. This includes a detailed 
medical and family history and direct observation of an inflam-
matory episode. The first step in the diagnostic process is to 
exclude other more common causes of recurrent inflammation, 
including infections, malignancy and paraneoplastic phenomena, 
and autoimmune disease.1 A first differential diagnosis can be 
made on the basis of age of onset, associated signs and symptoms, 
duration of inflammation, family history, and ethnic background, 
(Table 37.1), and this can guide targeted diagnostic testing.

EPIDEMIOLOGY
It is important to realize that the incidence of specific diseases 
varies widely among ethnic groups. With more than 100,000 
patients worldwide, FMF is the most prevalent monogenic auto-
inflammatory disease. It is most common in individuals origi-
nating from around the Mediterranean basin, such as Turks, 
Jews (primarily non-Ashkenazi), Arabs, and Armenians. In 
these selected populations, the carrier frequency of mutations 
in the Mediterranean fever gene (MEFV) can be as high as one 
in three individuals.1 This may indicate a survival benefit for 
carriers of heterozygous mutations, possibly through protection 
against infectious agents.

The first patients with MKD were described in 1984 in the 
Netherlands2 (then referred to as HIDS). More than 200 patients 
have now been identified, most of Western European and Cau-
casian ancestry. This could be partly explained by increased 
awareness for this disease among physicians in that part of the 
world. An alternative explanation is a common founder effect 
with clustering of carriers, illustrated by a carrier rate of 1:153 
for the most common mutation in the mevalonate kinase gene 
(MVK) (V377I) in Dutch newborns.3,4

TRAPS is seen in patients from around the world, although 
most patients originate from northwestern Europe. A few dozen 
families and more than 200 sporadic cases have been reported.

The exact prevalence of the CAPS is unknown, but more 
than 200 cases have been reported. Disease awareness and rec-
ognition among clinicians have improved because of the avail-
ability of effective treatment for this disease.

PFAPA syndrome was first reported at the end of the 1980s.5 It 
is difficult to estimate the incidence of PFAPA, because the level 

KEY CONCEPTS
Autoinflammation Versus Autoimmunity 

• Common features:
• Inflammation due to excessive immune activation
• Phenotypes characterized by exacerbations and remissions.

• Distinctive features:
• Autoinflammation: dysregulation of innate immunity, no high-titer

autoantibodies or autoantigen-specific T cells
• Autoimmunity: dysregulation of adaptive immunity, defect in lym-

phocyte function, autoantibodies may be present.
• Autoinflammation and autoimmunity form two ends of a continuous

spectrum of excessive immune system activation.
• A number of diseases show overlapping features between autoin-

flammation and autoimmunity.
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of awareness of this disease seems to vary among clinicians. A 
single pediatric center in the United States reported 122 patients 
fulfilling the criteria for PFAPA in 10 years,6 making it more 
common than any of the monogenic autoinflammatory diseases 
(with the exception of FMF in certain populations). In most 
patients with PFAPA, symptoms cease before or during ado-
lescence. The cause of this spontaneous resolution is unknown. 
The characteristic combination of symptoms of PFAPA has been 
described in adults, but it remains a matter of debate whether 
these patients suffer from true PFAPA syndrome.

Schnitzler syndrome, first described by the French derma-
tologist Schnitzler in 1972,7 is an acquired autoinflammatory 
disorder with a median age of onset of 51 years. More than 160 
cases have been reported worldwide.

SIGNS AND SYMPTOMS

Familial Mediterranean Fever
FMF is an autosomal recessive disease. More than 90% of 
patients become symptomatic within the first two decades of 
life. Typical attacks are characterized by abrupt onset of high 
fever, peaking soon after onset and lasting for 12 hours to 3 days. 
Subsequently, the fever subsides rapidly. Painful serositis accom-
panies the fever. Serositis can also be present without fever. 
More than 95% of patients experience abdominal pain, which 
lasts up to 3 days. The pain, which is caused by sterile perito-
nitis, may initially be focal and then progresses to more diffuse 
pain. Before being diagnosed with FMF, a significant proportion 
of patients will have undergone exploratory abdominal surgery 
under suspicion of appendicitis. At surgery, intra-abdominal 
adhesions, a result of recurrent peritonitis, may be found. Pelvic 
adhesions can reduce fertility in female patients. Pleuritis, pre-
senting as thoracic pain, is experienced by approximately 40% 
of patients. Synovitis with monoarthritis of knee, ankle, or wrist 
occurs in one-half to three-quarters of patients. An arthritic 
attack may have a more protracted course compared with non-
arthritic FMF, with fever lasting up to a week. Joint pain may 

persist when fever has already subsided. Synovitis usually 
resolves completely without joint destruction. The skin can be 
affected. Erysipelas-like skin lesions overlying the shins are very 
characteristic of FMF but are seen only in 30% of patients. Less 
frequent symptoms of FMF include vasculitis, orchitis, aseptic 
meningitis, and myalgia. Pericarditis is rare in FMF.

There are no consistent triggers for FMF attacks. Emotional 
stress or menstruation may increase the frequency of attacks; 
some patients are able to report specific triggers for their attacks. 
Attack frequency varies greatly among patients and during an 
individual patient’s life. Some patients suffer from continuous 
inflammation, whereas others have attacks once a year or even 
less frequently.

The literature on FMF is replete with genotype-phenotype 
studies. The most consistent finding is that carriers of the 
M694V/M694V genotype have more severe disease, with ear-
lier onset and higher frequency of arthritis and long-term 
 complications.

Life expectancy of patients with FMF depends on timely ini-
tiation of appropriate treatment to prevent amyloidosis. With-
out amyloidosis, FMF patients have normal life expectancy.

Cryopyrin-Associated Periodic Syndrome
CAPS is autosomal dominantly inherited. Originally, three 
separate clinical syndromes, all with their own clinical features, 
were distinguished: familial cold autoinflammatory syndrome 
(FCAS), Muckle-Wells syndrome (MWS), and neonatal-onset 
multisystem inflammatory disease (NOMID), which is also 
known as chronic infantile neurologic, cutaneous, and articular 
(CINCA) syndrome. With the discovery of NLRP3 mutations in 
all three diseases, it has become clear that the clinical phenotype 
of CAPS is a continuous spectrum of severity, instead of distinct 
diseases. There is no genotype-phenotype association, suggest-
ing a role for other yet undiscovered disease-modifying factors.

CAPS often manifests clinically soon after birth or in early 
childhood. It is characterized by recurrent urticaria-like rash, 
arthralgias, myalgias, headaches, and fever. Ocular symp-
toms, including conjunctivitis and uveitis, are common. Some 

TABLE 37.1 Classic Monogenetic Autoinflammatory Diseases

FMF CAPS TRAPS MKD

Mode of inheritance Autosomal recessive Autosomal dominant Autosomal dominant Autosomal recessive
Age of onset (years) <20 Generally <1, in MWS/FCAS 

<20 possible
Variable, most <10 <1

Main ethnic distribution Turks, Arabs, Jews, 
 Armenians

Europeans All Northwestern Europeans (Dutch, 
French)

Gene involved MEFV NLRP3 TNFRSF1A MVK
Protein involved Pyrin NLRP3 TNF receptor type 1 Mevalonate kinase
Duration of typical 

attack
2–3 days Variable; hours–days or 

 continuous inflammation
Days–weeks HIDS: 4–6 days; MA: continuous, 

flares possible
Distinguishing 

symptoms
Peritonitis, pleuritis, 

 erysipelas-like skin 
 lesions

Aseptic meningitis; sensorineu-
ral deafness; bone lesions, 
 dysmorphic features

May be cold induced

Severe myalgia, periorbital 
edema

HIDS: lymphadenopathy, attacks 
induced by vaccination

MA: joint contractions, growth 
and developmental delay

Risk of amyloidosisa Up to 75% Up to 33% 25% <5%
Treatment Colchicine, combination 

with IL-1 inhibition when 
resistant

IL-1 inhibition Mild disease: NSAIDs; 
Severe disease: IL-1 
inhibition

IL-1 inhibition

aIn patients with long-term uncontrolled inflammation.
CAPS, Cryopyrin-associated periodic syndrome; FCAS, familial cold autoinflammatory syndrome; FMF, familial Mediterranean fever; HIDS, hyperimmunoglobulin D and periodic  fever 
syndrome; IL, interleukin; MA, mevalonic aciduria; MEFV, Mediterranean fever gene; MKD, mevalonate kinase deficiency; MWS, Muckle-Wells syndrome; NSAIDs, nonsteroidal antiin-
flammatory drugs; TRAPS, tumor necrosis factor (TNF) receptor–associated periodic syndrome.
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patients develop sensorineural hearing loss during adolescence 
or adulthood. At the severe end of the clinical spectrum, cen-
tral nervous system (CNS) symptoms, including chronic aseptic 
meningitis that is characterized by chronic headache, increased 
intracranial pressure, hydrocephalus, mental retardation, and 
seizures, are common. Papilledema with optic nerve atrophy 
can lead to loss of vision. In severely affected patients, arthropa-
thy, with distinct radiographic findings of premature patellar 
and epiphyseal long-bone ossification and osseous overgrowth, 
develops early in life. If left untreated, this leads to growth retar-
dation, severe joint contractures, and persisting disability.

The duration of attacks is variable and ranges from hours 
to days. At the severe end of the spectrum, patients have con-
tinuous inflammation. Attacks may be triggered by exposure to 
cold, minor trauma, or emotional stress.

In the past, patients with severe CAPS often died in child-
hood. This changed after the introduction of anti–interleukin-1 
(IL-1) therapy, which is very effective in treating CAPS. Overall, 
patients without neurologic involvement are now believed to 
have a normal life expectancy.

Tumor Necrosis Factor Receptor–Associated Periodic 
Syndrome
TRAPS is inherited in an autosomal dominant fashion. Age of 
onset varies widely. Many patients become symptomatic within 
the first years of life, with a median age of onset of 3 years, 
but adult onset is also possible. The usual duration of fever in 
TRAPS is considerably longer than in the other classic autoin-
flammatory syndromes: attacks persist for a minimum of 3 days 
but can last for several weeks. The interval between attacks in a 
single patient can vary substantially.

Localized myalgia, a deep cramping, and often severely dis-
abling pain in a single limb resulting from monocytic fasciitis 
and associated with fever are found in virtually all patients. The 
affected limb may show local erythema, which may migrate to 
the distal part of the extremity (Fig. 37.1). Almost all patients 
have abdominal pain, often accompanied by vomiting, consti-
pation, and bowel obstruction. Arthralgia and monoarthritis 
involving hips, knees, or ankles are present in 25% of patients at 

some point. Chest pain is frequent and can be caused by pleuri-
tis or may be musculoskeletal in origin. Ocular symptoms range 
from conjunctivitis and periorbital pain to severe uveitis and 
iritis. Periorbital edema with conjunctival injection is a distinc-
tive, but infrequent, feature of TRAPS. Other less frequently 
observed symptoms are pericarditis and lymphadenopathy.

Mevalonate Kinase Deficiency
Before the discovery of the underlying genetic defect in MVK, 
two distinct autosomal recessive diseases were distinguished, 
which are now known to form two ends of a continuous spec-
trum: HIDS at the less severe end and mevalonic aciduria (MA) 
at the most severe end.

HIDS is characterized by recurrent fever attacks that last for 4 
to 6 days, starting in early childhood. The inflammatory attacks 
occur on average every 4 to 6 weeks. Attack frequency varies in 
a single patient and among patients and tends to decrease later 
in life. Attacks often start with chills, followed by a rapid rise in 
temperature. Factors that can provoke an attack are infections, 
trauma, vaccination, and both physical and emotional stress, 
although a clear trigger is often absent. Characteristic for HIDS 
is the first attack being triggered by childhood vaccination.

Fever is accompanied by cervical lymphadenopathy and 
abdominal pain with vomiting and diarrhea. The skin may show 
erythema, papules, urticarial rash, or exanthema. The majority 
of patients suffer from large-joint arthralgia or arthritis. Oral or 
genital aphthous ulcers may be present during attacks. Hepato-
splenomegaly has been reported. Patients with HIDS appear to 
have normal life expectancy and experience no complications.

MA is located at the severe end of the MKD spectrum. This 
severe disease is present from birth and is characterized by psy-
chomotor retardation, ataxia, failure to thrive, cataracts, and 
facial dysmorphia. Episodic fever or inflammation are present 
in MA. Many patients die in early childhood.

In recent years, it has become clear that the spectrum of 
MKD comprises more than only these two diseases. Muta-
tions in MVK have been found in the absence of typical MKD 
features in patients with retinitis pigmentosa and early-onset 
ulcerative colitis. Mutations in MVK have also been found in 
patients with the skin diseases disseminated superficial actinic 
porokeratosis and porokeratosis of Mibelli, cyclic neutropenia, 
and macrophage activation syndrome, but there is no evidence 
of decreased mevalonate kinase activity in these patients. Muta-
tions in these diseases may overlap with mutations that may 
cause MA and HIDS.

Periodic Fever, Aphthous Stomatitis, Pharyngitis, and 
Adenitis Syndrome
PFAPA is primarily a childhood disease with a usual onset 
before the age of 5 years. Patients suffer from recurring episodes 
of fever that generally last for 3 to 6 days and recur with great 
regularity. Additional symptoms include pharyngitis, cervical 
adenitis, and aphthous stomatitis. Other symptoms may include 
headache, vomiting and mild abdominal pain, arthralgia, and 
myalgia. Between fever episodes, patients are symptom free. In 
most patients, attacks cease after several years, often before or 
during adolescence.

Schnitzler Syndrome
A typical feature of Schnitzler syndrome is its late onset, at a 
median age of 51 years. Patients typically present with chronic 

FIG. 37.1 Migratory erythematous macular rash during an in-
flammatory attack in a patient with tumor necrosis factor recep-
tor–associated periodic syndrome.
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(ASC), and the effector protein procaspase-1. Upon activation 
of the inflammasome, procaspase-1 is converted into mature 
caspase-1, which is then able to cleave inactive pro–IL-1β to its 
active form (Fig. 37.2A).

Familial Mediterranean Fever
FMF is caused by mutations in MEFV, which encodes the pro-
tein pyrin, primarily expressed in peripheral blood leukocytes, 
especially neutrophils and monocytes. Pyrin is a member of the 
pyrin-domain (PYD)-containing proteins, which are able to 
bind to the PYD domain of other proteins, including apoptosis-
associated speck-like protein containing a C-terminal caspase 
recruitment domain. Binding of pyrin to ASC leads to activa-
tion of ASC, with consequent recruitment and activation of 
procaspase-1. Pyrin can also bind to the PYD domains of other 
proteins that are able to initiate apoptosis or activate nuclear 
factor (NF)-κB, including caspase-8 (Fig. 37.2B). These com-
plexes are called pyrin inflammasomes.

So far, more than 370 sequence variants in the MEFV gene 
have been reported in the central online Infevers registry (https://
infevers.umai-montpellier.fr/web/), most of which are clustered 
in exon 10 of the gene. The six most prevalent mutations (M694V, 
V726A, M680I, M694I, V694I, E148Q) cause approximately 80% 
of cases. Changes in MEFV can also be found in other inflam-
matory diseases including periodic fever with autoinflammation 
and neutrophilic dermatosis, chronic nonbacterial osteomyeli-
tis, and livedoid ulcerative dermatitis. It has been proposed that 
pyrin-associated autoinflammatory diseases may be used as the 
common term to refer to all MEFV-related diseases.8

Cryopyrin-Associated Periodic Syndrome
CAPS is caused by mutations in the gene encoding NLRP3. 
Previous to its discovery at the beginning of this century, the 
protein was unknown. It was named cryopyrin, in analogy with 
pyrin in FMF and to illustrate the influence of cold exposure in 
some patients with CAPS. Literature on this gene can be con-
fusing because the gene previously has also been referred to as 
NALP3, PYPAF1, and CIAS1. Mutations associated with CAPS 
are gain-of-function (GOF) mutations, leading to increased 
NLRP3 activity. To better reflect the current genetic nomen-
clature and because periodic fever may not always be present, 
an international expert group has proposed to rename CAPS 
to NLRP3-associated autoinflammatory disease (NLRP3-AID).8

Tumor Necrosis Factor Receptor–Associated Periodic 
Syndrome
Mutations in the gene TNFRSF1A are responsible for 
TRAPS. This gene encodes the TNF-receptor superfamily 1A 
(TNFRSF1A), the main cell surface receptor for TNF. This 
receptor consists of three domains: an extracellular ligand-
binding domain, a transmembrane domain, and an intracellular 
effector domain. So far, more than 170 TNFRSF1A sequence 
variants have been described, and all TRAPS-associated muta-
tions are located within the extracellular domain of the protein. 
Upon ligand binding by the extracellular receptor domain, 
the TNFR forms trimers, triggering the recruitment of intra-
cellular adaptor proteins, which initiate a downstream signal-
ing cascade, leading to NF-κB and mitogen-activated protein 
kinase (MAPK) activation and caspase-induced apoptosis. 
When the receptor is activated, the extracellular domain of the 
TNFR is shed from the membrane. These shed receptors form 

recurrent and mostly nonpruritic urticarial rash. This can be 
accompanied by fever, arthralgia or arthritis, and bone pain 
(Table 37.2). Symptoms progress over years. The presence of 
monoclonal paraproteinemia, typically of immunoglobulin M 
(IgM), is characteristic for Schnitzler syndrome. Presence of 
monoclonal IgG is less common and is sometimes referred to 
as variant Schnitzler syndrome. Onset of symptoms can precede 
paraproteinemia for years, but only little is known about this. 
Symptom severity is unrelated to the level and type of parapro-
teinemia.

An important long-term complication of Schnitzler syn-
drome is Waldenström macroglobulinemia, which, in a single 
study, had an incidence of 15% 10 years after diagnosis. Patients 
with Schnitzler syndrome have a normal life expectancy.

PATHOGENESIS
The common pathophysiologic feature of most autoinflammatory 
diseases is overproduction of the proinflammatory cytokine IL-1β. 
This protein is produced as an inactive proform (pro–IL-1β), 
which must be cleaved to become activated. The most common 
pathway of cleavage is by caspase-1. Like IL-1β, caspase-1 is tran-
scribed as an inactive proform (procaspase-1), and it, too, must 
be cleaved by a multiprotein complex called the inflammasome. 
Several inflammasomes have been identified, of which the nucle-
otide-binding oligomerization domain (NOD)-like receptor P3 
(NLRP3) inflammasome has been studied in greatest detail.

The NLRP3 inflammasome consists of the central protein 
NLRP3, the adapter protein apoptosis-associated speck-like 
protein containing a C-terminal caspase recruitment domain 

TABLE 37.2 Diagnostic Criteria for 
Schnitzler Syndromea and PFAPAa

Schnitzler Syndrome
Major Criteria (≥1 present)
(Chronic) urticarial rash
Monoclonal immunoglobulin M (IgM; or IgG: variant type)

Minor Criteria (≥2 present)
Intermittent fever
Arthralgia or arthritis
Bone pain
Lymphadenopathy
Hepatomegaly and/or splenomegaly
Elevated erythrocyte sedimentation rate (ESR) and/or leukocytosis
Bone abnormalities (on radiologic or histologic examination)

Periodic Fever, Aphthous Stomatitis, Pharyngitis, and 
 Adenitis Syndrome
I Regularly recurring fevers with an early age of onset (<5 years of age)
II Constitutional symptoms in the absence of upper respiratory infec-

tion, which include at least one of the following:
(a) Aphthous stomatitis
(b) Cervical lymphadenitis
(c) Pharyngitis

III Exclusion of cyclic neutropenia
IV Completely asymptomatic interval between episodes
V Normal growth and development

aSchnitzler syndrome and PFAPA can be diagnosed only after exclusion of other 
causes.
PFAPA, Periodic fever, aphthous ulcers, pharyngitis, and adenitis syndrome.
de Koning HD, Bodar EJ, van der Meer JW, et al. Schnitzler syndrome: beyond the 
case reports: review and follow-up of 94 patients with an emphasis on prognosis 
and treatment. Semin Arthritis Rheum. 2007 Dec;37(3):137–48 and Thomas KT, 
Feder jr HM, Lawton AR et al.  Periodic fever syndrome in children. J Pediatr. 1999 
Jul;135(1):15–21

https://infevers.umai-montpellier.fr/web/
https://infevers.umai-montpellier.fr/web/
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an  extracellular pool of soluble TNFRs, retain their affinity for 
binding TNF, and are therefore able to mitigate the immune 
response. Initially, it was hypothesized that TRAPS-associated 
mutations would lead to defective shedding of TNFR1 recep-
tors, but this hypothesis was discarded because the major 
pathogenetic mechanism for TRAPS after in vitro experiments 
showed misfolding and intracellular accumulation of mutated 
proteins. These aggregated receptors retain their normal signal-
ing function and can induce ligand-independent MAPK signal-
ing and production of reactive oxygen species (ROS), resulting 
in inflammation (Fig. 37.2C).

There are two exceptional TNFRSF1A mutations: R121Q 
(previously referred to as R92Q) and P75L (previously P46L). 
These mutations do not lead to receptor misfolding and are 

present in low frequency in the general population. They may 
cause a mild inflammatory phenotype.

Mevalonate Kinase Deficiency
The genetic defect in MKD is located in MVK. Mevalonate kinase 
is a key enzyme in the isoprenoid pathway and is located directly 
downstream from 3-hydroxy-3-methylglutaryl- coenzyme 
A  reductase (HMG-CoA-reductase). The end products of the 
mevalonate kinase pathway are cholesterol and a number of 
nonsterol isoprenoids, which are essential compounds in various 
cellular functions. Mutations in MVK lead to reduced mevalon-
ate kinase enzyme activity. In patients with mild disease, residual 
mevalonate kinase activity is generally 5% to 15% of healthy con-
trols and is even lower in patients with the severe phenotypes.

FIG. 37.2 (A) Pathophysiologic mechanisms of classic monogenic autoinflammatory diseases. The nucleotide-binding oligomerization 
domain (NOD)-like receptor P3 (NLRP3) Inflammasome. NLRP3 is the central component of this inflammasome. NLRP3 contains three 
domains: a pyrin domain (PYD), NOD, and a domain of leucine-rich repeats (LRR). Cryopyrin binds apoptosis-associated speck-like 
protein containing a C-terminal caspase recruitment domain (ASC) through its PYD domain and through the NOD domain. The asso-
ciation of these proteins ultimately leads to the release of active caspase-1, which, in turn, activates interleukin-1β (IL-1β) through the 
cleavage of pro–IL-1β. (B) Mechanism of action of pyrin. Pyrin contains a pyrin domain (PYD) that is able to bind to apoptosis-associated 
speck-like protein containing a C-terminal caspase recruitment domain (ASC). ASC can recruit caspase-1 via its CARD domain, leading 
to production of mature interleukin-1β (IL-1β). Pyrin is also able to bind to the PYD domain of other proteins involved in inflammation 
and apoptosis. (C) Pathophysiology of tumor necrosis factor (TNF) receptor–associated periodic syndrome (TRAPS). (1) TNF binds to 
the TNF receptor on the surface of inflammatory cells (2). After receptor triggering, TNF receptor type 1–associated DEATH domain 
(TRADD) is recruited, inducing a signaling cascade leading to apoptosis and production of proinflammatory cytokines (3). Receptors are 
shed from the surface, leading to a pool of receptors that dampen immune responses (4). Mutated TNF receptors form aggregates and 
are retained intracellularly. These aggregated receptors are capable of binding TRADD (5) and stimulate ligand-independent cytokine 
production.
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The mechanistic link between reduced mevalonate kinase 
activity and autoinflammation is thought to be defective protein 
prenylation. Prenylation is a posttranscriptional modification, 
in which nonsterol isoprenoids are coupled to proteins, influ-
encing protein-protein and protein-membrane interactions. 
Several hypotheses on the effect of defective prenylation in the 
pathogenesis of MKD exist. Defective prenylation of RhoA, 
with consequent activation of Rac1 and PKB, may lead to IL-1β 
secretion with formation of an NLRP3-dependent inflam-
masome, or to instable mitochondria, which are inadequately 
cleared from the cytosol with consequent production of ROS, 
activating NLRP3.9–11 The MVK pathway is involved in the met-
abolic introduction of trained immunity and this may explain, 
at least in part, the constitutively enhanced cytokine production 
by monocytes of these patients.12

Periodic Fever, Aphthous Stomatitis, Pharyngitis, and 
Adenitis Syndrome
Little is known about the pathophysiology of PFAPA. No genetic 
defect for PFAPA has been discovered, and this is in agreement 
with the absence of a clear hereditary pattern. It may be linked 
to a complex genetic trait. A positive family history has been 
described, although not all of the patients with a family history 
were screened for other autoinflammatory diseases.

During PFAPA flare-ups, upregulation of complement genes 
and genes in the interferon (IFN)–IL-1 pathway are seen. Iso-
lated peripheral blood mononuclear cells and monocytes of 
patients with PFAPA show increased IL-1β production without 
induction of transcription of IL-1β RNA or caspase-1 induction 
upon lipopolysaccharide stimulation. This increased inflamma-
tory response can be abolished by a pan-caspase inhibitor, indi-
cating the important role of the inflammasome in this disease.13

Schnitzler Syndrome
The etiology of Schnitzler syndrome remains unknown. A cen-
tral role for IL-1β is illustrated by the high efficacy of anti–IL-1β 
therapy in patients with Schnitzler syndrome.14 No causative 
genetic defect for Schnitzler syndrome has been found. Somatic 
mosaicism may be an explanation for the late onset of Schnit-
zler syndrome, and low-grade mosaicism may not be picked up 
by routine gene sequencing.15 Several genetic defects have also 
been described in very small numbers of patients, but their role 
in the pathogenesis of Schnitzler syndrome remains unclear.

LABORATORY TESTS
In classic monogenetic autoinflammatory diseases, an explicit 
acute phase response, with elevated inflammatory markers 
(C-reactive protein [CRP], erythrocyte sedimentation rate 
[ESR], serum amyloid A [SAA]) and leukocytosis, is invariably 
present during symptomatic periods. In other autoinflamma-
tory diseases, this may be less evident.

During clinical disease remission, persistent subclinical inflam-
mation can be found. Cold agglutinins, antinuclear  autoantibodies 
(ANAs), or cryoglobulins are usually not present but may be found 
in low titers. Proteinuria (>0.5 g of protein per 24 hours) is highly 
suggestive for secondary amyloid A (AA) amyloidosis.

Elevated serum IgD can be present in MKD. It is discussed in 
detail in the respective section on the diagnosis of this disease. 
Similarly, the paraproteins encountered in Schnitzler syndrome are 
discussed in the section on the symptoms of Schnitzler syndrome.

DIAGNOSIS

Familial Mediterranean Fever
FMF is a clinical diagnosis. A validated set of clinical criteria for 
the diagnosis of FMF has been called: the Tel Hashomer criteria 
(Table 37.3). These criteria have high positive predictive value 
and negative predictive value in populations with high pretest 
probability, but their diagnostic accuracy is lower in other pop-
ulations. In 2015 it was proposed to replace these criteria, which 
have been in use since 1997, by a new set of criteria (Eurofever 
criteria, Table 37.4).

For experienced physicians, it is not difficult to diagnose 
FMF in patients who have a medical history compatible with 
FMF and who come from an ethnic group with high prevalence 
of FMF. In countries with a low incidence of FMF, several years 
of diagnostic delay are not unusual, as typical attacks remain 
unrecognized.

When FMF is suspected on clinical grounds, treatment with 
colchicine should be initiated immediately. A positive effect of 
colchicine is confirmatory for the diagnosis FMF.

In populations with a low prevalence of FMF and in atypi-
cal cases, sequencing of the MEFV gene can be helpful in the 
diagnostic work-up.

Cryopyrin-Associated Periodic Syndrome
CAPS is diagnosed on the basis of typical clinical features 
(Table 37.5), sometimes supported by a positive family history 
reflecting autosomal dominant inheritance. Detection of muta-
tions in the NLRP3 gene will confirm the diagnosis in most cases, 
but cases with “mutation-negative” CAPS have been described. 
Some of these patients may have somatic mosaicism. Reaction 
to treatment is the same for these patients as for patients with a 
proven NLRP3 mutation.

Tumor Necrosis Factor Receptor–Associated Periodic 
Syndrome
A new set of clinical criteria for TRAPS has recently been pro-
posed (see Table 37.4). The cornerstone of the diagnosis of 
TRAPS is detection of mutations in the TNFRSF1A gene.

TABLE 37.3 Tel Hashomer Criteria for the 
Diagnosis of Familial Mediterranean Fever

Major Criteria (≥1 present)
Typical attacka with abdominal symptoms
Typical attacka with pleural symptoms
Typical attacka with monoarthritis
Typical attacka with only fever
Incomplete attackb with abdominal symptoms

Minor Criteria (≥2 present)
Favorable response to colchicine
Incomplete attack with monoarthritis
Exertional leg pain

aTypical attacks are defined as at least three attacks with fever greater than 38°C.
bIncomplete attacks are painful and recurrent attacks not meeting the criteria for 
typical.
The sensitivity and specificity of these criteria for the diagnosis of FMF are greater 
than 95% and greater than 97%, respectively.
From Livneh A, Langevitz P, Zemer D, et al. Criteria for the diagnosis of familial Medi-
terranean fever. Arthritis Rheum. 1997;40:1879–1885.
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Mevalonate Kinase Deficiency
MKD can be suspected when characteristic clinical findings are 
present (see Table 37.4) in combination with persistent elevated 
serum levels of IgD greater than 100 international unit per mil-
liliter (IU/mL). Elevation of serum IgD is not pathognomonic 
for MKD because it may also occur in other inflammatory con-
ditions, including FMF and PFAPA. Furthermore, in the very 
young, IgD may be normal, and in some of the affected indi-
viduals, IgD is never elevated. Elevated IgD is accompanied by 
elevated IgA in 80% of patients. The serum level of IgD does not 
correlate with disease severity, and elevated concentrations are 
present during asymptomatic periods.

During attacks, traces of mevalonic acid may be found both 
in urine and serum and can be measured with special tech-
niques, which are, however, not commonly available. Measure-
ment of mevalonate kinase enzyme activity is usually only done 
in the research setting and requires cell cultures.

Clinical suspicion of MKD can be confirmed by sequencing 
of the MVK gene.

Periodic Fever, Aphthous Stomatitis, Pharyngitis, and 
Adenitis Syndrome
There is currently no diagnostic test to prove PFAPA. It is diag-
nosed based on clinical signs and symptoms. The modified 
criteria by Thomas et al. are used (see Table 37.2) and may be 
supplemented by numeric limits, such as minimum number of 
attacks and duration of fever. Exclusion of other causes, includ-
ing other autoinflammatory syndromes, is important.

Schnitzler Syndrome
Schnitzler syndrome is diagnosed on the basis of clinical criteria 
(see Table 37.2). Exclusion of other causes, particularly mono-
clonal gammopathy of undetermined significance (MGUS) and 
chronic idiopathic urticaria, is of paramount importance.

Autoinflammation of Unknown Origin
Regardless of the increasing number of autoinflammatory dis-
eases recognized and the increasing insights into the mecha-
nisms of autoinflammation, an increasing number of patients 
presenting with an autoinflammatory phenotype cannot be 
assigned to one of the known autoinflammatory diseases. 
These patients are considered to suffer from autoinflammation 
of unknown origin. It is likely that further research and newly 
developed diagnostic techniques will identify new proteins, 
genetic defects, and pathways in these patients, leading to rec-
ognition of new diseases. In patients with autoinflammation of 
unknown origin, anti–IL-1 therapy can be tried both diagnosti-
cally and therapeutically.16

TREATMENT

Colchicine
Colchicine is the treatment of first choice for FMF. Although 
it has been used since the 1970s, the mechanism of action of 
 colchicine in FMF is still unknown. It is highly effective in 

TABLE 37.4 Diagnostic Criteria for Familial Mediterranean Fever, Tumor Necrosis Factor– 
Associated Periodic Syndrome, and Mevalonate Kinase Deficiency

FMF TRAPS MKD

Presence Score Presence Score Presence Score
Episode duration <2 days 9 Periorbital edema 21 Age <2 years at onset 10
Chest pain 13 Duration of episodes >6 days 19 Aphthous stomatitis 11
Abdominal pain 9 Centrifugal migratory erythematous patches, 

most typically overlying a local area of 
myalgia, usually on limbs of trunk

18 Generalized lymphadenopathy or 
splenomegaly

8

Turkish, Armenian, non-Ashke-
nazi Jewish, Arabian ancestry

22 Myalgia 6 Painful lymph nodes 13

Spanish, Italian or Greek 
ancestry

7 Relatives affected 7 Intermittent diarrhea (sometimes/
often)

20

Persistent diarrhea (always) 37

Absence Score Absence Score Absence Score
Aphthous stomatitis 9 Vomiting 14 Chest pain 11
Urticarial rash 15 Aphthous stomatitis 15
Cervical lymphadenopathy 10
Episode duration >6 days 13
Cutoff value ≥60 Cutoff value ≥43 Cutoff value ≥42

For FMF: A cutoff of ≥60 points using these criteria has a sensitivity of 94% to 97% and a specificity of 91% to 98%.
For TRAPS: A cutoff of ≥43 has a sensitivity of 80% to 85% and a specificity of 87% to 91%.
For MKD: A cutoff of ≥42 has a sensitivity of 89% to 93% and a specificity of 89% to 92%.
FMF, Familial Mediterranean fever; MKD, mevalonate kinase deficiency; TRAPS, tumor necrosis factor–associated periodic syndrome.
Adapted from Federici S, Sormani MP, Ozen S, et al. Evidence-based provisional clinical classification criteria for autoinflammatory periodic fevers. Ann Rheum Dis. 2015;74(5):799–805.

TABLE 37.5 Diagnostic Criteria for 
Cryopyrin-Associated Periodic Syndrome

Mandatory criterion: Recurrent elevated inflammatory markers 
(CRP/SAA)

AND
≥2 of the following:
• Urticaria-like rash
• Episodes triggered by cold or stress
• Sensorineural hearing loss
• Musculoskeletal symptoms (arthralgia/arthritis/myalgia)
• Chronic aseptic meningitis
• Bone abnormalities (epiphyseal overgrowth/frontal bossing)

CRP, C-reactive protein; SAA, serum amyloid A.
From Kuemmerle-Deschner JB, Ozen S, Tyrrell PN, et al. Diagnostic criteria for cryopyrin-
associated periodic syndrome (CAPS). Ann Rheum Dis. 2017;76(6):942–947.
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 preventing attacks. Response to colchicine has been used as a 
diagnostic criterion for FMF.

The average dose used is 1.0 to 1.5 mg/day. If tolerated, the 
dose can be increased up to 3 mg/day in patients with insuffi-
cient response. There are few patients with FMF who are unre-
sponsive to colchicine. Others may not be able to tolerate an 
effective dose of colchicine because of side effects. These patients 
may benefit from IL-1 inhibition.17

All patients with FMF should be prescribed colchicine, 
regardless of disease severity and attack frequency. When 
anti–IL-1 treatment is started, expert opinion recommends 
continuation of colchicine in the highest tolerable dose for the 
prevention of amyloidosis, as it has not been proven that anti–
IL-1 monotherapy fully protects against secondary amyloidosis, 
even when there is complete suppression of inflammation.

The most common side effects of colchicine are diarrhea and 
abdominal pain. These are dose dependent. In patients with 
persistent diarrhea, dose reduction can be tried to reduce sever-
ity. Myopathy, neuropathy, and leukopenia are very rare, with 
severe side effects occurring primarily in patients with abnor-
mal kidney or liver function or because of interaction with 
other drugs (e.g., CYP3A4 inhibitors).

High-dose colchicine has been shown to be teratogenic in 
animals. However, multiple cohort studies have shown that col-
chicine can be used safely during pregnancy and breastfeeding. 
In therapeutic doses, colchicine does not have a negative effect 
on sperm number and quality, and it has no negative effect on 
male or female fertility.

As a general rule, there is no place for colchicine in the 
treatment of autoinflammatory syndromes other than FMF. 
As an exception to this rule, patients with autoinflammation of 
unknown origin may experience a favorable effect, especially if 
their disease shares characteristics with FMF or Behçet disease. 
A small trial has demonstrated decreased attack frequency dur-
ing colchicine treatment for PFAPA.18

Inhibition of Interleukin-1

The detection of NLRP3 mutations in CAPS has illustrated the 
importance of IL-1β in the pathogenesis of autoinflammation.

The first inhibitor of IL-1 developed was the recombinant 
human IL-1 receptor antagonist anakinra, which is still the most 
commonly available IL-1 inhibitor. It competitively binds to the 
IL-1 receptor, completely inhibiting the actions of both IL-1α 
and IL-1β. Anakinra has a short half-life and needs to be given 
as a once-daily subcutaneous injection.

The selective anti–IL-1β monoclonal antibody canakinumab 
has a longer half-life and is also injected subcutaneously. Stan-
dard injection frequency is once per 8 weeks, but shorter inter-
vals may be necessary in severe disease. In cases with adequate 
disease control, longer intervals may suffice.

KEY CONCEPTS
Interleukin-1β 

• Interleukin-1β (IL-1β) is a very potent proinflammatory cytokine.
• Many autoinflammatory diseases are caused by dysregulation of IL-1β.
• Measurement of IL-1 β serum levels has no value in the diagnosis of

autoinflammation or in assessing disease severity.
• IL-1 inhibition is the treatment of first choice for many autoinflamma-

tory diseases, and it has greatly improved quality of life in patients.

Rilonacept is a construct of two extracellular chains of the 
IL-1 receptor complex fused to the Fc-portion of IgG. It is given 
as a weekly subcutaneous injection.

Currently, there is evidence for the effectiveness of anti–IL-1 
therapy in many autoinflammatory diseases, including FMF, 
CAPS, TRAPS, MKD, PFAPA, and Schnitzler syndrome. Typi-
cally, anti–IL-1 treatment leads to instant abortion of inflamma-
tion with clinical response within the first hours to days after 
the first injection. This vivid response to treatment is so char-
acteristic that IL-1 inhibition can serve as a diagnostic tool in 
the diagnosis of these autoinflammatory disorders. Anakinra 
and canakinumab have both been approved for the treatment 
of CAPS by the US Food and Drug Administration (FDA) and 
the European Medical Association (EMA). These agents were 
given “orphan” status for the treatment of TRAPS by the EMA. 
Canakinumab is effective in HIDS, TRAPS, and colchicine-
resistant FMF.19 In 2016 the FDA and EMA approved the use of 
canakinumab in patients with these diseases. Canakinumab is 
also effective in, but not approved for, the treatment of Schnit-
zler syndrome.20 Rilonacept is approved for the treatment of 
CAPS by the FDA but is not commonly used in Europe.

In patients with mild MKD and periodic symptoms with 
long symptom-free intervals, anakinra can be used on demand. 
In these cases it can be started at the first signs of an attack and 
only be continued for a few days.21

Side effects of IL-1 inhibition include painful injection-site 
reactions, which are most commonly seen with anakinra, and 
increased frequency of infections, mostly mild upper respira-
tory tract infections. More severe infections are rarely seen.

Inhibition of Interleukin-6
Tocilizumab, a monoclonal antibody against the IL-6 receptor, has 
been registered by the FDA and EMA for the treatment of rheu-
matoid arthritis and systemic-onset juvenile idiopathic arthritis 
(SoJIA), giant cell arteritis, and chimeric antigen receptor (CAR)-
T-cell–induced cytokine release syndrome and is used with 
increasing frequency in autoinflammatory diseases. It is available 
as an intravenous infusion or subcutaneous injection. The most 
common dose is 8 mg/kg in children and adults, or 10 to 12 mg/
kg in children with body weight less than 30 kg, with an interval 
of 2 to 4 weeks. Side effects of tocilizumab are increased suscepti-
bility to infections, most commonly upper respiratory tract infec-
tions, elevated liver enzymes, and hematologic abnormalities. 
Bowel perforations have been reported. As IL-6 induces the pro-
duction of CRP in the liver, anti–IL-6 therapy always normalizes 
CRP, making it impossible to use it as a marker for disease activ-
ity. Tocilizumab has been shown to be effective in patients with 
anakinra-resistant Schnitzler syndrome, MKD, and TRAPS.

Inhibition of Tumor Necrosis Factor
Three widely used inhibitors of TNF are infliximab, adalim-
umab, and etanercept. The most common side effect of TNF 
inhibition is increased risk of serious infections.

Originally, TNF inhibition was regarded the treatment of 
first choice in patients with TRAPS unresponsive to nonsteroi-
dal antiinflammatory drugs (NSAIDs). However, TNF inhibi-
tion induces complete response only in a minority of patients 
with TRAPS and is therefore far less effective than anti–IL-1 
treatment.22

Anti-TNF treatment may also be effective in MKD, but 
responses are mostly partial. It may be tried in patients who 
show unsatisfactory response to anti–IL-1 treatment.22
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Corticosteroids
Corticosteroids are very effective in PFAPA when initiated early 
in an attack. Prednisone 1 mg/kg is most commonly used dur-
ing attacks, although lower doses may also be effective. Use of 
corticosteroids may increase attack frequency in PFAPA.23 Mild 
TRAPS can be treated with a short course of steroids (30 mg 
daily for 7 days), and patients experiencing more severe attacks 
may respond to higher doses. The beneficial effect of cortico-
steroids may decrease over time, necessitating dose escalation.22 
Short-term corticosteroids may also be effective in patients with 
mild MKD.22

Simvastatin
The finding of dysregulation of the mevalonate kinase pathway, 
with cholesterol as its major end product, has led to the hypoth-
esis that blockage of this pathway by HMG-CoA reductase 
inhibitors (statins) would possible be beneficial in patients with 
MKD. Small trials and case reports showed a statistically signifi-
cant, but clinically negligible, effect in some patients. Therefore 
statins have been abandoned as treatment for MKD in clinical 
practice.

Other Immunosuppressive Drugs
In the past, numerous immunosuppressive drugs were tried in 
a trial-and-error approach to find an effective treatment for the 
disabling symptoms of autoinflammation. The results have been 
mostly disappointing, and there is no strong evidence to sup-
port the use of other immunosuppressants in autoinflamma-
tion. When other treatments are ineffective, some patients may, 
however, benefit from immunosuppressive drugs.

Other Treatments
It remains a matter of debate whether adenotonsillectomy effec-
tively resolves symptoms in PFAPA. A Cochrane review of two 
unblinded randomized controlled trials showed that children 
with PFAPA undergoing adenotonsillectomy had a four-time 
higher chance of becoming symptom free.24

Several case reports on the positive effects of hematopoietic 
stem cell transplantation (HSCT) in patients with severe MKD 

have been published.25 Because of the severe side effects, HSCT 
should be considered the last resort.

AMYLOIDOSIS
Secondary or type AA amyloidosis is a serious complication of 
all autoinflammatory syndromes. It is caused by tissue deposi-
tion of insoluble degradation products of the inflammatory pro-
tein SAA. Kidneys are most commonly affected. Because SAA 
is an acute phase reactant, there is a close relationship between 
the duration and level of inflammation and the development 
of amyloidosis. The incidence of AA amyloidosis varies among 
autoinflammatory diseases. Patients with FMF are at highest 
risk, with an incidence of up to 75% before the introduction of 
colchicine treatment for this disease. There is a strong corre-
lation between ethnicity and risk of amyloidosis in FMF, with 
increased risk among Sephardic Jews.

Up to 25% of patients with TRAPS will develop amyloido-
sis if left untreated. There seems to be a strong familial predi-
lection. In CAPS, approximately one-third of patients develop 
amyloidosis in the absence of treatment. Patients with MKD 
and Schnitzler syndrome have a relatively small risk of amyloi-
dosis, with only a few patients with these diseases and amyloi-
dosis known worldwide.26

It is unclear why some patients with the same level of inflam-
mation may develop or never develop amyloidosis. This may be 
related to single nucleotide polymorphisms (SNPs) in the SAA 
gene or other genotypes.

As proteinuria is often the first sign of AA amyloidosis, 
patients with autoinflammation should be screened for it with 
regular urine sampling. Amyloidosis can be confirmed by 
Congo red staining of the biopsy specimen of affected tissue. 
This will show an apple-green birefringence under polarized 
light microscopy (Fig. 37.3). Progression of amyloidosis is 
strongly dependent on the ability to control the underlying 
inflammation. If the SAA concentration can be maintained 
less  than 10 mg/L, progression of amyloidosis can be halted 
in many cases. Some patients even show regression of amyloi-
dosis during treatment.27 A cohort mainly consisting of patients 

A B

FIG. 37.3 Renal Biopsy from a Patient With Amyloid A Amyloidosis. Amyloid deposits are visualized by staining with Congo red 
(A). Under polarized light microscopy amyloid deposits show typical apple-green birefringence (B).
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 diagnosed with amyloidosis before the availability of targeted 
therapy showed a median survival of 19 years after the diagno-
sis of amyloidosis.28

CONCLUSIONS

Since the introduction of the term autoinflammation at the end 
of the 20th century, the clinical characteristics of the classic 
monogenic autoinflammatory diseases FMF, CAPS, MKD, and 
TRAPS have been described in more detail. Many new diseases 
have been identified. Research focused on their pathophysi-
ologic mechanism has revealed new genes and pathways and 
provided further insight into the mechanism of inflammation 
in general. The development of IL-1–targeting drugs has led to 
better quality of life for patients and to increased life expectancy 
in some of these diseases by prevention of complications, such 
as secondary amyloidosis. Nevertheless, many patients with 
autoinflammation remain undiagnosed.

For the near future, further study of the mechanisms of 
inflammation in patients with autoinflammatory diseases will 
likely provide a deeper insight into the workings of innate 
immunity and will lead to the identification of even more dis-
eases in the autoinflammatory spectrum. The search for new 
therapies, preferably oral drugs, for the treatment of autoin-
flammation will continue.
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leukin-1 (IL-1) inhibitor, became available, she was switched to 150 mg
canakinumab once every 2 months; she remains symptom-free. 

CLINICAL PEARLS

• Identification of new (hereditary) autoinflammatory syndromes in pa-
tients with episodic inflammation of unknown origin

• Wider availability and application of interleukin-1 (IL-1) inhibitors and
development of new drugs to improve treatment.
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Normal immunity requires a delicate balance between immune 
effector mechanisms and immune regulatory mechanisms. Ef-
fector mechanisms are required to prevent, control, and eradi-
cate external threats to the body, while regulatory mechanisms 
are required to modulate and control the establishment, initia-
tion, intensity, and longevity of those immune effector respons-
es. The first identified inborn errors of immunity (IEI) were as-
sociated principally with susceptibility to recurrent, severe, or 
unusual infections; the genes mutated in these disorders play 
key roles in the development or function of essential immune 
effector mechanisms. In contrast, approximately 20 years ago, a 
second major class of IEI was described in which patients suffer 
primarily from severe autoimmunity, inflammatory disease, or 
nonmalignant lymphoproliferation. Some of these patients have 
recurrent or unusual infections, but most of their clinical fea-
tures were the result of immune-mediated pathology. Defective 
genes identified in these patients typically encode proteins that 
play key roles in immune regulatory mechanisms; consequently, 
these are considered to be disorders of immune regulation.

There are now over 430 genes that have been associated 
with IEI.1 Of these, approximately 30% have clinical features 
that would classify them predominantly as immune regulatory 
disorders. These disorders cluster into groups characterized by 
similar clinical presentations and, in most cases, by genetic de-
fects that often impact one or more related immune regulatory 
proteins or signaling pathways (see Table 38.1 for a list of these 
groups and specific examples). Among the disease groups listed 
in Table 38.1, hemophagocytic lymphohistiocytosis (HLH) and 
autoinflammatory disorders are covered in Chapters 36 and 37, 
respectively.

CLINICAL FEATURES OF IMMUNE REGULATORY 
DISORDERS
Autoimmunity, inflammatory disease, and nonmalignant lym-
phoproliferation are common clinical features of immune regu-
latory disorders. Each genetic disorder tends to have a charac-
teristic combination of clinical symptoms affecting particular 
organ systems, but there are common types of organ-specific 
manifestations that tend to occur in multiple disorders. By or-
gan system, clinical symptoms that are frequently observed, be-
ginning with the most common, are: (i) hematologic—autoim-
mune cytopenias, anemia, thrombocytopenia, and neutropenia, 
often with detectable autoantibodies; (ii) gastrointestinal (GI; 
autoantibodies directed toward gut or liver antigens may or may 
not be present)—autoimmune or inflammatory enteropathy, 

lymphoproliferation in the gastrointestinal (GI) tract (nodular 
lymphoid hyperplasia or lymphocytic colitis), and autoimmune 
or inflammatory hepatitis; (iii) skin—various types of derma-
titis, most commonly eczema and psoriasis; (iv) lungs—inter-
stitial lung disease, follicular bronchiolitis, and non-caseating 
granulomas; (v) endocrine—thyroiditis, type 1 diabetes, adrenal 
insufficiency, gonadal insufficiency, and other endocrine dis-
orders, commonly with autoantibodies against thyroid (thyro-
globulin, thyroid peroxidase), pancreas (GAD65, insulin, ZnT8, 
islet cells), adrenal (21-hydroxylase), with other endocrine au-
toantibodies often present and even detectable well before de-
velopment of clinical disease; (vi) renal—nephritic, nephrotic, 
or tubulointerstitial disease; (vii) cardiovascular—vasculitis; 
and (vii) musculoskeletal—arthritis or myositis.

Many of these clinical manifestations may be present in more 
common autoimmune or inflammatory diseases like systemic 
lupus or inflammatory bowel disease (IBD). There are, however, 
features that should raise suspicion that a patient may have an 
IEI with immune dysregulation, including: (1) Early-onset dis-
ease. Onset of clinically significant autoimmune, inflammatory, 
or lymphoproliferative disease early in life (i.e., under the age of 
5 years) should raise suspicion for an IEI disorder. (2) Unusual 
combinations of clinical features: for example, type 1 diabetes or 
interstitial lung disease paired with IBD. While the incidence 
of type 1 diabetes is modestly higher in patients with IBD, this 
combination is not common so should raise suspicion for a po-
tential underlying IEI disorder. Similarly, the combination of in-
fections with unusual pathogens or atypically severe infections 
in a patient with immune dysregulation, particularly one not 
receiving significant immunosuppressive therapy, should raise 
suspicion for an underlying IEI. (3) Disease that is unusually ex-
tensive: for example, the presence of interstitial lung disease with 
follicular bronchiolitis, enteropathy with nodular lymphoid hy-
perplasia throughout the bowel, type 1 diabetes, psoriasis, pso-
riatic arthritis, and hypogammaglobulinemia in a single patient.

THE GENETICS OF IMMUNE REGULATORY 
DISORDERS
The number of different gene defects associated with immune 
regulatory disorders has grown steadily since 2010. All modes 
of inheritance, including X-linked recessive, autosomal reces-
sive, and autosomal dominant have been observed, but many 
of the single gene disorders identified since 2015 demonstrate 
autosomal dominant inheritance. Despite segregating as domi-
nant traits, the mechanisms of disease among these autosomal 
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dominant disorders vary from haploinsufficiency to dominant 
loss-of-function (LOF) to dominant gain-of-function (GOF). 
To complicate matters more, many autosomal dominant im-
mune dysregulation disorders exhibit variable expressivity of 
the associated clinical phenotype, meaning that some patients 
with the same mutation may have little to no clinical disease 
while others have severe disease. This creates challenges when 
trying to counsel individuals carrying disease-associated mu-
tations about their risks of the disease when making decisions 
about treatment.

Somatic or Mosaic Genetic Defects and Immune 
 Dysregulation
One unique aspect of immune dysregulation disorders is that 
acquired (somatic) mutations can cause clinical disease due 
to the fact that these mutations often activate or enhance the 
growth, survival, or reactivity of the cells in which they occur. 
In many cases, these somatic mutations occur in only a subset of 

cells but can lead to the same phenotype and disease severity as 
when the mutation is present in the germ line. A growing num-
ber of disorders have been described in which a somatic muta-
tion in as few as 5% of cells of a particular cell subset can lead to 
disease.1 Depending on when the mutation occurs, the somatic 
variant can cause either germline or somatic mosaicism. Germ-
line mosaicism usually occurs as a result of a mutation arising 
de novo in one or more cells relatively early after fertilization. 
As a result, most or all cells arising from that initial cell (includ-
ing germ cells/gametes) carry the mutation, meaning that the 
mutation can be passed down to offspring. Somatic mosaicism 
typically occurs in a terminally differentiated cell type at any 
time during its life span.

Often, somatic mutations lead to a selective growth advan-
tage for the cells that harbor the mutation, leading to their ex-
pansion. Mutations that lead to abnormal immune cell func-
tion, abnormal growth, resistance to apoptosis, resistance to 
regulation, etc., can lead to those cells secreting large amounts 

TABLE 38.1 Immune Regulatory Disease Phenotypes and Genes
Disease Class Disease Entities Common Clinical Manifestations Example Genes (Protein)a

Treg/Teff Cell Axis IPEX
IPEX-like
APECED

Enteropathy (diarrhea)
Dermatitis (eczema, psoriasis)
Cytopenias
Endocrinopathies (T1DM, thyroiditis, etc.)

FOXP3, CD25, CTLA4, LRBA, DEF6, IL2RB, 
STAT1(GOF), STAT3(GOF), STAT5B (LOF or GOF)

Nonmalignant Lym-
phoproliferation

ALPS
ALPS-like
ALPS-U
RALD

Lymphadenopathy
Splenomegaly
Recurrent cytopenias
Leukoproliferation
Fever
Malignancy (lymphoma)

FAS, FASL, CTLA4, LRBA, DEF6, PIK3CD, PIK3R1
STAT3(GOF), TNFRSF9, TET2, CASP10, KRAS, NRAS

Autoinflammatory 
Syndromes

TRAPS
CAPS
FMF
DADA2
DIRA
CRIA

Recurrent fevers
Rash (various types)
Abdominal and/or chest pain
Joint/muscle pain and/or swelling

TNFRSF1A, TNFRSF11A, CDC42, NLRP3, MEFV, 
ADA2, IL1RN, RIPK1

Debris Defects Complement deficiency
Interferonopathies
PRAAS

Glomerulonephritis
Lupus (systemic, chilblain. etc.)
Aicardi-Goutieres syndrome
(basal ganglia calcifications)
Vasculitis

C1q, C2, COPA, DNASE1, IFIH1, STING, TREX1, 
PSMB8

Hyperinflammatory 
Disorders

fHLH Fever
Cytopenias
Hepatosplenomegaly, lymphadenopathy
Rash
Elevated ferritin, triglycerides, and sCD25
Low fibrinogen, DIC

LYST, PRF1, RAB27A, UNC13D, CDC42, ITK, MAGT1, 
SH2D1A, STAT1(GOF), NLRC4, XIAP

Hematopoietic Malig-
nancies

SPTCL
LGL
DLBCL
AML / MDS

Susceptibility to malignancy (various) HAVCR2 (TIM3)
STAT3-GOF
CARD11, BCL10, MALT1 PIK3CD
GATA2
TET2

Congenital Atopic 
Hypersensitivity

Allergic disease JAK1(GOF), PGM3, STAT5B(GOF)

Inflammatory Bowel 
Disease (IBD)

Infantile-onset IBD
VEO-IBD

CYBB, IL10, IL10RA, IL10RB, SKIV2L, TTC7A, CYBB, 
RIPK1, NEMO

Rheumatologic 
Diseases

Bechet disease
Lupus
JIA

TNFAIP3, WDR1
C1q, C2
FAS, STAT3-GOF, NCKAP1L (HEM1), LACC1

aGenes listed together function in the same pathway or complex.
ALPS, Autoimmune lymphoproliferative syndrome, AML, acute myeloid leukemia, CAPS, cryopyrin-associated autoinflammatory syndromes, CRIA, cleavage-resistant RIPK1-induced 
autoinflammatory, DADA2, deficiency of adenosine deaminase 2, DIRA, deficiency of the interleukin-1 receptor antagonist, DLBCL, diffuse large B-cell lymphoma, Fhlh, familial 
hemophagocytic lymphohistiocytosis, FMF, familial Mediterranean fever, GOF, gain of function, IPEX, immune dysregulation, polyendocrinopathy, enteropathy, X-linked, JIA, juvenile 
idiopathic arthritis, LGL, large granular lymphocytic leukemia, LOF, loss-of-function, MDS, myelodysplastic syndrome, PRAAS, proteasome-associated autoinflammatory syndrome, 
RALD, RAS-associated autoimmune leukoproliferative disease, SPTCL, subcutaneous panniculitis-like T-cell lymphoma, TRAPS, tumor necrosis factor receptor associated periodic 
syndrome, VEO-IBD, very early onset inflammatory bowel disease.



486 PART IV Immune Deficiency and Immune Regulatory Disorders

of cytokine, growing in an unregulated manner, or inappro-
priately attacking cellular or protein targets. Because cells that 
acquire somatic mutations tend to gain enhanced or altered 
function, they lead almost exclusively to immune dysregulation 
and almost never to immune deficiency. A growing number of 
gene defects cause similar clinical disease, regardless of whether 
they occur as germline or somatic mutations (e.g., FAS, NLRP3, 
NLRC4, TNFRSF1A, NOD2, TMEM173, TLR8).2,3 Some disor-
ders, such as the RAS-associated autoimmune leukoprolifera-
tive disorder (RALD), are caused by mutations in the NRAS or 
KRAS genes, and the inflammatory disorder caused by muta-
tions in STAT5B have been described exclusively in the setting 
of somatic mutations. Finally, immune regulatory disorders can 
also arise when mutations take place in only a subset of im-
mune cells, including cryopyrin-associated periodic syndrome 
(CAPS) occurring when somatic NLRP3 mutations arise in 
only a subset of myeloid cells, or pure red cell aplasia occurring 
when somatic STAT3-GOF mutations take place only in CD8 
T cells.4,5 Unfortunately, identification of somatic mutations 
can be very difficult, particularly when the mutation is present 
in only a subset of cells. In these cases, either ultra-deep next-
generation sequencing (i.e., sequencing to a depth of 500× cov-
erage or higher) or enrichment of the affected cell subset prior 
to sequencing may be required.

GENERAL DIAGNOSTIC TESTING APPROACH TO 
IMMUNE REGULATORY DISORDERS
One of the most challenging aspects of immune regulatory dis-
orders is that there is often significant phenotypic overlap be-
tween patients with different genetic defects. Similarities tend to 
be highest among disorders in the same disease group; the un-
derlying molecular defects often involve related immune mech-
anisms or signaling pathways (see Table 38.1), but there can also 
be significant overlap of clinical phenotypes between different 
disease groups. Previously, the approach to diagnosis varied, 
but typically depended on clinical laboratory testing paired 
with flow-cytometry-based testing in order to define an immu-
nophenotype before embarking on targeted genetic testing to 
try to confirm a diagnosis. Because of the dramatic decline in 
the cost of genetic sequencing, the most direct way to obtain 
a definitive diagnosis in most cases is to perform broad-based 
genetic testing using a large gene panel, whole exome sequenc-
ing, or whole genome sequencing. Depending on the cohort, 
published data suggests that this “genetics first” approach can 
yield an answer in 30% to 50% of cases.6–8

Adjunctive Diagnostic Tests
At the present time, the most useful application of adjunctive 
diagnostic testing is to supplement or confirm pathogenic-
ity of a genetic variant. Adjunctive testing generally falls into 
two major categories: protein expression studies and functional 
assays. A variety of tests have been developed to evaluate the 
presence and phenotype of various immune cell subsets or the 
expression of key proteins in cells; examples include B-cell im-
munophenotyping to assess naïve and memory B-cell popula-
tions or tests to evaluate FOXP3 or CTLA4 protein expression 
in regulatory T cells. Functional tests can be useful to determine 
whether novel gene variants identified by genetic testing have a 
functional consequence that may suggest pathogenicity. Exam-
ples include evaluation of STAT1 phosphorylation in patients 

with a suspected STAT1-GOF mutation, evaluation of CD80 
transendocytosis/uptake in patients with suspected CTLA4 
haploinsufficiency or LRBA deficiency, or assessment of mur-
amyl dipeptide—stimulated TNF production by monocytes in 
patients with suspected XIAP deficiency.9,10 Only a handful of 
these tests are available in clinical labs, while others are available 
only as research assays. Consequently, these tests are generally 
not good for screening patients for the presence of disease, but 
instead are used for follow-up assessments after genetic testing.

Additional Workup
In addition to genetic and adjunctive testing performed to ar-
rive at a definitive diagnosis, assessments to screen for organ 
involvement are recommended. These include assessments of 
the hematopoietic system, immune system, GI tract and liver, 
endocrine organs, lungs, and kidneys. In each case, the goal is 
to screen for active organ-specific autoimmune disease, which 
should be considered in all patients with immune regulatory 
disorders. These should be tailored to each patient’s clinical pre-
sentation.

A variety of autoantibodies have been identified in patients 
with immune regulatory disorders; some of these may be patho-
genic, so screening should be considered in all cases. Autoan-
tibodies against endocrine organs are quite common, making 
screening for thyroid autoantibodies recommended; screening 
for diabetes-associated autoantibodies should be considered, 
particularly if there are any signs of glucose instability. Investi-
gation of autoantibodies targeting other organs may be guided 
by the organ-specific clinical manifestations in each patient.

SPECIFIC IMMUNE REGULATORY DISORDERS

Regulatory-T-Cell (Treg)/Effector-T-Cell (Teff) 
Axis Defects
Regulatory T cells (Tregs) play a major role in maintaining im-
mune tolerance and returning the immune system to homeo-
stasis after an immune activation event. Thymically derived 
regulatory T cells (tTregs) constitute the majority of Tregs in the 
resting state. Cells with a tTreg phenotype are first identifiable in 
the thymic medulla after progenitor T cells have undergone the 
initial rounds of positive selection in response to engagement 
of their T-cell receptor by antigen. The developing Tregs are ex-
posed to tissue-specific antigens presented on AIRE-expressing 
thymic medullary epithelial cells, and their characteristic genet-
ic program is set in place (although the precise mechanisms by 
which this happens is unknown) (Fig. 38.1). It is known that the 
transcription factor FOXP3 is required for the development of 
functional Treg cells. tTregs eventually leave the thymus and en-
ter the periphery, where they require persistent interleukin (IL)-
2 stimulation to maintain their FOXP3 expression, expand, and 
acquire maximal regulatory function. tTregs utilize a variety of 
mechanisms to regulate target cells, including direct cell-cell in-
teractions via key regulatory molecules like CTLA4, secretion of 
regulatory cytokines like transforming growth factor-β (TGF-β)
and IL-10, competition for IL-2 in the local microenvironment, 
and others (see Fig. 38.1). Absence of key molecules required 
for the development or function of Tregs can lead to an imbal-
ance between regulatory and effector T-cell function, thereby 
causing immune dysregulation and autoimmunity.

Autoimmune regulator (AIRE) deficiency (autosomal reces-
sive/autosomal dominant) causes the syndrome of autoimmune 
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studies suggest that Janus kinase (JAK) inhibitors may be effec-
tive in controlling the excessive type 1 immunity in APECED.11 
Since AIRE is expressed primarily in the thymus, hematopoietic 
cell transplant (HCT) is unlikely to yield significant benefit.

FOXP3 deficiency (X-linked recessive) causes the syndrome 
of immune dysregulation, polyendocrinopathy, enteropathy, 
and X-linked (IPEX). This occurs in males with a single mu-
tated X chromosome. Most patients with IPEX present with a 
basic triad of clinical features, including autoimmune enter-
opathy (watery diarrhea), dermatitis (usually eczema), and 
endocrinopathy (type I diabetes and thyroiditis). In addition, 
most patients have other autoimmune features, including cyto-
penias, liver disease, nephritis/nephropathy, etc. Since FOXP3 
is required for the development of functional Tregs, deficiency 
causes a lack of effective peripheral immune tolerance. Murine 
studies have demonstrated that in this setting, effector T cells 
act as the primary drivers of autoimmunity. The most effective 
therapies have therefore been those directed toward controlling 
effector T-cell function, including tacrolimus (FK506), cyclo-
sporine, and sirolimus (rapapmycin). HCT has been shown to 
be an effective therapy for IPEX, but no particular transplant 
regimen has proven definitively to be superior as long as the 
chosen transplant regimen leads to stable donor cell engraft-
ment.13,14

IL2RA, IL2RB, and STAT5B deficiency (autosomal recessive) 
cause defects in IL-2 signaling, either as a result of absent IL-2 
receptor chains (IL2RA and IL2RB) or absence of the domi-
nant IL-2 driven transcription factor, STAT5B. Ongoing IL-2 
stimulation of Tregs is required to sustain FOXP3 expression, 
thereby preserving their suppressive function and maintaining 
their competitive fitness. As a result of Treg dysfunction, hu-
mans with defects in IL-2 signaling develop immune dysregu-
lation with autoimmune enteropathy (diarrhea), dermatitis 
(eczema, pemphigus nodularis, psoriasiform dermatitis), and 
early-onset endocrinopathies (type 1 diabetes, thyroiditis). Pa-
tients with STAT5B deficiency also develop severe, interstitial 
pneumonitis that can be life threatening, and due to the sepa-
rate role of STAT5B in signaling from the human growth hor-
mone receptor, patients also exhibit dwarfism. Development of 
pathogenic autoantibodies is common, and many patients also 
have hepatosplenomegaly, lymphadenopathy, and lymphocytic 
infiltrates in various organs. Because IL-2 is essential for ex-
pansion of effector T cells, patients with defects in this signal-
ing pathway often have moderate T-cell lymphopenia, and in 
cases of IL2RB and STAT5B deficiency, may also have low NK 
cell numbers due to the role that these molecules play in IL-15 
signaling. As a result, patients are typically susceptible to viral 
and fungal pathogens, with cytomegalovirus (CMV) pneumo-
nitis being reported in several patients and thrush and candida 
esophagitis being common. Various immunosuppressive thera-
pies have been tried in patients with IL-2 signaling defects, but 
treatment with aggressive immunosuppression is complicated 
due to infectious susceptibilities. HCT has been successful in 
both IL2RA and IL2RB deficiency, has not been reported in 
STAT5B deficiency.15–18

STAT1-GOF defects (autosomal dominant) are most common-
ly associated with CMC, but there is a wide range of phenotypic 
heterogeneity among patients, with some having only intermit-
tent CMC episodes and others with extensive immune dysregula-
tion and autoimmunity. Common features among patients with 
more extensive autoimmunity include enteropathy (diarrhea), 
dermatitis (eczema, psoriasiform dermatitis), endocrinopathy 

polyendocrinopathy, candidiasis, and ectodermal dystrophy 
(APECED), which is characterized by extensive organ-specific 
autoimmunity mediated by both cellular and humoral immune 
mechanisms. Key target tissues include endocrine organs (para-
thyroid dysfunction, adrenal insufficiency, gonadal failure, type 
1 diabetes, etc.), lung (interstitial lung disease), GI tract (enter-
opathy, pernicious anemia), liver, and skin. Many patients also 
have chronic mucocutaneous candidiasis (CMC). Recent stud-
ies have shown that the CMC is caused primarily by dysregulat-
ed type 1 immunity with overexpression of interferon-gamma, 
leading to compromised mucosal barrier function.11 Since AIRE 
is primarily expressed in thymic medullary epithelial cells where 
it plays a role in thymic T-cell selection, this may be related to 
defective negative selection of autoreactive T cells. Decreased 
Treg function may also contribute to the excessive type 1 im-
munity, as APECED patients demonstrate both a decreased per-
centage of CD4+CD25high tTreg cells as well as decreased FOXP3 
protein expression in these cells compared to normal individu-
als.12 Furthermore, isolated tTreg cells from APECED patients 
have a decreased ability to suppress proliferation of effector T 
cells in vitro compared to those from healthy controls.12 Murine 
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FIG. 38.1 The Normal Life Cycle of Thymically Derived Reg-
ulatory T Cells. Cells initially require selection in the thymus 
and expression of FOXP3 to become functional regulatory T 
cells (Tregs). In the periphery, they require ongoing interleukin 
(IL)-2 stimulation to sustain FOXP3 expression; they expand and 
become activated to suppress target cells. Functionally active 
Tregs exert suppressive function on target cells in various ways, 
including direct cell-cell interaction and secretion of immunoreg-
ulatory cytokines. Certain activating mutations in key immune 
signaling pathways (STAT1, STAT3, etc.) may cause effector 
cells to be resistant to the suppressive activity of Tregs. AIRE, 
Autoimmune regulator; TGF-β, transforming growth factor-β.
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(thyroiditis, type 1 diabetes), and cytopenias. From an infec-
tion standpoint, some STAT1-GOF patients have susceptibility 
to recurrent or severe herpes viral infections, and a subset have 
hypogammaglobulinemia, poor vaccine responses, and recurrent 
bacterial sinopulmonary infections, sometimes misdiagnosed as 
common variable immune deficiency (CVID) before a molecular 
diagnosis is obtained. Vascular aneurysms have been described in 
a small number of patients, and many patients with a severe im-
mune dysregulation phenotype have failure to thrive with growth 
delay. A growing number of case reports have described signifi-
cant clinical improvement in response to JAK kinase inhibitors 
(JAKinibs), although there have also been reports of invasive 
fungal and herpes viral infections in patients receiving this treat-
ment. HCT can be successful, but in the largest published case 
series, survival was only 40%, with high rates of primary and sec-
ondary donor graft failure, suggesting that transplant should be 
approached with caution until more data are available regarding 
the best HCT approach.15

STAT3-GOF defects (autosomal dominant) are characterized 
by severe, systemic autoimmunity and marked growth failure 
in at least 50% of patients. Common autoimmune features in-
clude autoimmune enteropathy (diarrhea), early-onset type 1 
diabetes, cytopenias, inflammatory liver disease, splenomegaly, 
and lymphadenopathy, sometimes mistaken for autoimmune 
lymphoproliferative syndrome (ALPS) prior to obtaining a mo-
lecular diagnosis. Other findings that are less common but still 
serious include hypogammaglobulinemia and recurrent infec-
tions, arthritis, and vasculitis. Like patients with STAT1-GOF 
disease, there are case reports describing significant clinical im-
provement with the use of JAKinib therapy. Since IL-6 is a ma-
jor driver of STAT3 activation, IL-6 blockade using monoclonal 
antibody therapy has also been used, although the clinical effec-
tiveness of this is less clear. HCT has been used successfully, but 
an early case series suggests that survival may be just over 50%, 
with many patients dying of severe graft-versus-host disease or 
infections after transplant.15

CTLA4 haploinsufficiency (autosomal dominant) is usu-
ally associated with both an immune deficiency (hypogam-
maglobulinemia and recurrent infections) and profound, sys-
temic autoimmunity. The most common autoimmune features 
include recurrent, autoimmune cytopenias (hemolytic anemia, 
thrombocytopenia, neutropenia) and nonmalignant lympho-
proliferation in nonlymphoid organs. The most common sites 
of lymphoid proliferation are the GI tract (nodular lymphoid 
hyperplasia) and lungs (follicular bronchiolitis, granulomatous 
lymphocytic interstitial lung disease [GLILD], etc.). Nonmalig-
nant lymphoproliferative lesions in the central nervous system 
occur in 25% to 30% of patients and are quite likely to involve 
CTLA4 pathway defects. Less common autoimmune features 
include endocrinopathies (thyroiditis, type 1 diabetes, etc.), ar-
thritis, and aplastic anemia. In patients with lymphoprolifera-
tion and autoimmunity, sirolimus (rapamycin) has been used 
successfully but may not fully control symptoms. Targeted treat-
ment with CTLA4-Ig (immunoglobulin) fusion protein to “add 
back” functional CTLA4 has been used in an increasing number 
of cases and has shown significant therapeutic benefit, although 
questions remain about how long patients can be maintained 
on this therapy. HCT has shown encouraging results in patients 
who still have severe or progressive disease despite treatment.19

LRBA deficiency (autosomal recessive) has many features 
that overlap with CTLA4 haploinsufficiency, and early thera-
peutic attempts demonstrated an excellent disease response to 

CTLA4-Ig fusion protein. This observation led to the finding 
that LRBA is involved in recycling of CTLA4 back to the sur-
face of T cells so that in its absence, T cells are partially defi-
cient in their expression of CTLA4. LRBA is a large gene, and 
a substantial number of identified mutations are copy number 
variants of various sizes that can be missed by traditional next-
generation sequencing approaches, which can make confirma-
tion of a diagnosis difficult. Like CTLA4 haploinsufficiency, 
HCT has also been successful in patients with LRBA deficiency, 
although some patients do not achieve a complete remission of 
symptoms. LRBA is broadly expressed, and given its role in re-
cycling CTLA4, it is likely that LRBA carries out additional cel-
lular functions that may not be corrected by transplantation of 
only the hematopoietic cells.20

NONMALIGNANT LYMPHOPROLIFERATION
The best-described clinical disorder associated with nonma-
lignant lymphoproliferation is ALPS. ALPS typically becomes 
manifest within the first 5 years of life with nonmalignant, 
chronic peripheral lymphadenopathy and/or splenomegaly. 
Hepatomegaly develops in approximately 50% of cases. Patients 
typically have recurrent episodes of autoimmune cytopenias 
(hemolytic anemia and thrombocytopenia) and may develop 
more extensive autoimmunity, including autoimmune liver 
disease, glomerulonephritis, aplastic anemia, alopecia areata, 
and other features. Over time the lymphoproliferation tends to 
lessen, but often the autoimmune issues persist long term. ALPS 
patients have a high lifetime risk of lymphoma.

FAS deficiency (autosomal dominant) can occur as either 
a germline or somatically acquired defect. In addition to the 
clinical autoimmune features noted above, patients can have 
hypergammaglobulinemia with autoantibodies targeting he-
matopoietic cells (red cells, platelets, and neutrophils) as well 
as anti-phospholipid antibodies. Patients were found to have el-
evated α/β double-negative (CD4negCD8neg) T cells in the periph-
eral circulation, although a number of other useful biomarkers 
have been identified which can aid in confirming a diagnosis of 
FAS deficiency. These include increased circulating levels of sol-
uble FAS ligand (FASLG), vitamin B12, IL-10, and IL-18. Because 
of the increased risk of lymphoma (most highly associated with 
mutations in the intracellular domain of FAS), patients should 
be counseled to watch for changes in the degree or character 
of their lymphadenopathy and for “B symptoms” (fever, night 
sweats, weight loss). Positron emission tomography (PET) scans 
and biopsies may be required to evaluate suspicious cases. Tradi-
tionally, first-line treatment to manage the lymphoproliferation 
and autoimmunity has been steroids, but steroid-sparing agents, 
including mycophenolate mofetil (MMF) and sirolimus (ra-
pamycin), have been used for long-term therapy. Among these, 
sirolimus has proven to have a particularly beneficial effect on 
the lymphoproliferation, which has encouraged some to use this 
as a first-line therapy for FAS deficient ALPS. In patients who fail 
pharmacologic therapy, splenectomy was often considered, but 
the risks and benefits should be carefully weighed since post-
splenectomy infection and sepsis are the most lethal complica-
tion of the disease. Since the disease of FAS-deficient patients 
tends to improve with age, HCT is not usually considered; there 
are, however, a small number of patients who have been treated 
with HCT with reportedly good survival and disease response.21

CASP10 deficiency (autosomal recessive/autosomal domi-
nant) is associated with diffuse lymphadenopathy, splenomegaly,  
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autoimmune cytopenias, hypergammaglobulinemia, and devel-
opment of pathogenic autoantibodies. Patients may have expand-
ed double-negative T cells in peripheral blood.

PIK3CD and PIK3R1–related defects (autosomal dominant) 
lead to hyperactivity of a key phosphatidyl inositol-3 kinase 
(PI-3 kinase Δ) that is present in hematopoietic cells. Mutations 
cause either a GOF in the kinase subunit (PIK3CD) or a LOF 
in the regulatory subunit (PIK3R1) of this kinase, leading to an 
overall increase in activity. The resultant dysregulated growth of 
B and T cells is associated with lymphoproliferation manifested 
by lymphadenopathy, splenomegaly, and lymphocytic infiltrates 
in the lung and GI tract, causing interstitial pneumonitis and 
enteropathy. Most patients have hypogammaglobulinemia with 
recurrent bacterial sinopulmonary infections and a suscepti-
bility to herpes group viruses, particularly Epstein-Barr virus 
(EBV), which often leads to persistent EBV viremia. Some pa-
tients develop autoimmune cytopenias and other organ-specific 
autoimmunity (kidney, liver, etc.). The combination of lym-
phoproliferative drive paired with a particular susceptibility to 
EBV leads to a high rate of malignant transformation (>10%) 
in these patients, with Hodgkin or non-Hodgkin lymphomas 
being the most common.

Treatment of PIK3CD and PIK3R1 disease typically in-
volves a combination of immunoglobulin replacement therapy 
and antibiotics to control the recurrent bacterial infections as 
well as immunomodulatory therapy to control the lymphop-
roliferative and autoimmune aspects of the disease. Sirolimus 
(rapamycin) and B-cell-depletion therapy (rituximab, etc.) have 
shown significant benefits in treating the lymphoproliferative 
aspects of disease, and phase I/II clinical trials of targeted PI-3 
kinase inhibitors (e.g., leniolisib) have shown promise as po-
tential future treatment options. Patients who develop malig-
nancies often undergo HCT as part of their treatment regimen, 
and their overall outcomes have been reasonably good but are 
confounded by the underlying malignancy and risks for disease 
relapse. HCT has not yet been broadly employed prophylacti-
cally in patients with PIK3CD or PIK3R1 defects, but is a con-
sideration.22,23

NRAS and KRAS GOF defects (autosomal dominant) are 
somatic mutations that cause hematopoietic cells to become 
resistant to apoptosis. As a result, patients typically have leu-
kocytosis with a persistent monocytosis that can be difficult to 
differentiate from juvenile myelomonocytic leukemia (JMML). 
As a group, these disorders are often referred to as RALD. Most 
patients have persistent splenomegaly, modest lymphadenopa-
thy, and autoantibodies to a variety of targets, some of which 
may be pathogenic. These can cause cytopenias and other au-
toimmune disorders, including systemic lupus, which has been 
reported in a small number of cases. Like patients with PI-3 
kinase pathway defects, patients with RALD are at higher risk 
of developing hematopoietic malignancies, particularly JMML, 
and should be counseled accordingly. Despite having a clinical 
phenotype that overlaps with FAS deficiency, RALD patients 
typically have normal to mildly elevated double-negative T cells 
and normal serum FAS ligand and vitamin B12 levels. A variety 
of immunomodulatory therapies have been tried for RALD, but 
responses vary. For patients who develop JMML, HCT has be-
come standard of care; HCT is not typically considered prophy-
lactically in patients with RALD.24

PRKCD deficiency (autosomal recessive) has only been de-
scribed in a handful of patients. Lymphadenopathy, splenomegaly, 
hypergammaglobulinemia, and the presence of autoantibodies 

were common features. In addition, some patients developed lu-
pus with nephritis, rash, serositis, and arthritis. These patients were 
treated with steroids and MMF, while another patient without 
lupus was reported to have a good clinical response to sirolimus 
(rapamycin) with a decrease in splenomegaly and hypergamma-
globulinemia.25

CONCLUSIONS
There are a growing number of IEI characterized by immune 
dysregulation. In general, these have been linked either to ac-
tivating mutations in molecules or pathways that promote im-
mune effector cell growth, activation, or survival or to a loss 
of regulatory molecules or cells that control these processes. 
Patients with IEI defects generally present with autoimmunity, 
inflammatory disease, or lymphoproliferation. Since these pro-
cesses may target multiple organs, patients often seek care in a 
variety of different subspecialty clinics. As a consequence, it is 
important for providers in virtually all medical subspecialties to 
have an awareness of these disorders and the fact that genetic 
testing can provide both a diagnosis and significant insight into 
potential targeted therapies that may be particularly effective in 
treating these patients.

• Immune regulatory disorders should be suspected in the setting
of autoimmune, inflammatory, or nonmalignant lymphoproliferative
disease that is:
• Too much—Multiple organ systems involved, multiple cell lines

affected, multiple autoantibodies to diverse targets.
• Too severe—Immune dysregulation is unusually severe and/or

life-threatening.
• Too weird—Unusual autoimmune disease, unusual or severe

infections in addition to immune dysregulation.
• Too young—Onset of disease in infancy or early childhood.

• Immune regulatory disorders have significant phenotypic overlap, so
making a specific diagnosis can be challenging.

• Broad-based genetic testing (i.e., whole exome or whole genome se-
quencing, large gene panel) is the diagnostic approach most likely to
lead to a specific diagnosis.

KEY CONCEPTS

CLINICAL PEARLS

Common autoimmune, inflammatory, and lymphoproliferative disease 
manifestations:
• Hematologic—autoimmune cytopenias (anemia, thrombocytopenia, 

neutropenia)
• GI tract—autoimmune or inflammatory enteropathy, nodular lym-

phoid hyperplasia, autoimmune hepatitis, nodular regenerative
hyperplasia (liver)

• Lungs—interstitial lung disease, follicular bronchiolitis, non-caseating
granulomas

• Skin—eczema, psoriasis, other dermatitides
• Endocrine—autoimmune thyroiditis, type I diabetes, gonadal insuf-

ficiency, etc.
• Cardiovascular—vasculitis
Less common autoimmune, inflammatory, and lymphoproliferative dis-
ease manifestations:
• Musculoskeletal—arthritis, myositis
• Cardiovascular—vasculitis
• Neurologic—lymphoproliferation, strokes
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• The number of genetically defined immune dysregulation disorders is 
likely to increase in the coming years.

• Newly identified genetic defects associated with a phenotype of im-
mune dysregulation will highlight molecular pathways and molecules
that play key roles in regulating immunity.

• A growing number of targeted therapies will increase opportunities to 
provide precision treatments to patients with a genetic diagnosis.

• There is a significant need for development of new tools and
approaches to identify disease causing somatic variants in patients.

ON THE HORIZON

• The primary goal of treatment is to control autoimmunity, inflamma-
tion, or nonmalignant lymphoproliferation in order to ameliorate acute 
symptoms and prevent permanent tissue and organ damage.

• Broadly active immunomodulators (e.g., corticosteroids) may be re-
quired acutely to stabilize acute illness, but for long-term therapy, ef-
forts should be made to target treatment as much as possible to avoid 
undesired side effects.

• Identification of a genetic cause of disease can often provide guid-
ance for targeted treatment (e.g., CTLA4-Ig in CTLA4 haploinsuffi-
ciency, JAK inhibitors in JAK or STAT gain-of-function disorders).

• Biopsies of affected tissue followed by staining of biopsies for im-
mune cells (B cells, T cells, eosinophils, etc.) or immune proteins
(complement, IgA, etc.) can provide useful information about the
components of the immune system mediating disease at the level of
the tissue, allowing therapy to be targeted accordingly.

• Use of immunomodulators may cause increased risk for infection, so
antimicrobial prophylaxis should be considered in all cases, taking into 
consideration the patient’s underlying infectious susceptibilities.

• In patients with pre-existing infections, treatment needs to address
both immune dysregulation and infections in order to optimize out-
comes.

THERAPEUTIC PRINCIPLES

JAK, Janus kinase.
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We have learned a great deal about phagocytes since their dis-
covery by Metchnikoff in 1905: neutrophils, monocytes, macro-
phages, and eosinophils traffic to sites of infection or inflamma-
tion and engulf microorganisms and apoptotic cells as the lead 
players in the innate immune response.

NEUTROPHILS
Neutrophils, also known as granulocytes because of their nu-
merous cytoplasmic granules, are crucial for the host defense 
against bacteria and fungi. They are bone marrow–derived, ter-
minally differentiated cells incapable of further cellular division. 
They have a short life span in the circulation (t1/2 ≈7 hours) but 
survive an additional 1 to 2 days in tissue. In peripheral blood, 
they are normally maintained at 3000–6000 cells/mm3 and rep-
resent 30% to 50% of the circulating leukocytes. There are four 
pools of neutrophils in vivo: (i) the bone marrow pool (≈90% 
of the total); (ii) the circulating pool (≈3% of the total); (iii) 
the marginated pool (adherent to the endothelium, ≈4% of the 
total); and (iv) those located in the tissues as extravasated or 
exudative neutrophils. About 55% to 60% of bone marrow is 
dedicated to the production of neutrophils, producing around 
1011 cells daily, but production increases in times of stress.

Myeloid cell differentiation is a complex process that typical-
ly extends over 2 weeks in bone marrow. The pluripotent stem 
cell, the precursor for all hematopoiesis, develops into lineage-
committed progenitors, which proceed to terminally differen-
tiated distinct cells, all the while preserving and regenerating 
more pluripotent stem cells.1

PRODUCTION OF MACROPHAGES AND 
GRANULOCYTES
The pluripotent stem cell gives rise to the myeloid stem cell 
from which the colony-forming unit granulocyte/erythrocyte/
macrophage/megakaryocyte (CFU-GEMM) is derived. Among 
the growth factors that are influential at this step are stem cell 
factor (SCF), interleukin-3 (IL-3), and granulocyte/macro-
phage–colony-stimulating factor (GM-CSF).2 The CFU-GEMM 
further differentiates into the colony-forming unit–granulo-
cyte/macrophage (CFU-GM) under the continuing influence 
of these growth factors. The colony-forming unit–granulocyte 
(CFU-G), a neutrophil lineage committed precursor, is derived 
from CFU-GM under the control of IL-3, GM-CSF, and granu-
locyte–colony-stimulating factor (G-CSF). The myeloblast is 
formed from the CFU-G under the influence of GM-CSF and 

G-CSF and is the first morphologically distinct cell of the neu-
trophil lineage. Promyelocyte, myelocyte, metamyelocyte, band 
form, and mature neutrophil formation follow consecutively 
under the ongoing control of G-CSF and GM-CSF. The matura-
tion process from stem cell to myelocyte takes 4 to 6 days, with 
an additional 5 to 7 days for the myelocyte to form the mature 
neutrophil, all in bone marrow.

Macrophage differentiation is similar to granulocyte differ-
entiation in many respects. The CFU-GM differentiates into the 
colony-forming unit–macrophage (CFU-M) followed by the 
formation of the monoblast, promonocyte, and monocyte un-
der the influence of macrophage colony-stimulating factor (M-
CSF).3 After monocytes are released into blood, they circulate 
for 1 to 4 days before entering tissues, where they further dif-
ferentiate into macrophages.

EVOLUTION OF NEUTROPHIL GRANULES
During myelopoiesis in bone marrow, the first granules form-
ing at the promyelocyte stage, stain blue with the Wright or 
Romanowsky stain, and are called primary granules or azuro-
philic granules. Their formation ceases at the myelocyte stage, 
and they are distributed among the daughter cells. These pri-
mary granules contain microbicidal enzymes, including defen-
sins, hydrolases, and proteases (Table 39.1). As the granulocyte 
precursors mature and divide, the number of primary granules 
per cell decreases. After the promyelocyte stage, secondary or 
specific granules form. In the mature neutrophil, they comprise 
about two-thirds of the granules. The secondary granules are 
less dense and contain cytochrome b558, lysozyme, lactoferrin, 
and collagenase. The gelatinase-containing tertiary granule 
forms after the metamyelocyte stage and can be detected in the 
band form and the mature granulocyte.

DISORDERS OF NEUTROPHIL PRODUCTION
Chronic neutropenia refers to conditions lasting more than 6 
months with an absolute neutrophil count (ANC) of less than 
500 cells/μL. Chronic neutropenia has many etiologies, as listed 
in Table 39.2.

Severe Congenital Neutropenia and Cyclic Neutropenia
Kostmann originally described an extensive northern Swed-
ish kindred with both recessive and dominant neutropenia, but 
subsequently sporadic cases were added, making Kostmann 
neutropenia a confusing mélange of syndromes.4 Severe con-
genital neutropenia (SCN) is now known to be a heterogeneous 
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group of disorders that present similarly. The genes recognized 
as mendelian causes of neutropenia are neutrophil elastase (EL-
ANE or ELA2), HAX1, G6PC3, GFI1, GATA2, JAGN1, VPS45 
genes, and activating mutations in the Wiskott–Aldrich syn-
drome (WAS) gene.

SCN is usually diagnosed in early infancy because of the 
occurrence of life-threatening pyogenic infections, cellulitis, 
stomatitis, peritonitis, perirectal abscess, or meningitis. The 
most common bacteria isolated are Staphylococcus aureus, Esch-
erichia coli, and Pseudomonas aeruginosa. Patients usually have 
an ANC ≤200 cells/μL, mild anemia, and hypergammaglobu-
linemia, sometimes with eosinophilia and monocytosis. SCN 
represents a maturational arrest of neutrophil precursors at the 
level of promyelocytes or myelocytes in bone marrow. A sub-
set of patients with SCN (7.5% to 10%) subsequently develops 
a myelodysplastic syndrome (MDS) or acute myeloid leukemia 
(AML), which has been associated with acquired truncation 
mutations of the G-CSF receptor (G-CSFR).

The majority of patients with SCN have heterozygous mu-
tations in the neutrophil elastase (ELANE).5 The fascinating 
cyclic form of this disorder has neutrophil counts oscillat-
ing with 21-day cycles: hence the name cyclic neutropenia 
(CN). These typically missense mutations are transmitted 
as autosomal dominant mutations but also occur spontane-
ously. There is no clear genotype–phenotype correlation be-
tween specific ELANE mutations that lead to CN as opposed 
to SCN. They lead to intracellular accumulation of mutant 
proteins that are inappropriately trafficked into azurophilic 
granules.5 The mutated, aberrantly folded elastase is thought 
to contribute to neutrophil precursor apoptosis and the clini-
cal phenotype of neutropenia, but the mechanisms by which 
this occurs are still obscure. Treatment with subcutaneous 
G-CSF can increase the ANC above 1000 cells/μL, with a de-
crease in the frequency of infections and significant clini-
cal improvement.6 However, patients with SCN who have 
received long-term G-CSF therapy are at an increased risk 
of developing AML or MDS, which correlates with overall 
G-CSF responsiveness.

Homozygous loss-of-function mutations in HAX1 account 
for the majority of recessive cases of SCN,7 some of which were 
in original pedigree described by Kostmann. Patients may have 
isolated SCN or associated neurological problems (cognitive 
impairment, developmental delay, or epilepsy), depending on 
which isoform of HAX1 is mutated. Patients with mutations af-
fecting isoform A have only SCN as opposed to patients with 

TABLE 39.1 Neutrophil Granule 
 Components

Granule Contents Properties

Primary (azuro-
philic) granules

Lysosomal hydrolases
Myeloperoxidase
Defensins
Lysozyme
Elastase
Cathepsin G
Azurocidin
Proteinase 3
Bacterial—permeability 

increasing protein (BPI)
Acid hydrolases
Cathepsin B
Cathepsin D
β-Glycerophosphatase 

granulocyte
β-Glucuronidase
N-acetyl-β-

glucosaminidase
α-Mannosidase
Other
Collagenase

• First formed during
myelopoiesis at promy-
elocyte stage

• Appearing blue when
stained with Wright 
stain

• Least mobilizable of all
granules

• Measuring ≈ 0.8 μm in
diameter

• Containing defensins
making up 30%–50%
of granule contents

• Augmenting the micro-
bial damage initiated
by reactive oxidants

• Helping to digest dead
microbes and host cells

• Neutralizing gram-
negative bacteria by
means of BPI

Secondary (spe-
cific) granules

Lysosomal hydrolases
Lysozyme
Other
Collagenase
Gelatinase
Lactoferrin
Vitamin B12–binding 

proteins
Cytochrome b558

Histaminidase
FMLF receptors
C3bi receptors

• First formed at the
myelocyte stage

• Specifically found
specific in phagocytes

• Measuring ≈0.5 μm in
diameter

• Binding proteins to
deprive microorgan-
isms of nutrients

• Having positively
charged, enhancing
cell surface

Tertiary (smaller) 
granules

Acid hydrolases
Cathepsin B
Cathepsin D
β-Glycerophosphatase 

granulocyte
β-Glucuronidase
N-acetyl-β-

glucosaminidase
α-Mannosidase
Other
Gelatinase

• Heterogeneous popu-
lation of organelles,
including C-particles
and secretory vesicles

• Detected in the band
form and mature
neutrophils

TABLE 39.2 Causes of Neutropenia

Classification Etiology

Hematological Kostmann syndrome
Severe congenital neutropenia
Cyclic neutropenia
Myelodysplastic syndrome
Aplastic anemia
Leukemia

Immunological/inflammatory 
disorders

Severe combined immunodeficiency 
(SCID), certain types

Hyper-IgM syndrome (CD40L defi-
ciency)

Chediak-Higashi syndrome
Cartilage–hair hypoplasia
Reticular dysgenesis
Dyskeratosis congenita
Autoimmune neutropenia
Isoimmune neutropenia

Infections Human immunodeficiency virus (HIV)
Parvovirus
Epstein-Barr virus
Malaria
Cytomegalovirus

Inborn errors of metabolism/
nutritional disorders

Gaucher disease
Glycogen storage disease, type lb
Transcobalamin deficiency
Vitamin B12, folate deficiency

Other Schwachman-Bodian-Diamond syn-
drome

Idiopathic neutropenia
Chemotherapy
Radiation therapy
Drugs (e.g., vancomycin, chlorampheni-

col, sulfamethoxazole, clozapine)
Toxins (e.g., benzene)
Dialysis
Reticuloendothelial sequestration
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mutations affecting both isoforms (A and B), who develop neu-
rological problems in addition.8

Dominant zinc finger mutations disabling transcriptional re-
pressor activity of the growth factor independent 1 (GFI1) gene 
have been described in a few patients with SCN.4 GFI1 encodes 
a transcriptional repressor prooncogene controlling normal 
hematopoietic cell differentiation and also regulating ELANE 
as well as several genes encoding CAAT enhancer binding 
 proteins (C/EBP). Mutations in GFI1 are also associated with 
aberrations in lymphoid and myeloid cells, leading to a circulat-
ing population of immature myeloid cells. Gfi1 knock-out mice 
have impaired regulation of T-helper type 2 (Th2) cells and dif-
ferentiation of B, Th17, and dendritic cells (DC).

Mutations in the glucose-6-phosphatase catalytic subunit 3 
(G6PC3) complex cause another form of SCN along with de-
velopmental and somatic problems.9 G6PC3 encodes glucose-
6-phosphatase-β, which hydrolyzes glucose-6-phosphate (G6P) 
in the final step of gluconeogenesis and glycogenolysis. It is 
coupled to a glucose transporter (G6PT) that facilitates G6P 
 transport from the cytoplasm to the endoplasmic reticulum. 
Mutations in the G6PT gene lead to glycogen storage disease 
type Ib, which has variable neutropenia and infections and oth-
er complications, such as liver adenomas, growth retardation, 
osteoporosis, polycystic ovaries, and inflammatory bowel dis-
ease (IBD). Children with these complications have increased 
susceptibility to bacterial infections and cardiovascular abnor-
malities, including prominent ectatic superficial veins.

Shwachman-Bodian-Diamond Syndrome
Shwachman-Bodian-Diamond syndrome (SBDS) was first de-
scribed in 1964 as a disorder with pancreatic exocrine insuffi-
ciency and bone marrow dysfunction. Currently, it is recognized 
as the second most common cause of inherited exocrine pan-
creatic insufficiency after cystic fibrosis. It is autosomal reces-
sive with an estimated incidence of 0.5 to 1/100,000.10 The SDBS 
protein belongs to a highly conserved protein family involved in 
RNA metabolism. Mutations cause defects in the development 
of the exocrine pancreas, hematopoiesis, and chondrogenesis. 
Recurring mutations result from gene conversion caused by re-
combination with a pseudogene in 89% of unrelated patients; 
60% carry two converted alleles. (Pseudogene conversion is also 
the cause of the majority of cases of p47phox-deficient chronic 
granulomatous disease [CGD].)

Patients present with recurrent infections, failure to thrive, 
hematopoietic dysfunction, metaphyseal dysostosis, growth re-
tardation, and fatty replacement of the pancreas. Most patients 
have mild neutropenia, and a few have intermittent or chronic 
neutrophil counts ≤500 cells/μL.11 Anemia and thrombocyto-
penia are associated with neutropenia. Congenital aplastic ane-
mia with anemia, thrombocytopenia, and neutropenia is an un-
usual presentation of SBDS. Upper and lower respiratory tract 
pyogenic infections are common and related to neutropenia. 
Short ribs with broadened anterior ends are common radiologi-
cal findings, along with metaphyseal dyschondroplasia of the 
femoral head. The diagnosis is suggested by neutropenia, radio-
logical findings, and abnormal pancreatic exocrine function. It 
is confirmed by gene sequencing.

Autoimmune Neutropenia
Autoimmune neutropenia (AIN) is caused by peripheral de-
struction of neutrophils as a result of granulocyte-specific au-
toantibodies.12

Primary Autoimmune Neutropenia
Primary AIN is seen in infancy unassociated with other sys-
temic immune-mediated disorders and is the most common 
form of neutropenia, equally affecting boys and girls at around 
1/100,000.12 The average age at diagnosis is 8 months. The ma-
jority present with mild skin and upper respiratory tract infec-
tions; some patients remain asymptomatic despite low ANCs. 
The majority of patients have a neutrophil count ≥500 cells/μL  
at diagnosis, but ANCs may transiently increase two- to three-
fold during severe infection. Bone marrow shows normal to 
increased cellularity. Myeloid precursors typically reach the 
myelocyte/metamyelocyte stage. Phagocytosed granulocytes in 
bone marrow may indicate removal of sensitized granulocytes 
there. Granulocyte-specific antibodies are detected by direct 
granulocyte immunofluorescence testing (D-GIFT), the vast 
majority of which are immunoglobulin G (IgG) against glyco-
proteins of the granulocyte membrane designated neutrophil 
antigens (NAs). NAs are located on IgG receptor IIA or IIIB 
(FcγRIIa and FcγRIIIb).

AIN is generally self-limiting. Disappearance of the antibod-
ies from the circulation precedes normalization of neutrophil 
counts. Prophylactic antibiotic treatment should be reserved for 
those with recurrent infections. Alternative treatment strategies 
for severe infections and in the setting of emergency surgical 
interventions include high-dose intravenous immunoglobulin 
(IVIG), corticosteroids, and G-CSF—with the latter being the 
most effective at increasing the ANC.

Secondary Autoimmune Neutropenia
Secondary AIN can be seen at any age and has a more vari-
able clinical course. Hepatitis, systemic lupus erythematosus 
(SLE), or Hodgkin disease may underlie it and cause other au-
toimmune problems as well. These antineutrophil antibodies 
(ANAs) have pan-FcγRIII specificity. CD18/CD11b antibodies 
have been detected in a subset of patients with secondary AIN 
that responds poorly to most therapies.

Alloimmune Neonatal Neutropenia
First described by Lalezari in 1966, alloimmune neonatal neu-
tropenia (ANN) is caused by the transplacental transfer of ma-
ternal antibodies against the fetal NAs NA1, NA2, and NB1, 
leading to immune destruction of neonatal neutrophils.13 These 
complement-activating antineutrophil IgG antibodies can be 
detected in about 1/500 live births. Antibody-coated neutrophils  
in ANN are phagocytosed by the reticuloendothelial system and 
removed from the circulation, leaving the neutropenic neonate 
at risk for infections. Omphalitis, cellulitis, and pneumonia typ-
ically occur within the first 2 weeks of life in association with 
neutropenia. Diagnosis can be made by detection of neutrophil-
specific alloantibodies in the maternal serum. ANN responds 
to G-CSF or high-dose IVIG, but most infants improve without 
specific treatment in a few weeks to 6 months with waning of 
maternal antibody.

DEFECTS OF LEUKOCYTE ADHESION
Migration of circulating leukocytes from the bloodstream into 
tissues depends on complex bidirectional interactions between 
leukocytes and endothelial cells (Chapter 16). The initial steps 
involve the activation of circulating leukocytes by signal mol-
ecules released from inflamed tissues or from the bacteria 
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Leukocyte Adhesion Defect-1
In the 1970s, infants and children were recognized with severe, 
recurrent life-threatening bacterial infections affecting the skin, 
gingiva, and lungs, often with delayed separation of the umbili-
cal stump with severe omphalitis. These patients were shown to 
have defects in membrane expression of the leukocyte adhesion 
glycoproteins of the integrin superfamily.15,16

Integrins are noncovalently associated, heterodimeric cell 
surface receptors, comprising one α subunit (CD11a, CD11b, or 
CD11c) and a common β chain (CD18), the latter required for 
surface expression of the CD11 chains. These proteins mediate 
leukocyte adhesion to the endothelium and other leukocytes. 
Leukocyte adhesion defect-1 (LAD-1) results from mutations 
in the CD18 gene (ITGB2), located on chromosome 21q22. Pa-
tients with LAD-1 have defective polymorphonuclear cell ad-
herence, leading to defective chemotaxis and trafficking as well 
as low natural killer (NK) and cytotoxic T-lymphocyte (CTL) 
activity. The absence of CR3 leads to loss of complement-medi-
ated phagocytosis and bacterial killing. LAD-1 is often manifest-
ed by delayed umbilical cord separation, omphalitis, persistent 
leukocytosis, destructive periodontitis, and recurrent infections 
with S. aureus, P. aeruginosa, and Klebsiella spp. Patients with 
some residual CD18 expression and function (i.e., hypomorph-
ic mutations) live beyond childhood with less frequent or se-
vere infections and do not typically have delayed umbilical cord 
separation. Persistent neutrophil leukocytosis (usually >15.000 
cells/μL) in the absence of infection is common in all patients, 
driven by both low-level ongoing infection and impaired exit of 
neutrophils from the circulation. Oral ulcers, severe periodonti-
tis, gingivitis with apical bone loss (Fig. 39.2), and eventual loss 
of permanent teeth are major problems in LAD-1 and reflect 
excessive IL-17 expression by CD4 T cells as a result of unin-
hibited IL-23 production by tissue macrophages.17 Necrotizing 
cutaneous ulcers with delayed wound healing and lingering es-
char formation are common (Fig. 39.3). Defective chemotaxis 
and adhesion mean that leukocytes fail to migrate to sites of in-
fection, accounting for the inability to form pus and erythema 
at the site of infection. Biopsies of the ulcers characteristically 
show poorly formed granulation tissue and scant fibrinous exu-
date without neutrophils. Ulcerative gastrointestinal (GI) disor-
ders resembling IBD are also recognized in LAD-1, especially as 
patients grow older.

themselves. After activation by chemotactic factors—such as 
the complement fragment C5a, IL-8, leukotriene B4 (LTB4), or 
the bacterial product formyl-methionyl-leucyl-phenylalanine 
(fMLF)—leukocytes rapidly become adhesive to the endothe-
lium, other leukocytes, or laboratory surfaces. The activation 
process involves translocation of subcellular granules contain-
ing adhesion molecules (CD18/CD11b) to the polymorpho-
nuclear leukocyte (PMN) surface and qualitative alterations in 
the adhesion molecules constitutively expressed on the plasma 
membrane. Adhesion and transmigration of leukocytes occur as 
a result of interactions between three groups of molecules: leu-
kocyte integrins, endothelial intercellular adhesion molecules 
(ICAMs, members of the immunoglobulin supergene family), 
and glycosaminoglycans or selectins (Fig. 39.1). The first step 
in targeting PMNs to inflamed tissues is the rolling or tethering 
of PMNs on the endothelium of postcapillary venules.14 This is 
attributed to the interactions between CD15s (sialyl LewisX or 
SLeX) expressed on the leukocyte surface and P-selectin or E-
selectin, members of the selectin family of adhesion molecules 
expressed on the vascular endothelium. In addition, l-selectin 
on the leukocyte surface interacts with its counterligands P-se-
lectin, CD34, glyCAM-1, and other glycoproteins located on the 
endothelial surface. Rolling—a relatively low-affinity interaction 
mediated by selectins—is followed by firm adhesion, which is 
a high-affinity interaction between integrins on the neutrophil 
and ICAMs on the endothelium. Adhesion is followed by the 
transmigration of neutrophils between endothelial cells out to 
the extracellular matrix (ECM).

Leukocyte

Endothelium

E-selectin
(CD62E)

P-selectin
(CD62P)

Fucose

CD18 CD18CD18
CD11a

ICAM-1
(CD54)

ICAM-2
(CD54)

CD11b

LFA-1

CD11c

Tight adhesion Rolling

Mac-1
(CR3)

p150,95
(CR4)

Absent in LAD-2Absent
in LAD-1

SLex

(CD62L)

L-selectin
(CD62L)

FIG. 39.1 Leukocyte Adhesion to Nonlymphoid Endothelium. 
Selectins (L-selectin/CD62L, P-selectin/CD62P, and E-selectin/
CD62E ), integrins (CD18/CD11a or LFA-1, CD18/CD11b or Mac-1, 
and CD18/CD11c or p150,95 ), and intercellular adhesion mole-
cules (ICAMs) are involved in leukocyte adhesion to the nonlym-
phoid endothelium. Rolling or low-affinity tethering, the initial 
step of leukocyte adhesion, is mediated by the interactions of 
E- and P-selectin on endothelial surfaces with the sialyl Lew-
isx (SLex or CD15s) of leukocytes as well as L-selectin on the 
leukocyte surfaces with its counterligands CD34 or glyCAM-1. 
Rolling facilitates tight adhesion as a result of the interactions 
of leukocyte function–associated antigen-1 (LFA-1) with ICAM-1 
or ICAM-2 and Mac-1 with ICAM-2. CD18 is missing or dysfunc-
tional in leukocyte adhesion defect-1 (LAD-1); SLex is missing 
in LAD-2.

FIG. 39.2 Oral Pathology in Leukocyte Adhesion Defect-1 
(LAD-1). Gingivitis and severe periodontitis are hallmarks of 
LAD-1.
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Although most cases of CD18 deficiency are homozygous, 
compound heterozygotes also occur.18 The diagnosis is usu-
ally made by flow cytometric analysis of neutrophils showing 
decreased or absent CD18 and its associated heterodimers—
CD11a, CD11b, and CD11c—and confirmed by mutational anal-
ysis of ITGB2. More subtle phenotypes can be detected by test-
ing for mobilization of CD18 complexes, such as CD18/CD11b 
from neutrophils upon cellular stimulation. Definitive therapy 
of LAD-1 is bone marrow transplantation. Infections must be 
managed aggressively, since inflammatory responses and clinical 
signs are unreliable in these patients with profoundly impaired 
innate immune responses. Surgery is often essential for debride-
ment of nonhealing ulcers, which frequently need tissue grafts, 
but immunomodulation of the affected cytokine pathways may 
also be helpful. Although not correcting the underlying gene 
defect, but reflecting the excessive production of IL-23 and IL-
17 at sites of inflammation that is associated with severe oral ul-
cers, periodontitis and bone loss, a patient with moderate LAD-
1 (34% of control CD18 activity) was treated with ustekinumab,  
which blocks IL-23-dependent production of IL-17.  
After 1 year of treatment the patient’s severe chronic periodon-
titis and a deep sacral ulcer had resolved without serious in-
fections or adverse reaction. This approach to therapy offers 
additional insight into the complex pathophysiology of LAD-1 
inflammation and suggests the possibility of novel therapeutic 
approaches to symptomatic management.19

LAD-2.15,20 It is characterized by growth retardation and cog-
nitive impairment, hypotonia, seizures, dysmorphic features, 
strabismus, and persistent periodontitis. In contrast to LAD-1, 
wound healing is not impaired, nor is the susceptibility to bacte-
rial infections as severe. Hypofucosylation of the protein (SLeX) 
on neutrophils impairs the rolling step of neutrophil adhesion. 
The underlying defect is in guanosine diphosphate (GDP)– fucose 
biosynthesis, resulting from mutations in the GDP–fucose trans-
porter-1 (FUCT1 or SLC35C1), hence the designation of this 
disease as a congenital disorder of glycosylation IIc (CDGIIc). 
In addition to severe impairment in neutrophil migration as in 
LAD-1, lymphocyte homing to skin is also defective. Patients 
with LAD-2 have had relatively mild courses of infections with 
several pneumonias and superinfection of varicella lesions,20 
and some have reportedly improved with fucose supplemen-
tation. In addition to SLeX, fucosylated blood group antigens 
are also affected, leading to the Bombay blood group pheno-
type (lack of the H antigen) and Lewis a−b− in these patients.  
Absence of CD15 on patient neutrophils can be detected by flow 
cytometry. Effective and prompt treatment of infections is cen-
tral to the management of LAD-2.

Leukocyte Adhesion Defect-3
A third leukocyte adhesion deficiency was recognized, LAD-3, 
initially named LAD-1/variant (LAD-1v), has a distinct infan-
tile bleeding diathesis similar to Glanzmann-type thrombasthe-
nia along with defective leukocyte adhesion.21 Although CD18/
CD11a (lymphocyte function–associated antigen-1 [LFA-1] or 
α1β2) is the main integrin on leukocytes, αIIbβ3 (also called GPI-
Ib-IIIa) allows platelets to bind fibrinogen to promote clotting. 
This was initially described in Turkish patients and ascribed to 
the fermitin (kindlin) family member 3 gene FERMT3, which 
encodes KINDLIN3, an adaptor protein expressed in hemato-
poietic cells that regulates integrin activation.22,23 KINDLIN3 
activates integrins through binding to distinct motifs on the 
short tails of the integrin β subunits. Phenotypically, leukocytes 
and platelets in LAD-3 have defective β3, β2, and β1 integrin acti-
vation as a result of loss of “inside out” or chemokine-mediated  
LFA-1 activation and intrinsic LFA-1/α1β2 adhesiveness. In ad-
dition, these cells have decreased adherence to endothelial cells 
and reduced expression of the Rap-1 guanine nucleotide ex-
change factor, CalDAG-GEFI (CDGI). Based on the location 
and severity of mutation, LAD-3 leukocytes may also display loss 
of adhesion to vascular cell adhesion molecule-1 (VCAM-1). 
LAD-3 platelets have decreased binding to soluble fibrinogen, 
respond poorly to thrombin via thrombin receptors (PARs), and 
therefore have poor platelet granule secretion through integrin 
activation. Bone marrow transplantation is necessary and can 
be curative.

CHRONIC GRANULOMATOUS DISEASE
CGD, first described in 1954, is characterized by recurrent in-
fections and hypergammaglobulinemia. It results from defective 
phagocyte superoxide production leading to impaired microbi-
al killing. CGD comprises six genotypes with a relatively con-
sistent phenotype (Table 39.3) of recurrent severe bacterial and 
fungal infections and tissue granuloma formation.24 CGD oc-
curs at around 0.5 to 1/100,000 births. It is inherited in X-linked 
and autosomal recessive patterns, with the relative frequencies 
of recessive disease depending on the rates of local consanguin-
ity. In the United States, the X-linked form accounts for about 

FIG. 39.3 Skin Infection in Leukocyte Adhesion Defect-1 
(LAD-1). Failure to form pus, inability to demarcate the fibrotic 
skin debris, and limited inflammation.

• Three types of adhesion defect are known: leukocyte adhesion defect 
(LAD)-1, -2, and -3. There are two phenotypes for LAD-1: moderate
and severe.

• LAD-1 results from mutations in CD18; LAD-2 is caused by mutations 
in sialyl LewisX (CD15s); LAD-3 results from mutations in FERMT3.

• High white blood cell count, delayed umbilical cord separation, recur-
rent bacterial infections, skin ulcers, defective wound healing, gingivi-
tis, and periodontitis are the hallmarks of LAD-1.

KEY CONCEPTS
Leukocyte Adhesion Defect

Leukocyte Adhesion Defect-2
A distinct defect of leukocyte adhesion with susceptibility to 
infection was described by Etzioni et al. in 1992 and named 
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65% of cases and the autosomal recessive p47phox (phagocyte 
oxidase) deficiency for about 25%.

Patients with CGD often present with pneumonia, liver ab-
scess, skin infections, lymphadenitis, or osteomyelitis; bactere-
mia is relatively uncommon. Initial presentation with immune 
dysregulation, particularly IBD, is not unusual. Exuberant tis-
sue granuloma formation at the sites of infection, at surgical 
wounds, and in hollow viscera is a frequent problem seen pri-
marily in patients with X-linked CGD.

The NADPH Oxidase and Its Activity
The nicotinamide adenine dinucleotide phosphate (NADPH) 
oxidase is a multicomponent system that transfers an electron to 
molecular oxygen by way of flavin adenine dinucleotide (FAD) 
and heme to form superoxide (O2

−) (Fig. 39.4). Cytochrome b558 
is a membrane-bound heterodimer lodged in the wall of the sec-
ondary granules; the large glycosylated β subunit is gp91phox and 
the small nonglycosylated α subunit is p22phox. The cytoplasmic 
tail of gp91phox binds FAD, heme, and NADPH, which are re-
quired for electron transfer to oxygen (O2). Neutrophil stimula-
tion leads to aggregation and phosphorylation of p47phox, p67phox, 
p40phox, and the small guanosine triphosphate (GTP)–binding 
proteins RAC1/RAC2, which dock with the cytochrome at the 
membrane through binding of p47phox and p22phox.

Much of the killing effect of neutrophils is, in fact, car-
ried out by proteases enhanced by NADPH oxidase activity.25 
Charge created by electron flux across the membrane is com-
pensated mostly by K+ flux, which enhances microbial killing. 
Papayannopoulos and Zychlinksy identified neutrophil extra-
cellular traps (NETs; extruded DNA with attached antimicro-
bial peptides), which depend on superoxide generation and are 
deficient in CGD.26

Mutations Leading to CGD
X-Linked CGD
The most common form of CGD is caused by mutations in 
CYBB, which encodes gp91phox (located at Xp21.1) (see Table 
39.3). Mutation types include deletions (22.2%), insertions 
(7%), deletion/insertion (1.5%), nonsense (29.8%), missense 
(19.4%), splice sites (19.5%), and promoters (0.6%).27 The spo-
radic mutation rate is approximately 11%. Large interstitial de-
letions may include adjacent telomeric genes as well, leading 
to complex phenotypes, such as CGD along with McLeod syn-
drome (KX, or Kell antigen deletion), Duchenne muscular dys-
trophy (DMD), and X-linked retinitis pigmentosa (RPGR).27 
McLeod syndrome includes absent erythrocyte Kx protein and 
diminished levels of Kell blood group antigens. In patients with 

TABLE 39.3 Genotype–Phenotype Correlations in X-Linked Chronic Granulomatous Disease

X910 X91− X91+

gp91phox protein levels Undetectable Normal to low Normal
Residual superoxide production Undetectable Undetectable Low
Cytochrome b558 spectrum Absent Low Low or normal
Type of mutations in CYBB Deletions, insertions, splice site muta-

tions, missense mutations, nonsense 
mutations

Missense mutation, especially 
involving amino acids 310–587

Missense mutations, especially 
involving amino acids 1–309

Activation Respiratory
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FIG. 39.4 Schematic Representation of the Nicotinamide Adenine Dinucleotide Phosphate (NADPH ) Oxidase System. Che-
moattractants interact with their receptors on the neutrophil surface, leading to an increase in intracellular calcium concentration. This 
activation results in the assembly of the NADPH oxidase complex following phosphorylation of cytosolic factors. This, in turn, leads 
to superoxide production. DAG, diacylglycerol; FAD, flavin adenine dinucleotide; PIP2, phosphatidylinositol bisphosphate; IP3, inositol 
triphosphate; α, β, γ, subunits of the guanosine triphosphate (GTP )–coupled receptors.
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McLeod syndrome, anti-Kx antibodies are formed when trans-
fusions are given, making future transfusions extremely diffi-
cult. Patients with these large deletions may eventually develop 
progressive neurodegenerative symptoms, such as areflexia, 
dystonia, and choreiform movements. Deletions centromeric 
to CYBB may cause ornithine decarboxylase deficiency along 
with CGD.28

Autosomal Recessive CGD
Mutations in p47phox (NCF1, located at 7q11.23) cause the major-
ity of the recessive cases of CGD, around 25%, usually caused by 
homozygous deletions of the canonical GT splice site at the start 
of exon 2.29 p22phox (CYBA, located at 16q24) and p67phox (NCF2, 
located at 1q25) are responsible for less than 5% of CGD cases 
each. p40phox (NCF4, located at 22q13.1) deficiency has been re-
ported in a boy with early-onset severe granulomatous fistuliz-
ing colitis without a significant infectious phenotype.30 Essential 
for reactive oxygen species (EROS) is encoded by CYBC1 and is 
required for transport of the gp91phox/p22phox complex to the cell 
surface; recessive defects in CYCB1 also result in CGD30a. No 
autosomal dominant cases of CGD have been identified.

Clinical Manifestations of CGD
The first severe infection usually occurs in infancy or child-
hood but can also occur in adulthood. Later diagnoses usually 
are seen in patients with residual superoxide production, either 
hypomorphic gp91phox or p47phox deficiency.27,31 The constella-
tion of signs and symptoms that suggest CGD range from fail-
ure to thrive, to IBD, visceral abscesses, recurrent sinopulmo-
nary infections, and characteristic infections—most commonly 
pneumonia, lymphadenitis, liver abscess, skin abscess, perianal 
abscess, and osteomyelitis.32 As in other neutrophil defects, the 
most common pathogen is S. aureus. Characteristic infections 
are caused by catalase-positive organisms such as S. aureus, Bur-
kholderia cepacia complex, Serratia marcescens, Nocardia spp., 
and Aspergillus spp. (Fig. 39.5).

Staphylococcal liver abscesses in CGD are dense and ne-
crotic and cause significant morbidity. Their fibrocaseous 
consistency makes percutaneous drainage difficult, and open 
surgery was formerly often performed. However, combined 

steroid and antibiotic therapy of CGD liver abscess has now 
become the preferred approach in many centers.33 Liver in-
volvement leading to portal hypertension is the likely cause of 
the splenomegaly commonly seen in CGD and is also closely 
tied to mortality.34

Pulmonary aspergillosis remains a major cause of death in 
CGD.35 Aspergillus fumigatus is the most commonly isolated 
fungus, but it is successfully treated with azole antifungals. In 
contrast, severe disease in CGD is caused by Aspergillus nidu-
lans, Aspergillus viridinutans, and other Aspergillus non-fumig-
atus species with low pathogenicity in the normal host.35,36 Sur-
gical resection of these infections is often required. Aspergillus 
infections in CGD are often unaccompanied by fever and leu-
kocytosis.35 Acute diffuse pulmonary fungal infection in CGD 
is referred to as “mulch pneumonitis,” characterized by fever, 
hypoxia, and diffuse pulmonary infiltrates caused by inhalation 
of fungi, typically during mulching, leaf raking, or gardening.37 
This syndrome can be the initial presentation of CGD in older 
children and adults and is important to recognize, since it best 
responds to a combination of antifungals and steroids.

Septicemia is relatively uncommon but may occur with B. 
cepacia complex and Chromobacterium violaceum. Granuli-
bacter bethesdensis is a gram-negative rod that causes chronic 
necrotic lymph node and spleen involvement pathognomonic 
for CGD.38

Inflammatory granulomata are a hallmark of CGD. Pyloric 
outlet obstruction, bladder outlet obstruction, and ureteral ob-
struction are common. Crohn-like IBD affects between 30% 
and 50% of patients, predominantly those with the X-linked 
form, and may involve the esophagus (Fig. 39.6), jejunum, ile-
um, cecum, rectum, and perirectal area.39 GI manifestations can 
include diarrhea, malabsorption, abdominal pain, growth delay, 
and hypoalbuminemia. The median age of initial GI manifesta-
tions is 5 years, and abdominal pain is common. Interestingly, 
GI involvement has no effect on mortality, is not associated 
with liver disease, and is unaffected by the use of interferon-γ 
(IFN-γ).32,39

Granulomata respond very well to steroids and often require 
a slow taper over several weeks to months. Exuberant formation 
of granulation tissue and dysregulated cutaneous inflammatory 
responses lead to wound dehiscence and impaired wound heal-
ing (Fig. 39.7). Autoimmune and rheumatological problems 
have been reported at high rates in patients with CGD as com-
pared to the general population.40

A comprehensive study of 287 patients with CGD from 
244 kindred correlated the production of reactive oxygen in-
termediates with survival.32 Patients with residual superoxide 
production had better long-term survival compared than those 
without residual superoxide production. Confirming the im-
portance of this association, there was a direct correlation be-
tween the degree of superoxide and survival. Consistent with 
their previously recognized milder disease and better survival, 
patients with mutations in p47phox had significant residual su-
peroxide production. For those with gp91phox mutations, the 
findings were more surprising. Patients with X-linked CGD 
with residual superoxide production were those with missense 
or splice mutations in the first 309 amino acids of gp91phox. 
Those with missense mutations involving amino acids 310 to 
587 had no residual superoxide production, regardless of pro-
tein levels. Therefore, identification of the specific molecular 
subtype of CGD and specific mutation has important implica-
tions for morbidity and survival. Interestingly, mortality curves 

FIG. 39.5 Computed Tomography (CT) Scan of the Lungs of a  
Patient with Chronic Granulomatous Disease (CGD) and 
Aspergillus Pneumonia. Aspergillus pneumonia is often a  
peripheral consolidation in the lung parenchyma.
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FIG. 39.7 Exuberant Granuloma Formation in Chronic Gran-
ulomatous Disease (CGD). Wound dehiscence and impaired 
wound healing at surgical incision sites as a result of dysregulated 
inflammatory responses in a patient with X-linked CGD.

CLINICAL PEARLS
Chronic Granulomatous Disease

FIG. 39.6 Esophageal Involvement in Chronic Granuloma-
tous Disease (CGD). Esophageal strictures caused by granu-
loma formation, as shown by barium swallow.

did not diverge until after age 20 years, suggesting that residual 
superoxide production determines later toxicities, such as liver 
dysfunction, rather than early childhood mortality from infec-
tion. It is critical to keep in mind that this comprehensive study 
included data from patients followed for up to 30 years—that 
is, a significant number of patients were born before the advent 
of modern antimicrobials. Therefore, survival of a child born 
today who receives ideal management will probably exceed 
that in the study population above.

Diagnosis of CGD
The diagnosis of CGD is most easily established by the dihy-
drorhodamine (DHR) assay, which measures the hydrogen 
peroxide–dependent conversion of DHR 123 to rhodamine 
123, which is accompanied by fluorescence. This test is rela-
tively reproducible, and a quantitative DHR index, obtained 
using flow cytometry that with residual superoxide production  
capacity. Other assays include nitroblue tetrazolium (NBT) 
reduction and dichlorofluorescein (DCF), but these older 
methods are more complicated and subjective (Fig. 39.8). 
One important false positive to keep in mind in DHR test-
ing is myeloperoxidase (MPO) deficiency, which gives a DHR 
result consistent with CGD; however, superoxide production  
measured by NBT or the more specific ferricytochrome  
c reduction is normal to increased.

Treatment of CGD
Prophylactic trimethoprim–sulfamethoxazole (TMP-SMX) 
significantly reduces the frequency of bacterial infections in 
CGD, especially those caused by S. aureus. TMP-SMX pro-
phylaxis is ineffective against fungal infections but does not 
encourage them. Prophylactic itraconazole prevents fungal 
 infections. IFN-γ is beneficial as a prophylactic treatment in 

• Chronic granulomatous disease (CGD) comprises six inherited disor-
ders with a relatively consistent phenotype.

• Major problems in CGD are infections with catalase-positive bacteria
and fungi and formation of granulomata in the gastrointestinal and
urinary tract.

• Oral prophylactic antibiotics and subcutaneous interferon (IFN)-γ
injections three times a week are currently recommended for CGD.

• Diagnosis can be made via nitroblue tetrazolium (NBT) test or dihydrorho-
damine (DHR) assay, the latter being a more sensitive diagnostic tool.

• Bone marrow transplantation is highly effective and can be curative.
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CGD. In a multicenter, placebo-controlled trial of IFN-γ, the 
number and severity of infections were significantly reduced by 
IFN-γ. The exact mechanism of action of IFN-γ is not known, 
but it has multiple effects, including stimulation of components 
of NADPH oxidase in partial deficiencies, increased bacteri-
cidal activity through neutrophil granule components, and Fc 
receptor expression. Subcutaneous administration of recombi-
nant IFN-γ three times a week at a dose of 50 μg/m2 (for those 
with body surface area >0.5 m2) is recommended. Adverse ef-
fects of recombinant IFN-γ in patients with CGD include fe-
ver, chills, headache, flu-like symptoms, and diarrhea. During 
severe infections, leukocyte transfusions are sometimes used 
in addition to antibiotics, but this approach may lead to alloim-
munization, compromising future bone marrow transplanta-
tion opportunities.

Because CGD is predominantly a hematopoietic disorder, 
bone marrow transplantation can cure CGD and has been suc-
cessfully performed even in the setting of active infection.41 
The type of transplant that is used in patients with CGD var-
ies among centers, but transplants using either fully myeloabla-
tive or partially myeloablative (reduced-intensity) conditioning 
have been effective. Although active infection is a relative con-
traindication for bone marrow transplantation overall, there are 
certain infections in CGD, especially those caused by atypical 

Aspergillus spp. infections, that are not curable with standard 
antifungal therapy. Bone marrow transplantation prevents not 
only recurrent life-threatening infections but also GI disease 
and growth retardation and is currently successful in about 90% 
of cases. Gene therapy for CGD appears to be effective but is 
still limited by the need for a preparative regimen to make space 
in the bone marrow for gene-corrected stem cells. Durability of 
the transduced cells remains to be demonstrated, and this treat-
ment is not yet widely available.

MYELOPEROXIDASE DEFICIENCY
MPO is a heme-containing enzyme necessary for the conver-
sion of hydrogen peroxide (H2O2) to hypochlorous acid (HOCl). 
MPO is expressed early in myeloid differentiation and resides 
in the azurophilic granules of neutrophils and the lysosomes of 
monocytes.42 Mature MPO is a symmetrical molecule of four 
peptides, with each half consisting of a heavy–light chain het-
erodimer. Neutrophils of individuals with MPO deficiency fail 
to produce HOCl upon stimulation, whereas the NADPH oxi-
dase system remains unaffected. Prolonged supranormal levels 
of superoxide and H2O2 production follow stimulation in MPO-
deficient neutrophils. This may result from lack of  negative 
 feedback regulation of HOCl on the NADPH oxidase, although 

A
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FIG. 39.8 Laboratory Diagnosis of Chronic Granulomatous Disease (CGD) with the Nitroblue Tetrazolium (NBT) Test. (A) Nitro-
blue tetrazolium reduction (NBTR) by purified normal neutrophils following stimulation with phorbol esters and calcium ionophore. 
NBT is reduced by all neutrophils, showing a blue/purple deposit. (B) NBTR by purified neutrophils from an X-linked CGD carrier; two 
different populations of cells are seen. Normal (unaffected cells) reduce the NBT dye and stain blue/purple, whereas affected cells 
fail to reduce the NBT dye and appear clear. (C) Neutrophils from a patient with CGD fail to reduce the NBT dye and appear clear.  
(Courtesy of Dr. Douglas B. Kuhns, Leidos, Frederick, MD.)
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the exact mechanism is unknown. MPO deficiency can be pri-
mary (congenital) or secondary (acquired).

Primary MPO Deficiency
Primary MPO deficiency is the most common phagocyte de-
fect with a frequency of 1/4000 births. Both total and partial 
MPO deficiencies have been described. Patients with primary 
MPO deficiency do not usually have increased infections, prob-
ably because MPO-independent mechanisms compensate for 
the lack of MPO-dependent microbicidal activity. Visceral can-
didiasis occurring with concurrent diabetes has been reported 
in some patients. However, the frequency of such cases is very 
low. Affected individuals may develop nonfungal infections, 
malignancies, and certain skin disorders. In several cohorts of 
patients with complete MPO deficiency, an increased incidence 
of solid or hematological tumors has been observed.42 MPO-
deficient neutrophils have no apparent defect in the phagocyto-
sis of bacteria or fungi, but microbicidal activity is slower than 
normal. MPO-deficient neutrophils are severely impaired in 
killing Candida spp. or Aspergillus spp. in vitro despite the fact 
that most patients with MPO deficiency do not develop signifi-
cant fungal infections. This suggests that the mucosal barrier to 
fungal infection is independent of MPO activity and is able to 
prevent invasive infection.

The most common mutation is a missense replacement of 
arginine 569 with tryptophan (R569W), causing maturational 
arrest of the MPO precursor and preventing heme incorpora-
tion. Most patients are compound heterozygotes. The diagnosis 
of MPO deficiency is made by using anti-MPO monoclonal an-
tibodies (mAbs) in flow cytometric analysis of neutrophils. No 
MPO expression is seen in congenital deficiency, whereas near-
normal antigenic reactivity may be seen with the acquired form. 
Maintenance antibiotic or antifungal therapy is not routinely 
recommended. Prompt and prolonged therapy is advised in pa-
tients with diabetes mellitus and congenital MPO deficiency, as 
they may develop localized or systemic infections.

Secondary or Acquired MPO Deficiency
In the majority of patients, MPO deficiency is partial and 
transient. Secondary MPO deficiency can be seen in some 
 hematological malignancies or disseminated cancers, expo-
sure to cytotoxic agents or antiinflammatory medications, 
iron deficiency, lead intoxication, thrombotic diseases, renal 
transplantation, and pregnancy. MPO activity in bone marrow  
myeloid precursors as well as peripheral blood cells may vary 
from cell to cell. Successful treatment of the underlying condi-
tion typically corrects the defect. Secondary MPO deficiency is 
most likely linked to somatic mutations in the case of malig-
nancy or toxic–metabolic effects on MPO activity.

Specific Granule Deficiency
Neutrophil-specific granule deficiency (SGD) is a rare disorder 
of leukocyte maturation in which neutrophil secondary gran-
ules and some primary granule proteins are absent as a result of 
mutations in CCAAT/enhancer binding protein epsilon C/EBPε 
(encoded by CEBPE located at 14q11.2), a member of the leu-
cine zipper family of transcription factors. SGD is characterized 
by frequent, severe pyogenic infections, a paucity or absence of 
neutrophil-specific granule proteins and defensins, and atypi-
cal neutrophil nuclear structure with mostly bilobed nuclei. In 
vitro, these patients’ cells show diminished neutrophil migra-
tion, reduced staphylococcal killing, reduced phagocytosis, and 

increased cell surface-to-volume ratio. Eosinophils and platelets 
are also affected. Platelets lack high-molecular-weight (HMW) 
von Willebrand factor multimers and have reduced platelet fi-
brinogen and fibronectin due to diminished platelet α granules. 
Bleeding diatheses and neutrophil phagocytosis of platelets are 
seen in SGD. In addition, SGD eosinophils are deficient in the 
eosinophil-specific granule proteins eosinophil cationic protein 
(ECP), eosinophil-derived neurotoxin (EDN), and major basic 
protein (MBP) despite the presence of messenger RNA (mRNA) 
transcripts for these proteins. An autosomal dominant form of 
SGD is caused by heterozygous mutations in CEPPE. Few pa-
tients have been reported to have survived beyond adolescence 
except for those with milder disease. SMARCE2 controls the 
expression of CEBPE mRNA, and mutations in the SMARCD2 
gene also cause SGD.43 Few patients have been reported to have 
survived beyond adolescence except for those with a milder 
dominant form. Bone marrow transplantation should be con-
sidered early in the course of the disease.

Specific granule deficiency (SGD) is caused by promyelocyte–myelocyte 
transition block as a result of a mutation in the C/EBPε gene.
• Pathological findings in SGD granulocytes include absence of second-

ary granule proteins and selective loss of the primary granule defen-
sins.

• The prognosis is very poor in recessive forms of SGD.

KEY CONCEPTS
Specific Granule Deficiency

CHEDIAK-HIGASHI SYNDROME
Chediak-Higashi syndrome (CHS) is a rare autosomal reces-
sive disorder characterized by partial oculocutaneous albinism, 
increased susceptibility to infections, deficient NK-cell activity, 
and abnormal giant primary granules in neutrophils.43 This im-
munodeficiency was first reported by Beguez-Cesar in 1943 and 
then further elaborated by Chediak and Higashi a decade later. 
The hallmark of CHS is giant abnormal granules in all gran-
ule-containing cells, including melanocytes (melanosomes are 
members of the lysosomal lineage of organelles), neutrophils, 
central and peripheral neural tissues, fibroblasts, and hair. The 
underlying defect is the inability to form appropriate lysosomes 
and cytoplasmic granules. CHS granulocytes lack cathepsin G 
and elastase, but the defensin content is normal. The giant gran-
ules of CHS are derived predominantly from azurophilic gran-
ules. CHS is classically a biphasic immunodeficiency in which 
the first phase is susceptibility to infection and the second is 
an accelerated lymphoproliferative syndrome with histiocytic 
infiltration of various tissues. Rarely, the accelerated phase may 
be the initial presentation. The giant organelles are derived 
from the late compartments of the endocytic pathway, affect-
ing specifically late endosomes and lysosomes with minimal 
or no effect on early endosomes. CHS1 encodes a 3801 amino 
acid lysosomal transporter (LYST), which has a vital role in ly-
sosomal trafficking. Lysosomal exocytosis triggered by mem-
brane wounding is impaired in Chediak-Higashi fibroblasts. 
The reduced survival of fibroblasts after wounding indicates 
that impaired lysosomal exocytosis inhibits membrane reseal-
ing. Inability of cells to repair plasma membrane lesions may 
contribute to the pathology of CHS. The degree of albinism can 
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vary from a slightly diluted skin pigment to hypopigmented 
skin and hair, photophobia, nystagmus, strabismus, macular 
hypoplasia, and reduced visual acuity. Skin biopsy shows large 
irregular melanin granules in melanocytes. Microscopic analy-
sis of hair also shows poor distribution of melanin. Pancyto-
penia, neutropenia, and lack of NK-cell cytotoxicity result in 
frequent pyogenic infections, usually caused by staphylococci 
or streptococci. Hepatosplenomegaly and lymphadenopathy 
are common. A mild bleeding diathesis results from platelet 
storage pool deficiency. Neurological findings, including intel-
lectual disability, seizures, cranial nerve palsies, and progressive 
peripheral neuropathy, have been noted in CHS.

The lymphoma-like lymphohistiocytic accelerated phase 
is characterized by increased hepatosplenomegaly, lymphade-
nopathy, and worsened pancytopenia, which may resemble the 
 virus-associated hemophagocytic syndromes or familial hemo-
phagocytic lymphohistiocytosis. Although chemotherapy can 
induce transient remissions, relapses are common. Bone marrow 
transplantation prevents the accelerated phase and restores NK-cell 
function, but it does not resolve the central or peripheral nervous 
system abnormalities. Demonstration of giant azurophilic cyto-
plasmic inclusions on peripheral blood smear is very suggestive of 
the diagnosis of CHS; mutation analysis confirms the diagnosis.

HYPER-IgE RECURRENT INFECTION, OR 
JOB SYNDROME
This syndrome was first published as hypoinflammatory recur-
rent infections with severe eczema and called “Job syndrome” 
by Ralph Wedgewood and colleagues in 1966. In 1972, Re-
becca Buckley and coworkers recognized the IgE elevation that 
is characteristic of this disease. This multisystem autosomal 
dominant disorder is caused by heterozygous mutations in the 
gene encoding signal transducer and activator of transcription 
3 (STAT3, located at 17q21).44 Mutations in STAT3 are mostly 
missense and are clustered in either the DNA-binding domain 
or Src homology 2 (SH2) domains of STAT3 Hyper-IgE recur-
rent infection syndrome (HIES, or Job syndrome) is character-
ized by recurrent infections of the lower respiratory tract and 
skin, chronic eczema, arterial anomalies, including coronary 
arterial tortuosity and aneurysms, extremely elevated IgE lev-
els, and eosinophilia (Table 39.4). HIES occurs in all racial and 
ethnic groups.

Facial, Skeletal, and Dental Abnormalities
Facial differences seen in the majority of the patients are a pro-
truding, prominent mandible and forehead, apparent ocular 
hypertelorism, a broad nasal bridge, and a wide, fleshy nasal tip 
with increased interalar distance (Fig. 39.9). A high-arched palate 
is also common, as are skeletal abnormalities. Grimbacher et al. 
noted pathological bone fractures in 57% and scoliosis in 76% 
(Fig. 39.10). Low bone density and cortical bone loss are also seen, 
but not clearly correlated with the rate of bone fracture. Other 
infrequent skeletal abnormalities in HIES are craniosynostosis, 
spina bifida, bifid rib, wedge-shaped lumbar vertebra, hemiverte-
bra, and pseudoarthritis of the hip. Joints are hyperextensible. A 
unique dental abnormality in HIES is retention of primary teeth, 
causing delayed eruption of permanent teeth.

Infections and Immunological Characteristics
Moderate to severe eczema presenting within the first hours 
to weeks of life is almost universal in HIES. Mucocutaneous 
candidiasis involving fingernails and toenails, mouth, vagina, 
and intertriginous areas is seen in most patients. Primary pul-
monary infections are caused by S. aureus, Haemophilus influ-
enzae, and Streptococcus pneumoniae. These pneumonias are 

TABLE 39.4 Clinical and Laboratory Find-
ings in Patients With the Hyper-IgE Syndrome

Findings Incidence (%)

Eczema 100
High IgE levels (>2000 IU/mL) 97
Eosinophilia (>2 SD above the mean for normals) 93
Boils 87
Pneumonia 87
Mucocutaneous candidiasis 83
Characteristic facies (in those ≥16 years) 83
Lung cysts 77
Scoliosis (for those ≥16 years) 76
Hyperextensible joints 68
Delayed shedding of primary teeth 72
Bone fractures 57

Adapted from Grimbacher B, Holland SM, Gallin JI, et al. Hyper-IgE syndrome disor-
der. N Engl J Med. 1999;340:692.
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FIG. 39.9 Facial Abnormalities Seen in Patients with Hyper-
IgE Recurrent Infection Syndrome (HIES). Prominent man-
dible and forehead, apparent hypertelorism, broad nasal bridge 
with a wide nasal tip, and increased interalar distance are com-
monly seen facial features of HIES. (With permission from Grim-
bacher B, Holland SM, Gallin JI, et al. Hyper-IgE syndrome with 
recurrent infections—an autosomal dominant multisystem dis-
order. N Engl J Med. 1999;340:692.)

• Recurrent pneumonias and skin infections, chronic eczema, extreme-
ly elevated immunoglobulin E (IgE) levels, and eosinophilia are the
hallmarks of the syndrome.

• Facial, skeletal, and dental abnormalities are very common.
• Lung abscesses and pneumatoceles following pneumonias caused

by Staphylococcus aureus and Haemophilus influenzae cause major
morbidity.

KEY CONCEPTS
Hyper-IgE Recurrent Infection Syndrome or Job 
Syndrome
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often associated with abscess formation and usually lead to 
the development of pneumatoceles (see Fig. 39.10). Once lung 
cavities are formed, they provide an attractive environment 
for superinfection with Pseudomonas or Aspergillus spp. The 
clinical morphotype suggests abnormal tissue remodeling. 
Pneumocystis jiroveci pneumonia, cryptococcosis, histoplas-
mosis, and coccidioidomycosis have been reported. IgE levels 
are usually above 2000 IU/mL, but substantial fluctuations in 
IgE levels have been recorded over time, and the IgE levels do 
not correlate with disease activity or eosinophilia. Total serum 
IgG levels are usually within the normal range. Eosinophilia is 
common; the white blood cell (WBC) count is usually normal 
to low.

Mutations in STAT3 lead to disruption of cytokine signal-
ing, including IL-6, -10, -11, and -17 and -23. STAT3 deficiency 
leads to elevated tumor necrosis factor (TNF) and IFN-γ, but 
reduced IL-17 producing T cells (Th17 cells). This latter defect 
may explain the predisposition to mucocutaneous candidiasis.45 
Numbers of memory B and T cells are low. Shingles vesicles are 
increased despite normal recovery from primary varicella-zos-
ter virus (VZV) infections. Frequency of lymphomas, but not 
epithelial malignancies, are increased.

In contrast to the dominant negative STAT3 mutations caus-
ing HIES gain-of-function mutations in STAT3 associated with 
high IL-6 response have recently been identified in children 
with failure to thrive, arthritis, livedo, and lung disease.

DOCK8 Deficiency (Autosomal Recessive 
Hyper-IgE Syndrome)
Several distinct diseases have elevated IgE, eczema, and eosin-
ophilia. Deficiency of dedicator cytokinesis 8 (encoded by the 
gene DOCK8, located at 9p24) includes food allergies, asthma, 
herpesvirus infections, human papilloma virus (HPV), and mol-
luscum contagiosum infections, which are not part of dominant 
negative STAT3 deficiency. In addition to the infection suscep-
tibility, patients with DOCK8 deficiency are predisposed to cu-
taneous and lymphoid malignancies.46 Although Th17 cells are 
markedly diminished in patients with STAT3 deficiency, they are 
less severely reduced in those with DOCK8 deficiency (patients 
with HIES-like disease45). Transplantation in highly effective in 
DOCK8 deficiency and should be considered early in life.

GATA2 Deficiency (Monomac Syndrome)
The GATA2 gene (located at 3q21.3) encodes an early he-
matopoietic transcription factor most active in myeloid 

 development.47 There are five disease names associated with 
defects in GSTS2: mpnp<AC (monocytopenia and mycobac-
terial disease). DCML (dendritic cell, monocyte, B and NK 
deficiency), familial AML/MDS, Emberger syndrome, and 
NK-cell deficiency. In general, affected individuals develop 
late-childhood or adult-onset disseminated nontuberculous 
mycobacterial disease or disseminated fungal disease. Patients 
have absolute circulating monocytopenia, NK-cell cytopenia, 
and B-cell lymphopenia. Despite these circulating cytopenias, 
there are tissue macrophages and plasma cells, and Ig levels 
are normal to elevated. Neutrophils are variably affected, but 
persistent neutropenia is not uncommon. Other infections 
include HPV, molluscum contagiosum, histoplasmosis, and 
aspergillosis. Progressive pulmonary alveolar proteinosis is 
common, as are cytogenetic abnormalities of bone marrow, 
such as trisomy 8 and monosomy 7. Lymphedema develops 
in a minority and may have onset in late childhood. Pediatric 
myelodysplasia is another common manifestation. Diagnosis 
is suspected on the basis of the infections and hematological 
abnormalities. Since most routine hematological laboratory 
studies allow quite low ranges of normal monocyte percent-
ages, it is necessary to look at absolute no the abnormal results 
on hemography. Since most routine hematological laboratory 
studies allow quite low ranges of normal monocyte percent-
ages, it is necessary to look at absolute monocyte numbers, 
which are often ≤10% of normal. Other presentations of this 
syndrome include aplastic anemia, acute myelogenous leuke-
mia, lymphedema, and chronic myelomonocytic leukemia. Se-
quencing of GATA2 is required for diagnosis. Transplantation 
is highly effective if done before leukemia has developed.47

ASSESSMENT OF NEUTROPHIL FUNCTION
Discrete abnormalities in neutrophil function lead to recurrent 
bacterial or fungal infections. Assays have been developed to in-
terrogate those functions.48 However, since neutrophils cannot 
be viably stored or frozen, samples are usually examined fresh 
with simultaneous normal volunteer controls. The techniques 
discussed here are reviewed in Chapter 39.

Isolation of Neutrophils
Most assays require neutrophils to be purified from other blood 
components. Blood is usually anticoagulated using either citrate 
or heparin (10 units/mL) tubes and maintained at 20°C to 25°C 
in polypropylene containers. Typically, 1 to 2 × 106 neutrophils 
can be isolated per milliliter of whole blood.

A B

FIG. 39.10 Thoracic Pathology in Hyper-IgE Recurrent Infection Syndrome (HIES). (A) Chest X-ray of a patient with scoliosis.  
(B) Computed tomography (CT) scan of the lungs in the same patient demonstrates multiple pneumatoceles caused by prior infections.
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Neutrophil Adherence
The adhesive function of phagocytes is commonly assessed by 
passage of 1 mL of whole blood through a column filled with 
nylon wool. Adherence is measured as the difference in the 
ANC of the precolumn sample and of the sample after passage 
through nylon wool. Alternatively, isolated neutrophils can be 
induced to bind to plastic using a 96-well plate either uncoated 
or coated with fetal bovine serum, a ligand like ICAM-1, or a 
specific ECM protein, such as fibrinogen or fibronectin. Endo-
thelial cell monolayers harvested from human umbilical veins 
can serve as a more physiological substrate for the measurement 
of cell adhesion. Isolated neutrophils are preloaded with the cell 
permeant, acetoxymethyl ester derivative of the fluorescent 
dye, calcein (calcein-AM). Nonspecific esterases in the cytosol 
cleave the ester linkage, trapping the fluorescent probe in the 
cytosol. The labeled neutrophils are added to each well and in-
cubated in the absence or presence of phorbol myristate acetate 
(PMA) to promote adherence through activated integrins. At 
the end of the incubation, the wells are washed to remove non-
adherent cells. The fluorescence of each well is determined with 
a fluorescent microplate reader and compared with the fluores-
cence of a control well with a fixed number of fluorescent cells. 
Under control conditions, fewer than 10% of the neutrophils 
adhere to plastic or to plastic coated with fetal bovine serum. 
Slightly more neutrophil adherence is observed on wells coated 
with fibrinogen. Treatment of normal neutrophils with PMA for 
30 minutes results in the adherence of 100% of the neutrophils 
under all conditions. Adherence is abnormal in patients with 
LAD. Neutrophils isolated from patients with typical LAD-1 
generally exhibit markedly reduced adherence under both un-
stimulated and PMA conditions.

Neutrophil Chemotaxis
Neutrophil chemotaxis in vivo can be evaluated by using skin 
windows. Skin blisters are gently raised on the volar surface of 
the forearm using a vacuum pump and a blister device, with 
little hemorrhage or vascular damage. The roof of the blister is 
removed, and the exposed dermis is bathed with autologous se-
rum with the use of a skin window chamber. In 24 hours, exu-
dative neutrophils accumulate in the autologous serum bathing 
the skin lesion. The skin chamber provides a mechanism for 
characterizing the immune cells as well as the soluble immune 
mediators that accumulate during the evolution of the inflam-
matory response. Chemotaxis in vitro is generally measured by 
using a Boyden chamber. The Boyden chamber includes three 
components: a lower (chemoattractant) chamber, a nitrocel-
lulose or polycarbonate filter layer, and an upper cell chamber. 
The lower compartments are filled with a chemoattractant, such 
as fMLF; 10−8 M) or IL-8 (10 ng/mL). Rapid fluorescence-based 
assays of neutrophil chemotaxis uses a 96-well chemotaxis 
chamber and a fluorescence microplate reader.

Expression of Surface Antigens
The expression of cell surface antigens on neutrophils relies 
on labeled mAbs analyzed by flow cytometry. The panel may 
include the β2 integrins (CD11a, CD11b, CD11c, and CD18), 
selectins (CD62L), Fcγ receptors I, II, and III (CD64, CD32, 
and CD16), leukosialin (CD43), the common leukocyte anti-
gen (CD45), and markers for the specific granules (CD67), and 
azurophilic granules (CD63). The expression of surface antigens 
can be used to assess the responsiveness of neutrophils to par-
ticular ligands, such as fMLF and lipopolysaccharide (LPS).

Neutrophil Degranulation
The proteases, acid hydrolases, and inflammatory mediators 
released from storage granules in neutrophils can mediate bac-
terial killing, tissue damage, healing, and immune regulation. 
Lactoferrin from specific granules can chelate iron, resulting 
in a bactericidal or bacteriostatic effect. Stimulation of neutro-
phils with various secretagogues can release granular enzymes 
into the extracellular fluid. Treatment of the neutrophils with 
cytochalasin b (5 μg/mL) disrupts microfilament assembly and 
facilitates the release of both specific and azurophilic enzymes. 
To differentiate degranulation from cell lysis, release of the cyto-
solic enzyme lactate dehydrogenase should be monitored simul-
taneously. The release of azurophilic granules can be assessed by 
determination of β-glucuronidase activity. Supernatant fluids or 
cell extracts obtained from stimulated neutrophils are incubated 
with 4-methylumbelliferyl-β-d-glucuronide. Alternatively, MPO 
can be determined by using commercially available enzyme-
linked immunoassays. CD63 is also found in the membrane 
of azurophilic granules and migrates to the neutrophil surface 
after stimulation with fMLF in the presence of cytochalasin b.  
The release of specific granules can be assessed by determina-
tion of lactoferrin levels using an enzyme-linked immunoassay. 
The carcinoembryonic antigen CD66b (formerly CD67) is found 
on the neutrophil surface and in the specific granules, and its 
expression on the surface of the neutrophils is increased after 
stimulation with fMLF or LPS. Detection of the constituents of 
secretory granules can be assessed by flow cytometric analysis of 
the change in expression of surface proteins, such as adhesion 
molecules, and cytochrome b558 of the NADPH oxidase. Neutro-
phil NET formation can also be measured in vivo and in vitro.

Generation of Reactive Oxygen Species
The production of O2

− can be detected by using the reduction 
of cytochrome c. Because O2

− causes a one-to-one stoichio-
metric reduction of ferricytochrome c to ferrocytochrome c, 
the resultant increase in the absorption spectrum at 550 nM 
can be used to quantitate the production of O2

−. Superox-
ide dismutase is added to an identical tube to control for the 
nonspecific reduction of cytochrome c. However, since cyto-
chrome is not permeable to the cells, the detection of O2

− is 
limited to that released into the extracellular milieu. Neutro-
phils isolated from patients with CGD produce little O2

− in 
response to PMA in 10 minutes. However, some patients with 
forms of CGD associated with residual superoxide production 
have low but detectable O2

− production in 60 minutes. Neutro-
phils from X-linked heterozygous carriers of X-linked CGD 
can yield a full spectrum of O2

− production, whereas neutro-
phils from autosomal recessive carriers of CGD generally yield 
a normal response. Although the detection of O2

− by reduction 
of cytochrome c is useful in the diagnosis of patients with CGD, 
it cannot be used in the diagnosis of carriers because of the wide 
spectrum of responses that result from the random process of 
degree of X-chromosome inactivation or lyonization.

The extracellular release of H2O2 can be measured by using 
horseradish peroxidase–induced oxidation of either phenol 
red or Amplex red. Neutrophil suspensions in the presence of 
horseradish peroxidase and a chromophore are exposed to ei-
ther PMA or buffer alone. Changes in optical density of phenol 
red at 600 nm can be determined with a standard microplate 
reader. With Amplex red—a much more sensitive fluorescent 
chromophore—H2O2-dependent changes in fluorescence can 
be determined with a fluorescence microplate reader.
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developmental and gene expression effects, and  continued 
longitudinal studies of large cohorts will convert these severe 
diseases punctuated by acute, life-threatening infections into 
chronic conditions that are successfully treated medically or 
successfully managed until successful bone marrow transplan-
tation becomes available.

The NBT test is a qualitative assay of O2
− production and 

yields a visual record of the reduction of the NBT dye to in-
soluble, blue-black deposits of formazan. Whole blood or iso-
lated neutrophils are mixed with NBT in a chamber slide and 
stimulated with PMA for 15 to 30 minutes at 37°C. The slide 
is counterstained with 0.1% safranin and examined under a 
microscope. Normal neutrophils, but not neutrophils from pa-
tients with CGD, reduce the yellow dye to black-brown-blue 
aggregates in the cells (see Fig. 39.8, A–C). The NBT test can 
be used to diagnose X-linked carriers of CGD but cannot dif-
ferentiate autosomal carriers from normal subjects.

An alternative to the NBT test is a flow cytometric assay, us-
ing dihydrorhodamine-1,2,3 (DHR). Neutrophils are loaded 
with the nonfluorescent dye and then stimulated with PMA 
for 15 minutes at 37°C. H2O2 produced upon PMA stimula-
tion oxidizes the DHR and results in increased fluorescence, 
detectable with a flow cytometer. Catalase is added to prevent 
cell-to-cell diffusion of H2O2. Since DHR is localized to the  
cytoplasm, and catalase is present in the extracellular fluid, the  
assay detects the intracellular production of reactive oxygen 
metabolites. Stimulation of normal neutrophils with PMA  
results in a two-log increase in the fluorescence intensity. The 
major advantages of the DHR assay are the sensitivity, the high 
signal-to-noise ratio, and ease of recording data from a large 
number of cells.

Western Blot for Measuring NADPH Oxidase
Determination of the protein expression in CGD by Western 
blot analysis provides direction for the genetic defect. A vali-
dated healthy control and a typical gp91phox CGD sample are in-
cluded on each blot to ensure adequate visualization of p22phox. 
Patients with p47phox CGD are Western blot negative. Patients 
with p67phox CGD are generally Western blot negative. Because 
p22phox and gp91phox exist as a membrane complex, patients with 
a defect are p22phox, in general, Western blot negative for both 
p22phox and gp91phox. In contrast, defects in gp91phox yield more 
variable results. Neutrophils from patients with nonsense de-
fects in gp91phox exhibit low but detectable levels of p22phox. Pa-
tients with missense mutations in gp91phox that yield detectable 
gp91phox protein exhibit proportionately higher levels of p22phox 
and EROS proteins that can also be detected by Western blotting.

TRANSLATIONAL RESEARCH
The progress made over the past 60 years in understanding and 
managing phagocyte defects has been remarkable, spanning ini-
tial identification, phenotyping, and molecular characterization. 
The last 20 years have seen the advent of oral antifungals, potent 
oral antibiotics, oral antivirals, reduced intensity condition-
ing for bone marrow transplantation, and gene therapy. These 
advances have transformed the quality of life and longevity of 
all patients with immune deficiencies. We now need further in-
depth study of the mechanisms that drive disease pathophysiol-
ogy to gain novel insights. The advent of therapeutic cytokines, 
small molecule inhibitors and agonists, RNA inhibitors, and ef-
fective means of gene transfer should make directed approaches 
to disease modification a reality. However, we must be sure we 
know exactly what functions need addressing. The downstream 
effects of genetic defects are surprisingly complex and not al-
ways as straightforward as has been anticipated. More detailed 
clinical and functional phenotyping, careful examination of 

• Early recognition and molecular diagnosis of all phagocyte defects,
leading to prophylactic antimicrobial treatment, where indicated

• Improvement in bone marrow transplantation technology to allow for
early, safe, successful, fertility-preserving transplantation in all cases

• Understanding the mechanisms of the hepatic complications of
chronic granulomatous disease (CGD) that correlate with mortality

• Characterizing the complex somatic and immune pathways that utilize 
the signal transducer and activator of transcription 3 (STAT3) to under-
stand the basis of hyper-IgE recurrent infection syndrome (HIES) and
disorders arising from STAT3 gain-of-function mutations.

ON THE HORIZON

ACKNOWLEDGMENT
This work was supported by the intramural program of the 
 National Institute of Allergy and Infectious Diseases.

REFERENCES
1. Kaushansky K. Lineage-specific hematopoietic growth factors. N Engl J 

Med. 2006;354:2034–2045.
2. Berliner N. Lessons from congenital neutropenia: 50 years of progress in 

understanding myelopoiesis. Blood. 2008;111:5427–5432.
3. Perdiguero EG, Geissmann F. The development and maintenance of resi-

dent macrophages. Nat Immunol. 2016;17:2–8.
4. Boztug K, Klein C. Genetics and pathophysiology of severe congenital 

neutropenia syndromes unrelated to neutrophil elastase. Hematol Oncol
Clin North Am. 2013;27:43–60.

5. Kollner I, Sodeik B, Schreek S, et al. Mutations in neutrophil elastase caus-
ing congenital neutropenia lead to cytoplasmic protein accumulation and 
induction of the unfolded protein response. Blood. 2006;108:493–500.

6. Dale DC, Welte K. Cyclic and chronic neutropenia. Cancer Treat Res. 
2011;157:97–108.

7. Klein C, Grudzien M, Appaswamy G, et al. HAX1 deficiency causes autoso-
mal recessive severe congenital neutropenia (Kostmann disease). Nat Genet. 
2007;39:86–92.

8. Germeshausen M, Grudzien M, Zeidler C, et al. Novel HAX1 mutations 
in patients with severe congenital neutropenia reveal isoform-dependent 
genotype-phenotype associations. Blood. 2008;111:4954–4957.

9. Boztug K, Appaswamy G, Ashikov A, et al. A syndrome with congenital 
neutropenia and mutations in G6PC3. N Engl J Med. 2009;360:32–43.

 10. Boocock GR, Marit MR, Rommens JM. Phylogeny, sequence conservation,
and functional complementation of the SBDS protein family. Genomics. 
2006;87:758–771.

 11. Huang JN, Shimamura A. Clinical spectrum and molecular pathophysiolo-
gy of Shwachman-Diamond syndrome. Curr Opin Hematol. 2011;18:30–35.

 12. Capsoni F, Sarzi-Puttini P, Zanella A. Primary and secondary autoimmune 
neutropenia. Arthritis Res Ther. 2005;7:208–214.

 13. Maheshwari A, Christensen RD, Calhoun DA. Immune neutropenia in 
the neonate. Adv Pediatr. 2002;49:317–339.

 14. Nauseef WM, Borregaard N. Neutrophils at work. Nat Immunol. 2014;15: 
602–611.

 15. van de Vijver E, van den Berg TK, Kuijpers TW. Leukocyte adhesion 
deficiencies. Hematol Oncol Clin North Am. 2013;27:101–116.

 16. Kishimoto TK, Hollander N, Roberts TM, et al. Heterogeneous mutations 
in the beta subunit common to the LFA-1, Mac-1, and p150,95 glycopro-
teins cause leukocyte adhesion deficiency. Cell. 1987;50:193–202.



505CHAPTER 39 Neutrophils and Neutrophil Disorders

 17. Moutsopoulos NM, Konkel J, Sarmadi M, et al. Defective neutrophil
recruitment in leukocyte adhesion deficiency type I disease causes 
local IL-17-driven inflammatory bone loss. Sci Transl Med. 2014;6:
229–240.

 18. Roos D, Meischl C, de Boer M, et al. Genetic analysis of patients with 
leukocyte adhesion deficiency: genomic sequencing reveals otherwise 
undetectable mutations. Exp Hematol. 2002;30:252–261.

 19. Moutsopoulos NM, Zerbe CS, Wild T, et al. Interleukin-12 and interleu-
kin-23 blockade in leukocyte adhesion deficiency type 1. New Engl J Med. 
2017;376:1141–1146.

 20. Etzioni A, Gershoni-Baruch R, Pollack S, et al. Leukocyte adhesion deficien-
cy type II: long-term follow-up. J Allergy Clin Immunol. 1998;102:323–324.

 21. Alon R, Etzioni A. LAD-III, a novel group of leukocyte integrin activation 
deficiencies. Trends Immunol. 2003;24:561–566.

 22. Malinin NL, Zhang L, Choi J, et al. A point mutation in KINDLIN3 
ablates activation of three integrin subfamilies in humans. Nat Med. 
2009;15:313–318.

 23. Svensson L, Howarth K, McDowall A, et al. Leukocyte adhesion deficien-
cy-III is caused by mutations in KINDLIN3 affecting integrin activation. 
Nat Med. 2009;15:306–312.

 24. Marciano BE, Spalding C, Fitzgerald A, et al. Common severe infections 
in chronic granulomatous disease. Clin Infect Dis. 2015;60:1176–1183.

 25. Segal AW. How neutrophils kill microbes. Annu Rev Immunol. 
2005;23:197–223.

 26. Papayannopoulos V, Zychlinsky A. NETs: a new strategy for using old 
weapons. Trends Immunol. 2009;30:513–521.

 27. Roos D, Kuhns DB, Maddalena A, et al. Hematologically important muta-
tions: X-linked chronic granulomatous disease (third update). Blood Cells 
Mol Dis. 2010;45:246–265.

 28. Royer-Pokora B, Kunkel LM, Monaco AP, et al. Cloning the gene for an 
inherited human disorder—chronic granulomatous disease—on the basis 
of its chromosomal location. Nature. 1986;322:32–38.

 29. Deardorff MA, Gaddipati H, Kaplan P, et al. Complex management of a 
patient with a contiguous Xp11.4 gene deletion involving ornithine trans-
carbamylase: a role for detailed molecular analysis in complex presenta-
tions of classical diseases. Mol Genet Metab. 2008;94:498–502.

 30. Roos D, Kuhns DB, Maddalena A, et al. Hematologically important muta-
tions: the autosomal recessive forms of chronic granulomatous disease 
(second update). Blood Cells Mol Dis. 2010;44:291–299.

 31. Matute JD, Arias AA, Wright NA, et al. A new genetic subgroup of 
chronic granulomatous disease with autosomal recessive mutations in p40 
phox and selective defects in neutrophil NADPH oxidase activity. Blood. 
2009;114:3309–3315.

 32. Kuhns DB, Alvord WG, Heller T, et al. Residual NADPH oxidase and sur-
vival in chronic granulomatous disease. N Engl J Med. 2010;363:2600–2610.

 33. Leiding JW, Freeman AF, Marciano BE, et al. Corticosteroid therapy for liver
abscess in chronic granulomatous disease. Clin Infect Dis. 2012;54:694–700.

 34. Feld JJ, Hussain N, Wright EC, et al. Hepatic involvement and portal hy-
pertension predict mortality in chronic granulomatous disease. Gastroen-
terology. 2008;134:1917–1926.

 35. Segal BH, DeCarlo ES, Kwon-Chung KJ, et al. Aspergillus nidulans 
infection in chronic granulomatous disease. Medicine (Baltimore). 
1998;77:345–354.

 36. Vinh DC, Shea YR, Jones PA, et al. Chronic invasive aspergillosis caused 
by Aspergillus viridinutans. Emerg Infect Dis. 2009;15:1292–1294.

 37. Siddiqui S, Anderson VL, Hilligoss DM, et al. Fulminant mulch pneumo-
nitis: an emergency presentation of chronic granulomatous disease. Clin 
Infect Dis. 2007;45:673–681.

 38. Greenberg DE, Shoffner AR, Zelazny AM, et al. Recurrent Granulibacter
bethesdensis infections and chronic granulomatous disease. Emerg Infect 
Dis. 2010;16:1341–1348.

 39. Marciano BE, Rosenzweig SD, Kleiner DE, et al. Gastrointestinal involve-
ment in chronic granulomatous disease. Pediatrics. 2004;114:462–468.

 40. De Ravin SS, Naumann N, Cowen EW, et al. Chronic granulomatous 
disease as a risk factor for autoimmune disease. J Allergy Clin Immunol. 
2008;122:1097–1103.

 41. Güngör T, Teira P, Slatter M, et al. Reduced-intensity conditioning and 
HLA-matched haemopoietic stem-cell transplantation in patients with 
chronic granulomatous disease: a prospective multicentre study. Lancet. 
2014;383:436–448.

 42. Lanza F. Clinical manifestation of myeloperoxidase deficiency. J Mol Med. 
1998;76:676–681.

 43. Kaplan J, De Domenico I, Ward DM. Chediak–Higashi syndrome. Curr
Opin Hematol. 2008;15:22–29.

 44. Freeman AF, Holland SM. Clinical manifestations, etiology, and patho-
genesis of the hyper-IgE syndromes. Pediatr Res. 2009;65:32R–37R.

 45. Milner JD, Sandler NG, Douek DC. Th17 cells, Job’s syndrome and HIV: 
opportunities for bacterial and fungal infections. Curr Opin HIV AIDS. 
2010;5:179–183.

 46. Zhang Q, Davis JC, Lamborn IT, et al. Combined immunodeficiency 
associated with DOCK8 mutations. N Engl J Med. 2009;361:2046–2055.

 47. Spinner MA, Sanchez LA, Hsu AP, et al. GATA2 deficiency: a protean 
disorder of hematopoiesis, lymphatics, and immunity. Blood. 2014;123: 
809–821.

 48. Elloumi HZ, Holland SM. Diagnostic assays for chronic granulomatous dis-
ease and other neutrophil disorders. Methods Mol Biol. 2014;1124:517–535.



506

Complement and Complement Disorders

John P. Atkinson, M. Kathryn Liszewski, Anuja Java, and 
Hrishikesh S. Kulkarni

40

OVERVIEW: AN EVOLUTIONARY  
AND HISTORICAL PERSPECTIVE
The complement system arose early in evolution, possibly even 
in single-cell organisms. In vertebrates, it features a proteolytic 
cascade to coat microorganisms with cleavage fragments that 
are recognized by receptors on phagocytic cells.1,2 This phe-
nomenon, known as opsonization, leads to immune adherence 
followed by internalization. A related strategy employed by pri-
mates is to express a complement receptor on erythrocytes. In 
blood, the opsonized pathogen becomes adherent to a cluster of 
abundant erythrocytes, which, like a taxi, delivers them to the 
liver and/or the spleen for transfer to monocytes and macro-
phages to be neutralized. In this manner, bacteria are both im-
mobilized and prevented from traveling free in the circulation 
to such sites as the brain.

To mediate opsonization, the complement system needed 
to develop a system to transfer a plasma component onto the 
pathogen. Lectins and, subsequently in evolution, antibod-
ies (Abs) faced this same challenge. Of note, both of the lat-
ter eventually utilized the complement system (lectin pathway 
and classical pathway [CP]) to “complement” their attachment 
strategies. In contrast to lectins and antibodies, the alternative  
pathway (AP) earlier solved this problem through develop-
ment of a thioester bond in C3. C3’s homologous cousin,  
α2-macroglobulin, also utilizes cleavage of a thioester bond to co-
valently attach to and thereby inactivate proteases. The parallels  
are apparent—upon its generation following C3 activation, C3b 
can transiently (within microseconds) attach to nearby hydroxyl 
or amino groups to form an ester or amide linkage, respectively. 
This mechanism creates essentially an almost unbreakable bond 
and places the complement fragment irreversibly on the patho-
gen’s surface. The components of the complement system are 
listed by category in Table 40.1.

The major function of the complement system is to modulate 
the membrane of a microbial target, leading to immune adher-
ence and internalization of the opsonized antigen. The target is 
selected by lectins in the lectin pathway and predominantly by 
antibodies in the CP. However, the ancient AP does not feature 
selective or specific recognition. Instead, 1% to 2% of C3 “ticks 
over” each hour, serving as a surveillance system. The activated 
C3 has a few microseconds to bind to a target, such as a bacteri-
um, or it will be inactivated by water [now termed “C3(H2O)”]. 
If it lands on a pathogen, the AP feedback loop engages and C3b 
is quickly generated. For example, this rapid amplification can 
deposit several million copies of C3b on a single Escherichia coli 
bacterium in 2 to 3 minutes. If C3b remains in the fluid phase, 
it is promptly inactivated by plasma regulators. If it binds to 
healthy self-tissues, it is inactivated by ubiquitously expressed 

membrane complement inhibitors. Thus, the AP initially com-
prised the original complement system and likely consisted of 
three elemental proteins (C3 and two proteases known as factor B  
and factor D). These three were sufficient to generate a C3 con-
vertase (splitting) enzyme and also to form a feedback loop. 
The positive regulator of this remarkable enzymatic feedback/
amplification loop, known as properdin, probably came later in 
evolution, as did lectins and antibodies.

Still later to develop was the membrane attack complex 
(MAC, often called the terminal pathway) that is common to 
all three cascades. The goal of its five sequentially interacting, 
nonenzymatic proteins (C5b, C6, C7, C8, and C9) is also to at-
tach to and then alter the surface of a pathogen by membrane 
perturbation, often ending in lysis. In humans, a deficiency of 
any one of these five proteins leads to meningococcal infections. 
Interestingly, properdin deficiency also predisposes to recurrent 
meningococcemia. Thus, such infections likely drove specializa-
tion of this terminal wing of the complement system.

In contrast to the rapidly acting AP, an initial limitation with 
the lectin and Ab systems is that their triggers are present in 
limited quantities. It takes several days to ramp up synthesis of a 
particular lectin (acute phase type response) and at least a week 
to develop a specific immunoglobulin M (IgM) and even longer 
for an IgG immune response. For a host with an opportunistic 
pathogen invading the bloodstream, this time delay for an adap-
tive humoral immune response is far from adequate. Conse-
quently, the complement system is often called the “guardian of 
the intravascular space.” Once a “pumped” circulation of blood 
developed in evolution, a rapidly acting, abundant, and highly 
efficient system to prevent pathogens from entering, traveling, 
and reproducing in plasma was mandatory.

The second function of the complement system is to promote 
the inflammatory response. This is primarily accomplished by 
the anaphylatoxins C3a and C5a. Upon cleavage of C3 to C3b 
(the major complement opsonin) and C5 to C5b (the trigger of 
the MAC), the ~10 kilodalton (kDa) C3a and C5a fragments are 
released, and these can engage their respective receptors to initi-
ate vascular and cellular changes, rapidly leading to a proinflam-
matory state. These receptors are expressed on many cell types, 
including endothelial, epithelial, and immune cells. Upon recep-
tor engagement, defensive strategies are initiated and result in in-
creased blood flow and stimulated phagocytes that are now more 
efficient at binding and ingesting C3 fragment-coated antigens.

Through these same interactions, the complement system 
instructs the adaptive immune response. Antigens decorated 
by complement proteins are taken up by monocytes, follicular- 
dendritic cells (FDCs), B lymphocytes, and other antigen-
presenting cells (APCs), resulting in an adaptive immune  
response (the complement system is often called “nature’s  
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adjuvant.”) Thus, complement activation is required for optimal 
Ab responses to most foreign antigens. Individuals lacking C3 
are predisposed at an early age to bacterial infections, predomi-
nantly by encapsulated bacteria.

Complement deficiencies are instructive anomalies of 
nature. Surprisingly, a complete deficiency in an early com-

TABLE 40.1 Proteins of the Complement System

Component Function

Classical Pathway (CP)
C1q Part of C1. Binds to immunoglobulin M (IgM), IgG, pentraxins, and ligands on apoptotic cells to initiate CP 

activation.
C1r Part of C1. After auto-activation, cleaves C1s.
C1s Part of C1. After activation by C1r, cleaves C4 and C2.
C4 Cleaved by C1s to form C4a and C4b. C4b is an opsonin and part of the CP and LP C3 and C5 convertases. 

C4a is an untethered agonist for protease-activated receptor (PAR1) and PAR4.
C2 Binds to C4b and then cleaved by C1s to form C2a and C2b; C2b becomes part of the enzymatic component 

of the CP and LP C3 and C5  convertases. C2a is released.a

Lectin Pathway (LP)
MBL Recognition component for LP activation. Binds to mannose-rich glycans through C-type lectin domains.
MASP-1 and MASP-3 Associated with MBL and ficolins. Cleaves C2, but not C4. Cleaves profactor D.
MASP-2 Associated with MBL and ficolins. Cleaves C2 and C4.
Ficolins 1–3 Recognition components for LP activation. Bind to glycans through fibrinogen-like recognition domains.

Alternative Pathway (AP)
C3 Cleaved by C3 convertases to form C3b and C3a. C3b is opsonic. A small fraction becomes part of the AP C3 

convertase and part of all C5 convertases. C3b is further cleaved to opsonic iC3b and the CR2 ligands C3dg 
and C3d. C3a is an anaphylatoxin.

Factor B Binds to C3b and then cleaved by factor D to form Bb, the enzymatic component of the AP C3 and C5 conver-
tases. Ba is released.b

Factor D Cleaves factor B bound to C3b to form AP convertases.
Properdin Stabilizes AP convertases. Binds to microbial ligands to initiate AP activation.

Membrane Attack Complex (MAC)
C5 Cleaved by C5 convertases to form C5b and C5a. C5b initiates MAC formation. C5a is an anaphylatoxin.
C6 Part of the MAC. Binds membranes.
C7 Part of the MAC. Binds membranes.
C8 Part of the MAC. Initiates pore formation.
C9 Part of the MAC. Polymerizes to form lytic pores.

Soluble Regulatory Proteins
C1-INH Serine protease inhibitor of C1r, C1s, MASP-1, MASP-2, kallikrein, factor XII.
C4BP Binds C4b and prevents interaction with C2. Decay accelerating and cofactor activities for C4b-containing 

convertases.
FH Binds C3b and polyanions. Prevents factor B binding. Has decay-accelerating and cofactor activities for 

C3b-containing convertases.
FI Cleaves C3b and C4b bound to a cofactor protein.
Vitronectin Binds C5b-7, prevents membrane insertion and lysis.
Clusterin Binds C8 and C9, prevents MAC assembly and lysis.

Membrane Regulatory Proteins
CD55 (DAF) Accelerates decay of C3 and C5 convertases.
CD46 (MCP) Cofactor for FI cleavage of C3b and C4b.
CD59 Binds to C8 and C9, prevents MAC assembly and lysis.

Receptors
CD35 (CR1) Opsonic receptor for C3b and C4b. Has decay-accelerating and cofactor activity for C4b and C3b and 

convertases containing these fragments.
CD21 (CR2) Receptor for C3dg and C3d. Enhances B-cell activation.
CD11b/CD18 (CR3) Opsonic receptor for iC3b. Leukocyte adhesion integrin.
CD11c/CD18 (CR4) Opsonic receptor for iC3b. Leukocyte adhesion integrin.
CRIg Opsonic receptor for iC3b and C3c. Inhibits C5 convertases.
C5aR (CD88) Proinflammatory and chemotactic receptor for C5a.
C5L2 Receptor for C5a. Function not fully defined.
C3aR Proinflammatory and chemotactic receptor for C3a.
C4aR Cell activation; endothelial cell permeability.

aNo defined function upon release.
bSeveral putative functions reported but requires further study.

ponent of the classical complement pathway predisposes to 
autoimmune diseases, particularly systemic lupus erythema-
tosus (SLE) (Chapter 52). Greater than 80% of patients with 
C1q or C4 deficiency present with SLE. This association indi-
cates that the complement system is required not only for host 
defense against foreign agents but also to identify and safely 
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clear self-materials (debris or garbage removal), particularly 
RNA and DNA species.

Much complement-mediated pathology revolves around dis-
turbances of the AP and thus its potent amplification loop. It 
must be rigorously regulated to prevent activation on normal 
self and excessive activation on injured self. Even haploinsuf-
ficiency of its major inhibitors predisposes to endothelial dam-
age in atypical hemolytic–uremic syndrome (aHUS) and retinal 
damage in age-related macular degeneration (AMD).

Genetically based deficiencies have taught us that individu-
als lacking in a complement activating component present with 
recurrent infections and/or autoimmunity. While those lacking 
proper regulation of the system have an excessive response to 
tissue injury.

Knowledge of how complement is activated and how it can 
be controlled points to opportunities for the development of 
therapeutic agents. One such example is anti-C5 monoclonal 
antibody (mAb) therapy, which has been recently approved 
to treat several complement-dependent pathogenic disorders. 
Other new complement therapeutics and diagnostics are on the 
horizon as genetic evaluations are increasingly utilized to de-
fine diseases in which the complement system is involved, and 
biotechnology companies are pursuing development of novel 
complement inhibitors.

COMPLEMENT PATHWAYS
The three pathways of complement activation are the CP, lec-
tin pathway (LP), and AP (Fig. 40.1).1,2 The CP is initiated by 
IgM or IgG Ab binding to an antigen. The CP can also be ac-
tivated by innate pattern recognition molecules, such as the 
pentraxins and C-reactive protein (CRP). They participate 
with natural antibodies in early host defense and provide a 

mechanism for clearance of cells via immune complexes and 
apoptosis. The LP uses most of the CP components but is 
activated by mannan-binding lectin (MBL) and the ficolins, 
which are lectins that recognize repeating carbohydrate pat-
terns on microorganisms.3 The AP is the most ancient path-
way and also has the broadest recognition ability. The AP is 
engaged by surface components of all types of microorgan-
isms, including bacteria, fungi, parasites, and viruses.4 It is 
continuously turning over and autoactivates if its inhibitors 
are lacking. Activation of the AP can also be initiated by pro-
perdin (P), a molecule that binds to pathogens and apoptotic 
cells. This mechanism further promotes its function as an in-
nate and rapid responder to infection. The AP is an important 
amplification mechanism for CP or LP activation, resulting 
in greater opsonization and generation of the terminal lytic 
pathway. For example, the initial trigger on a pathogen surface 
may be IgM or a lectin, but the majority of the C3b deposited 
is via AP’s amplification or feedback loop that is engaged by 
just having C3b on a target.

The cleavage of C3 to C3a and C3b is central to all three path-
ways of complement activation. This enzymatic step exposes a 
highly reactive thioester bond through which C3b covalently at-
taches to nearby molecules (Fig. 40.2). Activation of C3 to C3b 
also exposes sites for interactions with other complement pro-
teins, inhibitors, and receptors. Recent results have shed new 
light on the structural basis for C3 activation. In 2006, several 
studies reported the first x-ray structure of C3b, the activated 
product C3.5,6 The results revealed a major conformational 
change in C3 upon cleavage to C3b that exposes the reactive 
thioester group as well as cryptic binding sites for complement 
receptors and regulatory proteins. Moreover, the crystal struc-
tures of five binding proteins in complex with C3b have now 
been solved.7

Classical pathway
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Lectin pathway
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FIG. 40.1 Overview of the Complement Pathways Indicating Components Required for Recognition, the Enzymatically  Active 
Fragments and Complexes and the Major Opsonic, Inflammatory, and Membranolytic Products. Note: not shown are the  
released fragments of C4 (C4a), C2 (C2b), and factor B (Ba). MASP, mannan-binding lectin–associated serum proteases.
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FIG. 40.2 Exposure and Reactivity of the C3 Thioester Bond. 
C3 cleavage by a C3 convertase generates metastable C3b with 
a reactive thioester. Metastable C3b may be hydrolyzed to form 
C3b(H2O) or may react with hydroxyl (ester linkage) or amino 
(amide linkage) groups to become covalently bound to a sur-
face. Note: C3 is composed of two disulfide-linked chains, the 
α-chain (110 kDa) and the β-chain (75 kDa).
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FIG. 40.3 Sequence of Protein Interactions in the Assembly 
of the Membrane Attack Complex (MAC). C5b, generated by 
a convertase cleaving C5, combines with C6 and C7 to form 
a hydrophobic complex capable of a membrane interaction. 
Binding of C8 allows the complex to insert further into the 
membrane and forms a site for C9 polymerization. C9 (~18 
monomers) polymerizes to form a transmembrane pore to me-
diate cell lysis.

KEY CONCEPTS

Recognition: C1q, MBL, ficolins, CRP
Initiating enzymes: C1r, C1s, MASP-1, MASP-2, FD
C3 convertases: C4b2b, C3bBb
C5 convertases: C4b2b3b, (C3b)2Bb
Enzyme subunits of convertases: C2a, Bb
Assembly subunits: C3b, C4b (both covalently bound to target)
Anaphylatoxins: C3a, C5a
MAC subunits: C5b, C6, C7, C8, C9
Regulatory proteins: C4BP, FH, CR1, MCP, DAF, CSMD1
Receptor proteins: CR1 and CR2; CR3 and CR4, CRIg
Major opsonins: C3b and C4b 

Structural and Functional Homologies in 
Complement Pathways

The CP is initiated primarily by Ab binding to a target an-
tigen. In general, the ability of Ab to activate complement is 
ranked as follows: IgM > IgG3 > IgG1 > IgG2 > IgG4. Binding 
of these Abs exposes sites in the Fc region for attachment of the 
first subcomponent of complement, C1q.8,9 C1 is a large calci-
um-dependent complex composed of C1q and two molecules 
each of the proenzymes, C1r and C1s. C1q is a 410-kDa protein 
with six globular heads connected by a collagen-like tail. IgM, 
IgG, and CRP bind C1q through its globular head groups. For 
IgM, which is pentameric, binding to antigen creates a confor-
mational change that exposes the C1q binding site. For IgG, at 
least two closely bound molecules are required to provide mul-
tiple attachment points for C1q binding.

Once C1q binds to an activator, C1r is cleaved by an auto-
catalytic process. Activated C1r then cleaves and activates C1s, 
which, in turn, cleaves circulating C4. Note that there are two 

isotypes of C4: C4A and C4B. These differ in their preference 
for acceptor nucleophiles, amino groups for C4A and hydroxyl 
groups for C4B.

C4 and C3 are highly homologous proteins that share an 
unusual posttranslational modification known as an internal 
thioester bond (see Fig. 40.2).5 Cleavage of C4 releases the C4a 
fragment and exposes the reactive thioester bond in the larger 
C4b fragment. This allows C4b to attach covalently to nearby 
target structures through hydroxyl or amino groups to form an 
ester or amide bond, respectively. The exposed thioester bond is 
highly but transiently reactive as it is susceptible to rapid hydro-
lysis. For example, within microseconds, about 5% of the gener-
ated C4b typically becomes attached to the target. Bound C4b 
provides an anchor site for C2 attachment, which is then also 
cleaved by C1s, releasing the smaller fragment C2a and leading 
to the formation of C4b2b.

The complex C4b2b is termed the CP C3 convertase because 
it cleaves C3 to C3b, releasing C3a. The C2b component of the 
complex contains the active enzymatic site. C3 cleavage is simi-
lar to C4 cleavage in that the larger fragment, C3b, contains a 
thioester site (see Fig. 40.2) that mediates covalent attachment 
to nearby surface structures. C3 is found at a three- to fourfold 
higher concentration in serum compared with C4, and its cleav-
age is amplified by the AP. Thus, efficient complement activation 
will result in clusters of multiple bound C3b molecules that can 
be recognized by cellular receptors. C3b that attaches to C4b 
within the C3 convertase produces the trimolecular complex 
C4b2b3b, which is a C5 convertase. Cleavage of C5 produces 
C5a, which has potent inflammatory activity, and C5b, which 
initiates the formation of the MAC or, as it is also known, the 
terminal complement complex (TCC) (Fig. 40.3).

Lectin Pathway
The LP is similar to the CP, except that it uses pattern recogni-
tion molecules, MBL, and ficolins-1, -2, and -3, instead of Ab to 
target activation.3,10 MBL is structurally similar to C1q, with a 
collagen-like region and globular heads. The globular heads of 
MBL are C-type lectin domains specific for repeating carbohy-
drate structures found on microorganisms. Like C1q, MBL and 
ficolins are in complex with serine proteases, MBL-associated 
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serum proteases (MASPs), which are structurally and function-
ally similar to C1r and C1s. MASP-1 and -2 are active proteases, 
but only MASP-2 cleaves both C4 and C2 to generate C4b2a, 
the same C3 convertase as the CP. MASP-1 can supplement ac-
tivation by cleaving C2 but not C4. Two nonproteolytic splice 
products of the MASP2 and MASP1/3 genes, sMAP and MAP-1, 
compete with MASP-1 and -2 for binding to MBL to regulate 
the LP. Subsequent steps in the LP are identical to those in the 
CP. Interestingly, MASP-3 bridges the LP and AP since it is the 
main enzyme that cleaves profactor D to mature factor D.11,12

Alternative Pathway
The AP uses proteins that are structurally and functionally ho-
mologous to those of the CP, but this pathway has unique fea-
tures that play three important roles in the complement cascade. 
First, the surveillance role of the AP is mediated by a continuous 
low level of spontaneous activation that results from the hydro-
lysis of the C3 thioester bond.4 Hydrolyzed C3, C3(H2O), as-
sumes a conformation similar to that of C3b and can bind factor 
B (homologous to C2), which is cleaved by factor D (homolo-
gous to C1s) to form a fluid-phase C3 convertase. This conver-
tase cleaves C3 to generate C3b, which can covalently bind to 
nearby structures and provide the basis for a bound C3 conver-
tase (C3bBb). Because C3b is both a part of this enzyme and a 
product of the reaction, a positive feedback loop that rapidly 
deposits more C3b is formed. This “idling-like” activation pro-
cess is tightly regulated on host cells and tissues by plasma and 
membrane-bound complement regulatory proteins. The plasma 
protein factor H (FH) is particularly important in controlling 
AP activation, both in the fluid phase and on “nonactivating” 
surfaces. The latter recruits FH through its binding sites for 
polyanions, including sialic acid and glycosaminoglycans. “Ac-
tivating” surfaces, such as microbial polysaccharides, lipopoly-
saccharides, and foreign glycoproteins, provide C3b attachment 
sites that are protected from regulatory proteins. Similar to the 
CP, the AP C5 convertase (C3bBb3b) is formed when a second 
C3b attaches to the C3 convertase. The AP C3 and C5 conver-
tases are stabilized by P (factor P or P), for which this pathway 
was originally named.

Second, an additional role for properdin (P) in initiating 
AP activation was rediscovered.4,13,14 P is a pattern-recognition 
molecule with specificity for microbes and damaged cells. Once 
bound, P can recruit C3b and thereby provide a platform for 
the assembly of the AP convertase. Thus, P binding can direct 
AP activation, similar to MBL in the LP. P binding to certain 
Neisseria species potently activates the AP, and this may account 
for the susceptibility of P-deficient individuals to infection with  
N. meningitidis.

The third important role of the AP is the amplification of C3b 
deposition and C5 convertase generation that is initiated by the 
CP or the LP.4 This function of the AP is critical in complement-
mediated pathology, as it increases the generation of C5a and 
the MAC, the most inflammatory components of the system. 
It is this amplification role of the AP that makes it an attractive 
therapeutic target.

MEMBRANE ATTACK COMPLEX
All three complement pathways merge with the cleavage of C5 
into C5a and C5b. Although C5 is structurally homologous to 
C3 and C4, it lacks an internal thioester bond that allows co-
valent attachment to surfaces. C3a and C5a are also structur-

ally homologous and, as described below, are the most potent  
proinflammatory mediators of the complement system. C5b initi-
ates the formation of the MAC (see Fig. 40.3). The membrane-
bound MAC precursor complex that is composed of C5b, C6, 
C7, and C8 recruits C9 from plasma. Unfolding of the initial C9 
exposes binding sites for the next C9 molecule sequentially until 
a ring is formed with 18 copies of C9.15 This complex, as indicat-
ed by its name, penetrates membrane bilayers to form pores that 
disrupt the osmotic barrier, leading to swelling and lysis of sus-
ceptible cells. Lysis of Ab-sensitized erythrocytes by the MAC 
is the basis of the total hemolytic complement (THC) assay or 
CH50. C5b initiates the formation of the MAC. Without further 
proteolytic steps, C5b binds to C6 and this complex binds to C7. 
The C5b67 complex is lipophilic and associates with cell mem-
branes, if available, or with serum lipoproteins. Once bound to 
a membrane, C5b67 recruits C8, and the complex penetrates 
more deeply into the membrane. However, efficient lysis re-
quires C9, a pore-forming molecule with homology to perforin, 
a protein used by cytotoxic T cells and natural killer (NK) cells 
for killing virus-infected targets. The complex of C5b678 forms 
a nidus for C9 binding and polymerization. Although comple-
ment-dependent lysis of bacteria can be observed in vitro, many 
pathogens have evolved mechanisms to circumvent this activity 
of complement.16 Opsonization by C3b is therefore the most po-
tent mechanism for destruction (adherence followed by inges-
tion) of bacteria by the complement system. The sublytic MAC 
is proinflammatory because of its membrane-perturbing capa-
bilities for host cells, and it contributes to the deleterious effects 
of complement activation in inflammatory diseases.

REGULATION OF COMPLEMENT ACTIVATION
The complement cascade is rapidly activated and highly ampli-
fied by the generation of C3 and C5 convertases. Control mech-
anisms exist at three main levels that limit the potential harm 
that uncontrolled complement activation might cause: (1) the 
initiation step in the CP and the LP; (2) the C3 and C5 conver-
tases of all three pathways; and (3) the assembly of the MAC. 
Both soluble and membrane-bound regulatory proteins serve 
these functions, which direct it to the appropriate targets and 
then terminate complement activation.17

C1 Esterase Inhibitor
C1 esterase inhibitor (C1-INH) is a plasma serine proteinase in-
hibitor (serpin) that covalently binds to activated C1r and C1s, 
irreversibly inhibiting their activity and thereby limiting CP 
activation. C1-INH inactivation of C1r and C1s also removes 
them from the C1 complex, exposing sites on the collagen-like 
region of C1q. Likewise, C1-INH inhibits MASP-1 and MASP-2,  
kallikrein, factor XIa, factor XIIa, and plasmin of the LP and 
the contact, coagulation, and fibrinolytic systems. Inherited 
deficiency of C1-INH is the basis of hereditary angioedema, a 
disease characterized by recurrent attacks of subcutaneous or 
submucosal edema (Chapter 46).18

Regulators of the C3 and C5 Convertases
The C3 and C5 convertases are central to the generation of the 
inflammatory and opsonic products of complement activation 
and are highly regulated by fluid-phase and membrane-bound 
regulatory proteins. First, the membrane-deposited C4b and C3b 
may be bound by the regulator to prevent convertase formation 
with C2 or FB. Second, the convertases themselves are complexes 
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of two or three components, and one mechanism of regulation 
is the dissociation of these complexes. This type of regulation is 
termed decay acceleration. A third mechanism of regulation is 
the enzymatic inactivation of the C4b and C3b components of  
the convertases (Fig. 40.4). This is accomplished by the plasma 
serine protease factor I (FI), which, however, only acts on C4b or 
C3b in association with one of several regulatory proteins. The 
binding of regulatory proteins to C4b or C3b to enable FI cleav-
age is termed cofactor activity.

Factor I
Factor I (C3b inactivator, C3bINA) cleaves C4b and C3b into 
products that are recognized by specific cellular receptors (as 
discussed below). The sequential cleavages of C3b by FI to iC3b 
and C3dg are depicted in Fig. 40.4. C4b is cleaved in an analo-
gous manner to C4d. (The iC4b intermediate is found only 
transiently.) The regulatory proteins that facilitate this cleavage 
by cofactor activity and those that inactivate C3 and C5 con-
vertases by decay-accelerating activity are members of a family 
of structurally related proteins encoded within the regulators of 
complement activation (RCA) genetic locus.19–21 This family is 
characterized by a repeating structure that consists of subunits, 
termed complement control protein repeats (CCP) or sushi do-
mains, of about 60 amino acids with a conserved pattern of two 
disulfide bonds per repeat, and are usually encoded by a single 
exon.

Soluble Regulatory Proteins, C4b-Binding Protein, and FH
C4b-binding protein (C4BP) and FH are fluid-phase regulatory  
proteins with both decay-accelerating and cofactor activi-
ties. C4BP is multimeric, being composed of seven identical 
subunits, each containing eight CCPs. FH is a single-chain 
protein composed entirely of 20 CCPs. C4BP is specific for 
C4b and the C4b-containing convertases of the CP (C4b2b, 
C4b2b3b), whereas FH regulates C3b and C3b-containing 
convertases (C3bBb, C3bBb3b, C4b2b3b). FH is essential for 
regulation of C3 “tickover,” and FH deficiency results in an 
acquired deficiency of C3. Additional binding sites on FH 
that recognize polyanions, such as sialic acid and glycosami-
noglycans, provide targeted regulation of AP activation on  
surfaces.17,22,23

Membrane Regulatory Proteins
The RCA family includes the membrane regulatory proteins de-
cay-accelerating factor (CD55, DAF), membrane cofactor pro-
tein (CD46, MCP), and complement receptors CR1 (CD35) and 
CR2 (CD21).19,21,24,25 Additionally, other recently identified mem-
brane regulators are the CUB (for C1r/C1s Bmp1, Uegf, Bmpf) 
and sushi multiple domains protein 1 (CSMD1) and comple-
ment receptor of the immunoglobulin superfamily (CRIg).

CD55 (DAF) and CD46 (MCP), as their names imply, have 
decay-accelerating and/or cofactor activity, respectively, that 
inhibits complement activation on cell membranes.19 Each has 
an extracellular domain composed exclusively of four CCPs. 
CD55, a glycosylphosphatidylinositol (GPI)–anchored pro-
tein, and CD46, a transmembrane protein, are widely distrib-
uted on cells in contact with blood, with the notable exception 
of erythrocytes that lack CD46. Soluble CD55 is also found 
in most biological fluids. Both protect cells from comple-
ment-mediated lysis. CD35 (CR1) has decay-accelerating and  
cofactor activity and is a receptor for bound C4b and C3b. The 
function of CD35 as a complement receptor is discussed later 
in the chapter.

Two more recently described regulators are CSDM1 and 
CRIg. CSDM1 is a type 1 transmembrane protein that is widely 
expressed and contains 28 CCPs and 14 CUB domains. It inhib-
its the classical pathway and serves as a cofactor for cleavage of 
C3b.26,27 CRIg binds C3b and iC3b and functions to inhibit the 
alternative pathway, clear systemic pathogens, and regulate the 
adaptive immune response. CRIg is widely expressed on mac-
rophages in many tissues, being highly prevalent in the Kupffer 
cells in the liver.6

Properdin
In contrast to the regulatory proteins discussed above, the plas-
ma protein P (factor P) stabilizes C3 and C5 convertases of the 
AP, increasing their activity.4,13,14 This enhancer of AP activation 
is found as noncovalently linked dimers, trimers, tetramers, and 
larger species composed of identical 56-kDa chains. The major-
ity of this plasma protein consists of a series of six thrombos-
pondin type 1 modules. P binds to C3b and to Bb, preventing 
the spontaneous or induced decay of the AP C3 and C5 conver-
tases. Its multimeric structure promotes interaction with clus-
tered C3b. As discussed above, bound P can also recruit C3b to 
provide a site of assembly for the AP C3 convertase.

Regulators of the Membrane Attack Complex
The MAC is also regulated by both fluid-phase and membrane 
regulatory proteins.1,17,25,28

Soluble Membrane Attack Complex Inhibitors: Vitronectin 
and Clusterin
Soluble hydrophobic proteins block the incorporation of the 
MAC into membranes. Two well-characterized proteins with 
this activity are vitronectin (S protein) and clusterin (SP-40,40, 
apolipoprotein J).17,25 Vitronectin is in plasma and the extracel-
lular matrix and binds to C5b-7. C8 and C9 can still bind to the 
complex, but membrane insertion and C9 polymerization are 
prevented. Soluble complexes of vitronectin and C5b-9 are in 
plasma during complement activation, and an enzyme-linked 
immunosorbent assay (ELISA) specific for this complex has 
been used to monitor activation of the MAC. Clusterin forms 

FIG. 40.4 Factor I (FI)–Dependent Cleavage of C3 Showing 
the Structures of the Products and the Required Cofactors. 
The cofactor protein binds first and then the serine protease 
 factor I cleaves the C3b at two sites in two locations on its 
α-chain. MCP, Membrane cofactor protein.
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a complex with C5b-9, preventing membrane insertion. It is 
found in plasma, in the male reproductive tract, and on endo-
thelial cells of normal arteries.

Membrane Attack Complex Inhibitor CD59
The primary membrane-bound inhibitor of the MAC is 
CD59.17,25 CD59 is a GPI-anchored protein expressed by most 
cells. CD59 binds to C8 and C9, preventing their incorporation 
and thus blocking polymerization of C9.

COMPLEMENT RECEPTORS
Many of the biological effects of complement activation are me-
diated by cellular receptors for fragments of complement pro-
teins. These include receptors for the small soluble complement 
fragments C5a and C3a and receptors for bound complement 
fragments C1q, C4b, and C3b as well as their cleaved frag-
ments. Receptors are specific for C3b and for its further break-
down products generated by the enzymatic processing by FI in 
conjunction with the cofactor proteins mentioned above. The 
breakdown of C3b and its intermediate products are shown in 
Fig. 40.4 and the receptors for these components in Fig. 40.5.

C1q Receptors
C1q is one of a family of proteins termed soluble defense col-
lagens that includes the “collectins” (MBL, surfactant proteins 
A and D, conglutinins, and the ficolins). Each of these proteins 
is composed of a collagen-like linear stem region terminated 
by multiple globular recognition domains or head groups. The  

collectins recognize carbohydrates with their C-type lectin 
head groups, and the ficolins recognize acetyl groups on carbo-
hydrates and other molecules with fibrinogen-like recognition 
domains. In contrast, the globular head groups of C1q do not 
recognize carbohydrates but, rather, bind to amino acid motifs 
on IgG, IgM, and pentraxins. In general, the soluble defense 
collagens broadly recognize pathogen-associated carbohydrate 
patterns and damaged or apoptotic cells. Reported direct ef-
fects of this group on leukocytes include the enhancement of 
phagocytosis, triggering of the respiratory burst, and regulation 
of cytokine responses. Several cell-surface proteins have been 
proposed to facilitate these activities, including CD93 (C1qRp), 
CD35 (CR1), α2β1 integrin, calreticulin in complex with CD91, 
gC1q-binding protein, and SIPRα. However, none has been de-
finitively established as a receptor in the classic sense.1,10,29,30

Complement Receptor 1 (CR1, CD35)
There are five identified receptors for bound fragments of C3 
and/or C4. CD35 is a large protein composed of a linear string 
of CCPs, a transmembrane region, and a short intracytoplasmic 
domain. Different allelic forms of CD35 are found, the most 
common being composed of 30 CCPs with a molecular weight 
of 190 kDa. These CCPs are organized into groups of seven, cre-
ating structures termed long homologous repeats (LHRs), each 
of which contains a single binding site. The predominant allele 
of CD35 contains two binding sites for C3b, three for C4b, and 
one for C1q. CR1 is expressed on human erythrocytes, mono-
cytes and macrophages, neutrophils, B lymphocytes, a small 
percentage of T lymphocytes, eosinophils, FDCs, and glomeru-
lar podocytes.

CD35 on primate erythrocytes provides a mechanism for 
clearing immune complexes from the circulation. Although the 
number of receptors on each erythrocyte is low, the large num-
ber of erythrocytes provides the major pool of CR1 in the circu-
lation. Soluble immune complexes that fix complement attach 
quickly to erythrocytes in the circulation, bypassing monocytes 
and neutrophils. These erythrocyte-bound complexes are taken 
to the liver and spleen, where they are transferred to tissue-
specific macrophages such as hepatic Kupffer cells expressing 
Fc and complement receptors. The erythrocytes exit into the 
circulation to pick up more immune complexes. This clearance 
pathway is impaired in patients with SLE because of decreased 
complement in the circulation, decreased CD35 on erythro-
cytes, and saturated Fc receptors in the liver and spleen.

CD35 on monocytes and neutrophils promotes binding of 
microbes carrying C3b and C4b on their surface (immune 
adherence reaction), facilitating their phagocytosis through 
Fc receptors. CD35 can directly mediate the uptake of mi-
crobes when phagocytic cells have been activated by chemo-
kines or integrin interactions with matrix proteins. CD35 is 
a member of the RCA family and has decay-accelerating and 
cofactor activity in addition to its function as a receptor. It 
differs from the membrane regulatory proteins DAF (CD55) 
and MCP (CD46) in its ability to also bind to C3b and C4b 
extrinsically (on targets other than the cell expressing it) 
and in its cofactor activity for iC3b processing. CD35 is the 
most effective cofactor for FI cleavage of C3b and iC3b to the 
smallest covalently bound fragment C3dg. C3dg is the major 
ligand for CR2 on B lymphocytes (described below). The co-
factor activity of CD35 on B lymphocytes processes bound 
C3b to C3dg, facilitating binding to CR2 and lowering the 
threshold for B-cell activation.21,25,31
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FIG. 40.5 Receptors for Bound C3b and Its Cleavage Prod-
ucts. Receptors shown are CD35 and CD21 composed of CCP 
(SCR) subunits; CD11b/CD18 (CR3), a β2 integrin; and CRIg with 
one or two immunoglobulin domains. The specificities of the 
receptors are CD35 for C4b and C3b (C4b > C3b), CRIg for iC3b 
> C3b; CD11b/CD18 for iC3b; CD21 for C3dg and C3d. CD11c/
CD18 (CR4) is similar to CD11b/CD18 and is not shown. Recep-
tors are not drawn to scale. Their molecular weights are listed 
in Table 40.1.
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Complement Receptor 2 (CR2, CD21)
CD21 is also an RCA family protein composed of 15 to 16 
CCPs. CD21 has a limited range of expression that includes B 
lymphocytes, FDCs, and some epithelial cells. CD21 is specific 
for the smallest covalently bound C3 fragments, C3dg and C3d, 
and has weaker binding to iC3b. CD21 is also the Epstein-Barr 
virus (EBV) receptor on B cells and nasopharyngeal epithelial 
cells and binds to CD23, a low-affinity IgE receptor.21,31

CD21 on B lymphocytes serves a costimulatory role. It is ex-
pressed on mature B cells as a complex with CD19 and CD81 
(TAPA-1). Coligation of CD21 and the B-cell antigen receptor 
induces the phosphorylation of CD19, activating several signal-
ing pathways and strongly amplifying B-cell responses to anti-
gen. This role of CD21 is believed to contribute to the strong 
adjuvant effect produced by attaching C3d to antigen.21,31

Complement Receptors 3 and 4
CR3 and CR4 are the β2 integrins commonly known as CD11b/
CD18 (Mac-1) and CD11c/CD18.21 β2 integrins are large het-
erodimers found on neutrophils and monocytes with multiple 
roles in adhesion to endothelium and matrix molecules as well 
as direct recognition of microbial pathogens. The binding ac-
tivities of β2 integrins are regulated by cellular activation often 
through chemokine receptors. Both CD11b/CD18 and CD11c/
CD18 are expressed primarily on neutrophils, monocytes, and 
NK cells and bind to iC3b and, to a lesser extent, C3b. CD11b/
CD18 has been studied more extensively than CD11c/CD18. 
CD11b/CD18 expression, clustering, and conformation are all 
rapidly upregulated by chemokine activation of neutrophils, 
leading to increased responses to ligand. CR3 plays an essential 
role in neutrophil attachment to and migration through acti-
vated endothelium to sites in inflammation and in the regula-
tion of neutrophil apoptosis. Deficiency of the β2 chain (CD18) 
results in leukocyte adhesion deficiency, characterized by re-
current pyogenic infections, and defects in inflammatory and 
phagocytic responses. Complement receptors CD11b/CD18 
and CD11c/CD18 provide an essential function for the removal 
of microbial pathogens following complement activation, since 
C3b processing to iC3b often occurs rapidly after deposition.

Complement Receptor of the Immunoglobulin 
Superfamily (CRIg)
CRIg is a receptor for iC3b and C3b present on Kupffer cells in 
the liver as well as other tissue macrophages but is absent from 
splenic macrophages, peripheral blood cells, bone marrow– 
derived macrophages, and monocyte/macrophage cell lines.32 
Two alternatively spliced forms of human CRIg were identified 
with one and two Ig domains. The mouse receptor has a sin-
gle Ig domain. CRIg removes C3b or iC3b-opsonized particles 
from the circulation by the liver.

C5a and C3a Receptors
During complement activation, the homologous proteins C3 
and C5 are each cleaved near the amino-terminus of the α 
chains to release a soluble peptide fragment of approximately 
8 kDa. These fragments are designated C3a and C5a. C5a may 
also be generated locally by direct cleavage of C5 by thrombin 
or leukocyte proteases.33 C3a and C5a are termed anaphylatox-
ins because of their ability to increase vascular permeability, 
contract smooth muscle, and trigger the release of vasoactive 

amines from mast cells and basophils.34,35 C5a is 10- to 100-
fold more active than C3a. These peptides are also chemotactic: 
C5a is specific for neutrophils, monocytes, and macrophages, 
whereas C3a is specific for mast cells and eosinophils. Biologi-
cal activities of complement anaphylatoxins are summarized in 
Table 40.2.

Structurally, anaphylatoxins are compact structures con-
sisting of multiple helices cross-linked by disulfide bonds with 
more flexible carboxy-terminal regions. The C-terminal peptide 
of C3a interacts with the C3aR and can reproduce C3a agonist 
activity. In contrast, C5a interacts with the C5aR at multiple 
sites. Plasma carboxypeptidases cleave the C-terminal arginine 
from C3a and C5a, producing the des-Arg forms. This inacti-
vates C3a; however, C5a-desArg retains much of its biological  
activity. The C5aR (CD88 and C5L2) and the C3aR are rhodopsin-
type receptors with seven transmembrane-spanning domains 
coupled to G-protein signaling pathways. C5aR is expressed at 
high levels on neutrophils and is also expressed by macrophages, 
mast cells, basophils, smooth muscle cells, and endothelial cells. 
If C5a is generated locally, for example, at an extravascular 
site of infection, it helps induce an acute local inflammatory  
response, including vasodilation, edema, neutrophil chemotax-
is, and activation of neutrophils and macrophages for enhanced 
phagocytosis and killing. The inflammatory activities of C5a can 
also contribute to complement-mediated pathology in some 
conditions, such as sepsis, acute respiratory distress syndrome, 
and ischemia/reperfusion (I/R) injury, making the C5a–C5aR 
interaction an attractive therapeutic target.

The C5L2 receptor binds to both C5a and C5a-desArg. C5L2 
was initially believed to be a default or decoy receptor for C5a 
because it is uncoupled from G proteins. Genetic deletion of 
C5L2 (Gpr77−/−) in mice resulted in enhanced neutrophil in-
filtration and cytokine production in the pulmonary Arthus 

TABLE 40.2 Cellular Targets and Effects 
of Complement Anaphylatoxins

Targets Bearing 
Receptors Effects

C3a, C5a Mast cells, basophils Degranulation, release of  
vasoactive amines: contraction 
of smooth muscle, increased 
vascular permeability

C3a Eosinophils Chemotaxis, degranulation
C5a Endothelium Increased adhesion of leuko-

cytes; augmented chemokine-
sis and cytokine synthesis

C5a Neutrophils, mono-
cytes/ macrophages, 
eosinophils, baso-
phils, astrocytes

Chemotaxis

C5a Neutrophils, mono-
cytes/macrophages

Priming: activation of receptors, 
assembly of nicotinamide  
adenine dinucleotide  
phosphate (NADPH) oxidase; 
activation: degranulation, 
respiratory burst

C5a Resident macrophages Regulation of FcγR expression 
(↑activating, ↓inhibitory)

C5a Hepatocytes Acute phase protein synthesis
C3a, C5a Lymphocytes (antigen-

presenting cells)
Regulation of T-cell responses 

to antigen
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reaction, supporting an antiinflammatory role for C5L2 in im-
mune complex disease, where genetic deletion of C5aR is fully 
protective. However, studies in a cecal ligation and puncture 
(CLP) model of sepsis found increased survival in mice lacking 
either C5aR or C5L2. The results suggest an active proinflam-
matory role for C5L2 that requires C5a and results in the release 
of the inflammatory signal, high-mobility group box-1 protein 
(HMGB1) from phagocytic cells. Thus, both C5aR and C5L2 
may contribute synergistically to harmful inflammatory events 
during sepsis.

COMPLEMENT IN HOST DEFENSE AND IMMUNITY

Complement in Host Defense
Complement activation provides a coordinated response to 
infection that results in the opsonization of microbial patho-
gens and the attraction and activation of phagocytic cells to 
kill them. Complement-dependent opsonization is of greatest  
importance in infections with encapsulated extracellular bac-
teria, and individuals with deficiencies in Ab production, neu-
trophil function, or C3 share increased susceptibility to these 
organisms, including Streptococcus pneumoniae and Haemophi-
lus influenzae. MBL deficiency is also associated with recurrent 
pyogenic infections in young children. In general, activation 
of complement by natural Ab or MBL results in C3b and iC3b 
deposition on these pathogens, overcoming the antiphagocytic 
effects of the capsule. Phagocytic cells ingest and kill the organ-
isms using CD35, CD11b/CD18, and CD11c/CD18 receptors 
in conjunction with other innate and Fc receptors. C5aR signal-
ing activates these receptors, leading to increased phagocytosis. 
Gram-negative bacteria are also susceptible to complement-
dependent lysis. This is evident in the increased incidence of 
disseminated neisserial infection in individuals deficient in C3, 
any of the MAC components, or P, as discussed below.

Complement in Inflammation
An essential function of complement in host defense is the coordi-
nation of the local inflammatory response. C5a is the most potent 
complement product in this activity.35 Sublytic deposition of the 
MAC on endothelial cells and platelets and C3a interaction with 
the C3aR also contribute to the proinflammatory effects of com-
plement activation. As discussed below, these potent inflamma-
tory fragments of complement, when generated in high amounts 
or targeted inappropriately, result in many of the disease-related 
deleterious effects of complement. Local production of C5a at a 
site of infection occurs either through local complement activa-
tion or through direct cleavage of C5 by tissue macrophages or 
thrombin.33,34 This C5a is released and sets up a chemotactic gra-
dient for neutrophils and macrophages. In addition, C5a activates 
endothelial cells to express P-selectin and synthesize chemokines, 
including interleukin-8 (IL-8). Interaction of C5a with mast cells 
releases vasoactive amines, increasing endothelial permeability. 
Neutrophils and macrophages are “primed” by interaction of C5a 
with its receptor. Priming includes enhancement of chemotaxis, 
activation of complement receptors for phagocytosis increased ex-
pression of activating FcγR, and assembly of the nicotinamide ade-
nine dinucleotide phosphate (NADPH) oxidase that is required for 
effective killing of microbes after phagocytosis. C5a also prevents 
neutrophil apoptosis, prolonging survival and contributing to local 
accumulation. Together, these actions result in the attraction and 
activation of potent antimicrobial cells and resolution of infection.

Pathogen Evasion of Complement
Further evidence of the host defense function of complement is 
the association of complement evasion strategies with virulence. 
Pathogenic gram-negative bacteria, such as Salmonella, have lipo-
polysaccharides with long O-polysaccharide side chains that pro-
mote rapid shedding of the MAC and prevent its insertion into 
the cell membrane. Neisseria species have several FH-binding 
components that help restrict AP activation and protect against 
lysis. Group A and B streptococci and S. pneumoniae have cell-
surface components (M protein, Bac or beta, PspC, Hic) that bind 
to FH and/or C4BP, restricting complement activation. Other or-
ganisms, including type 3 group B streptococci, elaborate sialic 
acid–containing capsules or cell walls to limit AP activation.

Although complement deficiencies are not generally asso-
ciated with viral infections, the importance of complement in 
host defense against viruses is suggested by the multiple strate-
gies used by viruses to evade complement.16,36 Several viruses 

KEY CONCEPTS

1. Bacteria
Block C1, C3b deposition

Streptococcus pneumoniae
Block MAC access to plasma membrane

Salmonella
Limit access of C3b, iC3b to complement receptors by capsule

Streptococcus pneumoniae
Haemophilus influenzae

Block AP activation by sialylation
Streptococcus agalactiae (GBS) type III
Neisseria

Bind (highjack) FH, C4BP to inhibit complement activation
Streptococcus pneumoniae (Hic)
Streptococcus pyogenes (GAS) (M protein)
Neisseria

Use CD55 (DAF), CD46 (MCP) for attachment to cells
Streptococcus pyogenes (GAS) (M protein)
Neisseria
Escherichia coli

Use complement receptors for entry
Mycobacterium tuberculosis (CR3)
Bacillus anthracis spores (CR3)

2. Viruses
Express complement regulatory proteins homologous to those  

synthesized by the host
Herpes simplex virus (glycoprotein C)
Poxviruses (SPICE/VICE)

Express unique complement regulatory proteins
Flaviviruses (Dengue, West Nile)

Use CD55 (DAF), CD46 (MCP) for attachment to cells
Measles virus, adenovirus, herpes virus 6 (CD46)

Picornaviruses, hantavirus (CD55)
Use complement receptors for entry

Epstein-Barr virus (CD21)
Human immunodeficiency virus (CD35, CR3)

3. Parasites
Express complement regulatory proteins

Schistosoma (CRIT)
Acquire complement regulatory proteins from host

Schistosoma (CD55)
Use complement receptors for entry

Leishmania (CR1, CR3) 

How Pathogens Abuse and Evade the Complement 
System: Some Examples
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 produce complement regulatory proteins, including vaccinia 
virus complement control protein and herpes virus glycopro-
tein C, which facilitate breakdown of C3b and C4b. Some vi-
ruses, such as human immunodeficiency virus (HIV), incorpo-
rate complement regulatory proteins into the viral envelope, a 
strategy that is also used by other pathogens, such as Schisto-
soma.16,36,37

There are also many examples of complement receptors 
and membrane regulatory proteins being exploited as recep-
tors for pathogens to invade cells. Examples of these include 
strategies of direct pathogen binding to receptors as well as 
deposition of C3 fragments followed by invasion through host 
C3 receptors.16

Role of Complement in Adaptive Immunity
Over the past 10 years there has been renewed interest in the 
role of the innate immune system in adaptive immune respons-
es.4 The importance of complement in humoral immunity has 
been recognized since the observation that complement deple-
tion of mice before immunization decreased Ab responses to 
thymus-dependent antigens. Further studies have shown that 
complement receptors CR1 (CD35) and CR2 (CD21) are also 
essential for immunomodulation.21,31 In humans, these recep-
tors are found together on B cells and FDCs. CD35 is also  
expressed on a number of other cell types (described above), 
including erythrocytes and phagocytic cells.

Effects of Complement on the Humoral Immune Response
Results obtained by experimental manipulation of C3, C4, and 
their receptors in mouse models indicate roles for these com-
plement components at multiple levels in the humoral immune 
response.21,31 One caveat regarding these studies is that in the 
mouse CD35 and CD21 are alternative splice products of the 
same gene, and genetically deficient animals lack both recep-
tors.21 In humans, CD35 and CD21 are encoded by separate 
genes. The first role of CD35/CD21 is in B-cell development, 
indicated by a pronounced defect in B-1-cell development in 
CD35/CD21–deficient mice. B-1 cells are generally found out-
side lymphoid follicles, have a restricted repertoire, and are es-
sential in the production of natural Ab to pathogens, such as 
S. pneumoniae, and to self-antigens exposed on damaged cells, 
such as phosphatidylcholine and DNA. Although the mecha-
nism of this defect in CD35/CD21–deficient mice is not fully 
understood, these mice have an altered repertoire of natural Ab 
and B-1 cells.21,31 Decreased natural Ab may contribute to sus-
ceptibility to infection and autoimmune disease in hereditary 
complement deficiency (discussed below).

A second role for complement in the Ab response is the 
well-described function of CD21 as a coreceptor for the mature  
B-cell response to antigen.21,31,38 As described above, CD21 is as-
sociated with the signaling complex of CD19 and CD81 (TAPA-1)  
in the B-cell membrane. Coligation of CD21 with the B-cell  
antigen receptor occurs naturally when the antigen activates 
complement and covalently binds C3dg. This coligation of the 
B-cell receptor with CD21 greatly decreases the threshold for 
B-cell activation and blocks Fas-initiated apoptosis of B cells. 
B cells activated by complement-opsonized antigen have in-
creased ability to present antigen as well as survival and pro-
liferation during encounters with T-dependent antigens.

The expression of CD35 and CD21 on FDCs is also impor-
tant in the Ab response. FDCs trap antigen in the germinal  
centers and provide selection of somatically mutated high- 

affinity B-cell clones. Antigen trapped on FDCs also provides a 
source of long-term stimulation for maintenance of memory B 
cells. FDCs use complement receptors (CD35 and CD21) and 
FcγR to trap and retain antigen for these functions. Expression 
of CD21 on both FDCs and B cells is required for effective affin-
ity maturation of the Ab response and for the development and 
maintenance of memory B cells.

Complement and T-Cell Biology
For many years, T cells were thought to express only a limited 
repertoire of complement proteins. However, we now know 
that T cells express many complement components, although 
at lower amounts relative to APCs.39 Complement proteins can 
exert both a direct and indirect effect on T cells. For example, 
CR1 is expressed by ~12% of blood-circulating CD4+ and CD8+  
T cells and is upregulated upon TCR engagement. However, CR1 
is considered to be a negative controller of T-cell activity since 
CR1 stimulation during CD4+ T-cell in vitro activation inhibits 
proliferation and IL-2 production and induces IL-10 secretion.39 
Further, CR1 may have additional signaling roles in T cells.

The first evidence that complement indirectly influences  
T-cell protective responses was shown by studies in primary 
pulmonary infection with influenza in which C3-deficient mice 
have a defect in influenza-specific CD4+ and CD8+ T-cell prim-
ing.38 The mechanism may be more efficient uptake and presen-
tation of C3-opsonized virus by APC through CR3 and CR4 or 
stimulation of T-cell responses through the C3aR.

Other complement components may directly impact T-cell 
function. For example, C1q-opsonized immune complexes 
(ICs) bind to T cells via C1qR and can induce cell activation. 
Additionally, the anaphylatoxin receptors can directly regulate 
T-cell responses as indicated by studies of C3ar and C5ar1 dou-
ble-knockout mice that demonstrated reduced ability to gener-
ate Th1 responses.

Further, costimulation of human T cells in vitro through 
CD3 and CD46 leads to the development of T cells with a reg-
ulatory phenotype characterized by synthesis of IL-10 in the 
absence of other Th2 cytokines (IL-2, IL-4) (Chapter 14). The 
induction of regulatory T cells (Tregs) was seen in response to 
both anti-CD46 cross-linking and natural ligands (C3b dimers, 
streptococcal M protein).

CD55-deficient mice showed enhanced T-cell responses to 
immunization and increased T cell–dependent autoimmune 
disease. These effects were complement dependent and appar-
ently involved the loss of CD55 regulation of local complement 
synthesis by APCs during cognate interactions with T cells. One 
postulated mechanism is that CD55 inhibits the generation of 
C3a and C5a by APCs, preventing their interactions with C3aR 
and C5aR on T cells.40

The Intracellular Complement System (Complosome)
For many years, the complement system was considered a se-
rum-centric system. However, a growing number of new studies 
are revealing that complement also has an intracellular arsenal 
of components that provide not only immune defense but also 
key interactions for host cell functioning (reviewed by Lisze-
wski et al.41 and Arbore et al.42). While early work has centered 
primarily on T cells, the intracellular complement system (the 
complosome) likely functions in most, if not all, cells. Some of 
these functions may trace their origin to the ancient complement  
system that likely began with a primitive form of C3 responsible 
for protection from intracellular pathogens. With continuing 
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evolution and creation of more components, this system ex-
panded to the extracellular space as C3 became secreted to guard 
the vasculature from infectious agents. It is no surprise, then, 
that contemporary cells retain elements of this vestigial system.

Thus, current evolving understandings of this system recog-
nize the following functions: (1) C3 serves as a damage-asso-
ciated molecular pattern that, in particular, coats intracellular 
pathogens; (2) most cells contain intracellular stores of C3 and 
recycle C3(H2O); (3) intracellular C3 assists in cellular survival 
and metabolic reprogramming; (4) other components of the 
complosome include C5, factor B, properdin, and complement 
receptors and regulators (e.g., CD46, FH, C3aR, C5aR). As the 
complosome becomes better elucidated, new targets for the next 
generation of complement therapeutics may emerge.

Role of Complement in Clearance of Apoptotic Cells
Damaged tissue and dead and dying cells activate complement 
through several pathways. This can increase local inflammation 
and cellular damage, as in I/R injury, AMD, and hemolytic–uremic 
syndrome (HUS) (discussed below). Complement activation by 
apoptotic cells contributes to their opsonization and clearance 
and may prevent the development of autoimmunity. The delete-
rious consequences of complement activation following tissue 
damage are mainly attributable to AP-dependent generation of 
C5a and the MAC, whereas the beneficial effects are dependent 
on early CP components and innate recognition molecules.43,44

Necrosis, as occurs following ischemic tissue injury, exposes 
phospholipids and mitochondrial proteins that activate comple-
ment directly or indirectly. The pathways are different depending 
on the tissue involved.43 For example, renal reperfusion injury 
appears to be initiated by the AP, possibly secondary to the loss 
of regulatory proteins on tubular epithelial cells. Intestinal (I/R) 
injury is initiated by natural IgM Ab and requires both the CP for 
initiation and the AP for injury. MBL and CRP-initiated comple-
ment activation have been proposed to contribute to myocardial 
reperfusion injury after coronary artery ligation.

Apoptotic cells are recognized by multiple receptors and op-
sonins.44,45 The association between early CP deficiencies and 
SLE (see below and Chapter 52) has been attributed to a failure 
of complement-dependent opsonization, resulting in accumu-
lation of apoptotic cells and released autoantigens. Support for 
this hypothesis is provided by studies of mice deficient in C1q, 
IgM, or serum amyloid P (SAP), all of which develop autoanti-
bodies against phospholipid and nuclear antigens characteristic 
of SLE, and by the therapeutic effect of CRP in mouse models of 
SLE.29 The role of complement in apoptotic cell recognition and 
uptake by macrophages is depicted in Fig. 40.6. MBL, C1q, and 
surfactant protein-D (SP-D) bind to apoptotic cells and facilitate 
clearance through direct binding to cellular receptors as well as 
complement activation.45 Natural IgM Ab, CRP, and SAP bind to 
phospholipids exposed on late apoptotic cells. All three proteins 
can also activate the CP generating C1q, C4b, C3b, and iC3b 
ligands for complement receptors. CRP and SAP also directly 
opsonize apoptotic cells for uptake through Fcγ receptors.46 
Phagocytosis of apoptotic cells generally induces antiinflamma-
tory cytokines transforming growth factor-β (TGF-β) and IL-10.

Targeted and Restricted Activation of the Complement System
Interestingly, CRP and SAP also bind complement regulatory 
proteins FH and C4BP, which helps limit complement activa-
tion to the deposition of opsonic components with little or no 
lysis or generation of C5a.47 This type of targeted complement 

activation was also observed on acrosome-activated spermato-
zoa. In this case, the CP was activated by CRP from follicular 
fluid, resulting in bound C3b and iC3b, which are proposed to 
bind complement receptors on the egg and facilitate fertilization. 
Such engagement of the complement systems is likely a physi-
ological (normal) mechanism for handling intracellular and ex-
tracellular debris that is continually produced in the body. For 
example, complement fragments are almost universally observed 
at sites of tissue injury in conditions such as atherosclerosis and 
Alzheimer disease. Whether such deposition is helpful or harm-
ful (or both, depending on timing, duration, and magnitude) 
 remains to be defined.

COMPLEMENT DEFICIENCIES

Genetics and Incidence
Complete genetic deficiencies of complement proteins are rare, 
with an estimated combined prevalence of 0.03% for any inher-
ited complete deficiency (excluding MBL deficiency) in the gen-
eral population.2,48–50 For most components, inheritance is au-
tosomal and expression is codominant, so complete deficiency 
is homozygous recessive and heterozygotes express half levels. 
There are two C4 genes (C4A and C4B), so a range of partial de-
ficiencies can be observed. All cases of C1-INH deficiency have 
been heterozygous, and P deficiency is X-linked. MBL is found 
in multiple allelic forms with different levels of expression rang-
ing from 5 nanograms per milliliter (ng/mL) to more than 5 
micrograms per milliliter (µg/mL) in plasma. Deficiencies spe-
cific to the LP are not detected by the screening assays described 
below but can be determined by specific assays.51

The most common clinical presentations of patients with com-
plement deficiencies are recurrent infections with encapsulated 
bacteria, neisserial infections, and systemic autoimmune  disease 

TGF-β, IL-10
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C1qR

FcγR

FcγR

CR3
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C3b

C1q

MBL
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FIG. 40.6 Pathways of Opsonization of Apoptotic Cells by 
Complement. Innate recognition of apoptotic cells by natural 
immunoglobulin M (IgM), cross-reactive protein (CRP), serum 
amyloid P (SAP), C1q, and mannose-binding lectin (MBL) is 
shown. Each reaction activates complement, leading to opso-
nization by C3b and iC3b. In addition, C1q and MBL bind to 
collectin receptors, and CRP and SAP bind to FcγR on macro-
phages. Cytokine responses to apoptotic cells opsonized by 
complement include the antiinflammatory cytokines transform-
ing growth factor-β (TGF-β), and interleukin-10 (IL-10).
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(Table 40.3). Populations with these disease manifestations  
have a much higher incidence of complement deficiency. For ex-
ample, in Caucasian patients with SLE, the incidence of C2 defi-
ciency is nearly 1%, 100-fold higher than in the general population. 
Screening of patients with autoimmune disease for complement 
deficiencies is useful, as these individuals are at higher risk for 
certain disease manifestations and may be at greater risk for infec-
tious complications. Complement deficiency is found in as many 
as 20% of patients with recurrent disseminated neisserial infec-
tions. Evaluation of complement function is highly recommended 
in patients with systemic neisserial infections so that appropriate 
immunization and antibiotic prophylaxis can be initiated.

Complement deficiencies are most readily detected by hemo-
lytic screening assays (the CH50 and AH50), which determine the 
dilution of patient’s serum needed to lyse 50% of erythrocytes 
sensitive to the CP (CH50) or the AP (AH50).52 Deficiency of 
any C1 subcomponent, or any of the other CP components (C2 
to C8), will result in little or no lysis in the CH50 (CH50 values 
<5%). C9-deficient patients may have residual activity in this 
assay (CH50 values <30%). Little or no lysis is observed in the 
AH50 assay if factor D, P, or any of the components C3 to C9 are 
deficient. By comparing the results of the two assays, it is pos-
sible to narrow down the search for the deficient component.

Hemolytic and antigenic assays may be done for each indi-
vidual component to confirm the deficiency.

TABLE 40.3 Clinical Effects of Genetic Complement Deficiency

Deficient Component Resulting Defect Clinical Associations

C1q, C1r, C1s, C4, or C2 Inability to activate the CP Systemic lupus erythematosus, bacterial infections
Factor D (FD), factor B (FB) Inability to activate the AP Infections (encapsulated bacteria)
MBL, MASP-2 Decreased or absent ability to activate the LP Recurrent childhood infections, pyogenic bacteria
Properdin Reduced efficiency of AP activation Neisserial infections
C3 Decreased opsonization. No MAC. No activation 

of AP. Decreased inflammation (no C3a).
Recurrent childhood infections, N. meningitidis, Streptococcus 

pneumoniae, other encapsulated bacteria; autoimmune disease 
(uncommon)

FH, FI, Lack of regulation of fluid-phase C3 convertases, 
severe acquired C3 deficiency (C3NeFs)

Infections, membranoproli ferative glomerulonephritis, C3G

C5, C6, C7, C8, C9 Inability to form the MAC Infection—recurrent, disseminated neisserial
Serum carboxypeptidase-N Failure to control C3a, C5a, bradykinin Recurrent angioedema
C1-INH Loss of regulation of C1 and bradykinin Recurrent angioedema (HAE)
FH, FI, CD46  

(haploinsufficiency)
Decreased regulation of C3 convertases Atypical hemolytic–uremic syndrome, age-related macular 

degenerationa

DAF, CD59 Failure to regulate complement activation on 
autologous cells (especially red blood cells)

Paroxysmal nocturnal hemoglobinuria (PNH), early-onset protein-
losing enteropathy and thrombosis, PLE (DAF)

aHeterozygous C3 and factor B variants that lead to a gain of function cause atypical hemolytic–uremic syndrome (aHUS), age-related macular degeneration (AMD), and C3G.
C1 INH, C1 esterase inhibitor; C3G, C3 glomerulopathy; DAF, decay-accelerating factor; HAE, hereditary angioedema; MAC, membrane attack complex; MASP, MBL-associated 
serine protease; MBL, mannan-binding lectin; NeF, nephritic factor (stabilizing autoAb to convertase).

CLINICAL PEARLS
Value of Screening for Complement Deficiencies

1. Patients with recurrent bacterial infections and normal white blood
cells and immunoglobulins should be analyzed for a complement defi-
ciency (obtain CH50 and AP50).

2. Patients with recurrent or disseminated neisserial infection should be
evaluated for deficiency of C3–C9 by CH50 and for properdin by AP50.

3. Prophylactic antibiotics and immunization should be considered in
complement-deficient individuals, especially for pneumococcus and
neisserial species.

4. Patients with systemic lupus erythematosus (SLE) (especially young
children and those with familial lupus, and recurrent bacterial infec-
tions) should be screened with CH50.

Classical Pathway Deficiencies
Patients with deficiencies of early CP components (C1, C4, or 
C2) are most commonly identified as having systemic autoim-
mune disease but are also at increased risk of infection.48–50 The 
primary infectious agents in these patients are encapsulated 
bacteria, S. pneumoniae, H. influenzae, N. meningitidis, and  
S. agalactiae, which are cleared by Ab and CP opsonization.

C1 Deficiency
C1-deficient patients most commonly lack C1q, but C1r or C1s 
deficiency also results in nonfunctional C1 and no CP activity. 
Absence of C1q is highly associated with the development of 
SLE, with an incidence of 90%.48–50,52 It has been proposed that 
this association is related to defective clearance of apoptotic 
cells.53 Apoptotic cells may be opsonized by IgM, or pentraxins, 
leading to activation of the CP, which may be initiated by IgM 
or pentraxin (CRP and SAP). Cells can also be cleared by direct 
C1q binding, leading to attachment and uptake through other 
phagocytic receptors (e.g., phosphatidylserine receptor). Other 
proposed mechanisms to account for the strong association be-
tween C1 and C4 deficiency (see below) and SLE include defec-
tive immune complex clearance and defective development and 
maintenance of B-cell tolerance.

C4 Deficiency
There are two C4 genes, C4A and C4B, located within the ma-
jor histocompatibility complex (MHC) on chromosome 6.50 The 
two forms of C4 protein have similar function, but different 
substrate preferences for the covalent binding reaction that oc-
curs on activation to C4b. C4A is more efficient in attaching to 
amino groups on proteins, such as immune complexes, whereas 
C4B is more efficient in attaching to carbohydrates. Complete 
C4 deficiency requires four null alleles and is rarely found but 
is highly associated with SLE (75% incidence). Partial C4 de-
ficiencies with one to three null alleles, however, are relatively 
common, found in up to 25% of individuals. Complete C4A de-
ficiency is greatly overrepresented in the SLE population. C4A 
deficiencies are found in about 1% of the general population and 
10% to 15% of patients with SLE. Complete C4B deficiencies are 
more commonly associated with bacterial infections, suggesting 
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that the functionally different C4 genes contribute differently to 
host defense and autoimmunity.

C2 Deficiency
The gene encoding C2 is also located within the MHC. C2 de-
ficiency is the most common complete complement deficiency, 
with about a 0.01% incidence in the population.48–50 About half 
of C2-deficient individuals are clinically healthy. The remain-
ing individuals have recurrent pyogenic infections and/or rheu-
matological diseases. The most common infectious agents are  
S. pneumoniae, H. influenzae, N. meningitidis, and S. agalactiae. 
Infections are invasive and mainly occur in childhood, suggest-
ing that the defect may be partially overcome by development 
of acquired immune defenses. Rheumatological diseases asso-
ciated with C2 deficiency include SLE (15%), vasculitis, poly-
myositis, and Henoch-Schönlein purpura. SLE associated with 
C2 deficiency has some features that distinguish it from other 
types of SLE; these features include equal expression in males 
and females, early onset, increased photosensitivity, decreased 
incidence of renal disease, lower frequency of anti-dsDNA Ab, 
and higher frequency of anti-SSA/Ro and anti-C1q Ab.48–50

Lectin Pathway Deficiencies
MBL deficiency was originally found as a serum defect in the 
opsonization of yeast in pediatric patients with recurrent infec-
tions. There are multiple MBL polymorphisms in the population, 
in both the promoter and coding regions of the gene, and MBL 
deficiency is common (estimated to be 14% in the normal Swed-
ish population).48 In addition to the association of MBL deficien-
cy in children with recurrent infections, there is a two- to three-
fold increased frequency of MBL deficiency in SLE, and these 
individuals have more frequent and more severe infections dur-
ing the course of their disease. Serious infectious complications 
are also more frequent in the subgroups of patients with cystic 
fibrosis and rheumatoid arthritis (RA) with MBL deficiency.

Although rare, in one reported homozygous MASP-2 defi-
ciency,51 the patient was asymptomatic until the age of 13 years 
when he was diagnosed with ulcerative colitis. Additional auto-
immune manifestations developed along with recurrent severe 
infections with S. pneumoniae.

Alternative Pathway Deficiencies
Individuals with complete deficiencies of factor D or P have 
been reported. Patients with factor D deficiency have present-
ed with recurrent infections by Neisseria and other organisms. 
Properdin deficiency is X-linked, and patients most commonly 
have severe childhood infections with N. meningitidis.13,48,52

C3 Deficiency
C3 is central to all three complement activation pathways. 
Nineteen families with primary inherited deficiency of C3 have 
been reported. The most common presentation is recurrent 
life-threatening infections before the age of 2 years, sometimes 
followed by immune complex disease. The infections observed 
are primarily respiratory tract infections (48%) and meningi-
tis (34%) with a variety of pathogens, especially encapsulated 
bacteria. The organisms most often involved are N. meningitidis  
and S. pneumoniae, but other encapsulated gram-negative and 
gram-positive bacteria have also been observed. Recurrent  
infections are seen in more than 50% of patients with C3 defi-
ciency. This clinical presentation is similar to that seen in hypo-
gammaglobulinemia.

Acquired C3 Deficiency: Genetic Deficiencies of FH and FI and 
C3 and C4 Nephritic Factors
Factors H and I are required to control C3 convertase in the 
fluid phase of the AP. Complete deficiency of either protein re-
sults in C3 cleavage and depletion to very low levels. C5, factor 
B, and P levels may also be reduced. The clinical presentation 
of patients with FH or FI deficiency resembles that of patients 
with primary C3 deficiency. The highest disease association is 
recurrent infection with N. meningitidis and S. pneumoniae, 
and there is also an increased incidence of SLE. FH deficien-
cy is more commonly associated with renal disease compared 
with C3 or FI deficiency (73% of individuals with FH deficiency 
compared with 13% of individuals with FI deficiency and 26% 
of those with C3 deficiency).

Nephritic factors (NeFs) are autoantibodies specific to the 
CP or the AP C3 convertase (C4b2a or C3bBb) or the AP C5 
convertase that stabilizes these enzyme complexes and prevents 
normal regulatory control. The AP C3Nef induces unregulated 
complement activation, resulting in acquired C3 deficiency. 
NeFs are often associated with C3 glomerulopathy and with 
partial lipodystrophy.

Deficiencies of Complement Receptors
Deficiencies of CR1 (CD35) and CR2 (CD21)
Complete genetic deficiencies of CR1 or CR2 have not been re-
ported. However, partial deficiencies of CR1 on erythrocytes, 
B lymphocytes, and polymorphonuclear leukocytes and of CR2 
on B lymphocytes have been reported in patients with SLE. 
Decreased CR1 on erythrocytes may be acquired as a result of  
immune complex clearance.48,52

Leukocyte Adhesion Deficiency: CR3 and CR4 Deficiency
Leukocyte adhesion deficiency (LAD; Chapter 39) is a syn-
drome caused by mutations of the common β2-integrin chain, 
CD18, found in LFA-1, CR3, and CR4. Defects are related to 
adhesion and activation of phagocytic cells, and the clinical pre-
sentation includes childhood infections with pyogenic bacteria.

Deficiencies of Regulatory Proteins
Hereditary Angioedema: C1-INH Deficiency
Hereditary angioedema (HAE) is found in individuals with het-
erozygous (autosomal dominant pattern of inheritance) deficien-
cy of C1-INH.18 C1-INH is a serine protease inhibitor (serpin) 
with regulatory activity for C1r, C1s, MASP-1, and MASP-2 of the 
complement system; factor XII (Hageman factor) and kallikrein 
of the contact system; factor XI and thrombin of the coagulation 
system; and plasmin and tissue plasminogen activator (tPA) of 
the fibrinolytic system. Although previous studies implicated a 
C2 product (C2 kinin) as a mediator, more recent data, includ-
ing studies in a C1-INH–deficient mouse model, indicate that 
bradykinin is the primary biological mediator of angioedema in 
HAE.18 In the more common form of HAE (type I, 85% of pa-
tients), reduced synthesis of C1-INH is found (5% to 30% of nor-
mal), along with decreased serum C4 and C2. In type II HAE, an 
abnormal C1-INH is synthesized, making antigenic levels normal 
or elevated with reduced functional activity and decreased C4 
and C2. Clinically, type I and type II HAE are indistinguishable.

HAE presents in childhood or adolescence as recurrent epi-
sodes of nonpainful, nonpruritic, and nonpitting swelling that 
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are subcutaneous and/or submucosal. Urticaria is not pres-
ent. Episodes are self-limiting, usually peaking at 24 hours and  
resolving over 2 to 5 days. Attacks are variable in frequency,  
severity, duration, and location, and initiating factors are poorly 
understood. The most common areas involved are the extremi-
ties, face, genitals, and respiratory and gastrointestinal tracts. 
Intestinal attacks are often associated with vomiting and diar-
rhea and are extremely painful (partial obstruction from the 
bowel wall edema). Laryngeal attacks may result in life-threatening  
respiratory tract narrowing. Recurrent attacks continue 
throughout the life of the patient and may involve multiple 
sites or progress from one site to another. Diagnosis of HAE 
is suggested by family history and clinical findings. Confirma-
tion is based on decreased C1-INH functional activity (<10% to 
35% of normal). It is important to note that although C1-INH 
protein is decreased in type I HAE, it can be normal or even  
elevated in type II HAE. C4 levels are below normal in 95% of 
patients with HAE. Acquired forms of C1-INH deficiency have 
been described, usually in older patients with lymphoprolif-
erative diseases. These are usually caused by autoantibodies to  
C1-INH and are distinguished from HAE by a lack of family 
history and decreased C1q as well as C4. The management and 
treatment of HAE are discussed in Chapter 46.

Paroxysmal Nocturnal Hemoglobinuria: Decay-Accelerating 
Factor and CD59 Deficiency
Paroxysmal nocturnal hemoglobinuria (PNH) is a rare acquired 
disorder in which a somatic mutation in the PIGA gene in a 
clone of bone marrow stem cell results in defective synthesis of 
GPI-anchored proteins. PNH is characterized clinically by in-
travascular hemolysis and venous thrombosis. DAF and CD59 
are GPI-anchored complement regulatory proteins expressed 
on erythrocytes, and PNH erythrocytes are highly susceptible 
to lysis. Studies of individuals with isolated DAF and CD59 de-
ficiencies indicate that hemolysis is more highly associated with 
CD59 deficiency. The basis for thrombosis in PNH is poorly un-
derstood. A mAb to C5 has been approved by the US Food and 
Drug Administration (FDA) to treat PNH.

Control of Localized Complement Activation: Atypical Hemo-
lytic–Uremic Syndrome, Age-Related Macular Degeneration
Hemolytic–uremic syndrome (HUS) is a rare disease character-
ized by microangiopathic hemolytic anemia, thrombocytope-
nia, and acute renal failure. “Typical” HUS occurs in children 
and is caused by E. coli, mainly O157:H7, producing a shiga-
like toxin. Atypical HUS (aHUS) affects primarily older chil-
dren and adults and is associated with either loss-of-function 
mutations in complement regulators FH, FI, or CD46 or gain-
of-function mutations in C3 or FB. Mutations in complement 
proteins are identified in approximately 50% of patients. FH 
mutations associated with aHUS are predominantly clustered 
in the C-terminal end of the molecule in CCP19–20, a region 
that is required for FH binding to polyanions and endothelial 
cells. The ability of FH to regulate fluid-phase AP activation is 
therefore not affected, and C3 levels are normal. These findings 
have led to the hypothesis that local complement regulation is 
essential for preventing renal disease following endothelial cell 
injury and that FH acts locally after binding to exposed matrix 
or damaged endothelium.

Genetic variants in CFI and CFH have also been associated 
with age-related macular degeneration (AMD), a major cause 
of blindness in older adults. These variants range from common 

polymorphisms, conferring relatively low to moderate risk, to 
rare variants with nearly complete penetrance and high risk. 
FH polymorphism (Tyr/His402) is commonly associated with 
AMD54 and is located in CCP7 (in a region of FH that binds 
heparin and CRP).23,55,56 As is the case for the mutations associ-
ated with aHUS , this region of FH is not required for regulation 
of the fluid-phase AP convertase. AMD develops when abnor-
mal deposits of a protein, termed drusen, form in the retina. 
Recent findings support the view that the local inflammatory 
response, including complement activation with MAC deposi-
tion, damages the retina, leading to vision loss. Although com-
plement factors are not the only genes linked to AMD, common 
variants are estimated to account for more than 50% of cases 
and rare variants commonly lead to haploinsufficiency in about 
10% of cases. These findings are driving the development of new 
complement-based therapeutics that could provide protection 
from a very significant form of age-related visual loss.

COMPLEMENT IN DISEASE

Measurement of Complement in a Clinical Setting
Laboratory tests for complement include functional assays for 
the CP (CH50), the AP (AH50), and the LP (LP50) as well as an-
tigenic levels and functional assays for each of the individual 
components. The CH50 is a hemolytic assay in which sheep 
erythrocytes sensitized with rabbit anti-sheep RBC Ab are in-
cubated with serial dilutions of the patient’s serum. The titer 
is the reciprocal of the dilution of serum at which 50% of the 
sheep erythrocytes are lysed. The CH50 requires all of the CP and 
terminal components (C1 to C9). Diseases associated with CP 
activation result in decreased CH50, C4, and C3 levels. These are 
primarily immune complex–associated diseases, both autoim-
mune and infectious, and are listed in Table 40.4.

Another cause of selective CP activation is essentially a labo-
ratory artifact, in which clotting of the blood sample in the cold 
is associated with consumption of the early CP. Plasma CH50 is 
often normal, but the serum CH50 value is markedly decreased. 
C3 and C4 antigenic tests may be normal or moderately reduced, 
but their functional activity is lost. In these situations, the clini-
cian should consider diseases associated with cold reactive Ab: 
namely, cryoglobulinemias and cold agglutinin syndrome.

A comparable assay for the AP (AH50) uses a buffer that 
blocks CP activation and employs rabbit erythrocytes in place 
of sensitized sheep erythrocytes. Rabbit erythrocytes sponta-
neously activate the human AP and are lysed in the assay. The 
AH50 requires all of the AP and terminal components (factor B, 
D, and P and C3 to C9). The combined use of the CH50 and AH50 
is the most effective screening method for genetic deficiencies 
of complement components. Complete deficiency will generally 
result in titers of < 5% in one or both assays. Because C3 to C9 
are common to both pathways, the combined results of the two 
assays can rapidly determine whether the deficiency is one of 
these shared components, one of the CP components (C1, C2, 
C4), or one of the AP components (factors B, D, P).

Properdin deficiency results in low, but not absent, lysis in 
the AH50, and patients with C9 deficiency may have values up to  
30% of normal in the CH50. The AP is activated in gram-negative 
sepsis, aHUS, AMD, C3 glomerulopathy, IgA nephropathy, 
and PNH. As described above, the majority of these conditions 
are associated with genetic variants in complement proteins. 
Screening for complement genetic mutations that includes 
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a multigene panel is available in many laboratories. The gene 
panel offered may vary slightly among the different laboratories 
conducting these tests. All variants are usually reported accord-
ing to Human Genome Variation Society (HGVS) nomencla-
ture and classified based on the guidelines established by the 
joint consensus of the American College of Medical Genetics 
(ACMG) and the Association of Molecular Pathology. Labora-
tories that specialize in functional analysis of genetic variants 
can further assist in defining the significance of the variants. 
Laboratory values may show decreased C3 with decreased or 
normal CH50, and normal C4 levels (see Table 40.4). However, 
normal C3 levels do not exclude the presence of mutations in 
complement regulatory proteins, because C3 is an acute-phase 
reactant with elevated synthesis during disease states. Also, 
rarely is the predisease value known and, furthermore, there is a 
rather wide normal range.

Evaluation of AP function also includes measurement of 
serum concentrations of FH, FI, anti-FH Ab, and CD46/MCP 
expression on leukocytes by flow cytometry. Since most pa-
tients carry a heterozygous mutation in a complement protein, 
patients in whom the mutant protein is not expressed or is dys-
functional would be expected to have a 50% functional level. 
Measurement of serum antigenic levels will detect ~25% of pa-
tients with mutations in CFH and ~40% of mutations in CFI. 
Flow cytometry to measure CD46/MCP expression will detect 
~75% of the mutations.

LP function (and MBL deficiency) is determined by using a 
specific ELISA, in which the patient’s serum is placed into wells 
coated with mannan. Binding MBL and activation of the LP re-
sults in the deposition of C4b and C4d, which are detected with 
mAbs. MBL levels may also be determined antigenically.

Heterozygous C1-INH deficiency, as described above, is as-
sociated with the clinical syndrome of HAE.18 The diagnosis 
can be made on the basis of clinical findings and family history. 
C1-INH activity is reduced in these patients, and C4 protein is 
also low in 95% of patients, especially during attacks of edema. 
In type I HAE (85% of cases), C1-INH protein levels are low, 
but in type II HAE (15% of cases), an abnormal C1-INH pro-
tein is made, and antigenic levels are normal or elevated. There 
is an acquired form of C1-INH deficiency associated with au-
toantibodies to the inhibitor commonly seen in patients with 
lymphoma. In this case, low C1-INH is usually accompanied by 
decreased C1q as well as C4 and C2.

In clinical practice, evaluation of complement levels and ge-
netic variants may be useful in a variety of circumstances. Initial 
consideration of complement deficiency may be appropriate in 
patients presenting with autoimmune conditions or repetitive 
pyogenic infections in the setting of a normal white blood cell 
(WBC) count and normal quantitative immunoglobulin levels 
(see Table 40.3). The complement profile can also be helpful in 
differential diagnoses of SLE and its look-alikes (see Table 40.4). 
Monitoring complement levels is frequently used to follow dis-
ease activity and response to therapy in a variety of conditions. 
In addition, identification and characterization of genetic vari-
ants helps to predict the risk of recurrence of a disease.

Role of Complement in Specific Immunological Diseases
Complement activation is involved in the pathogenesis of many 
immunological diseases. A general concept emerging from 
current research in this area is that most of the pathogenic ef-
fects of complement depend on the generation of C5a and the 
MAC. Further, it is becoming recognized that regardless of the 

CLINICAL PEARLS
Complement Tests for Diagnosis and Monitoring 
of Systemic Lupus Erythematosus

A low C4 and C3 assist in the diagnosis of systemic lupus erythemato-
sus (SLE).

Decreased C3 and C4 are associated with increased severity of disease, 
and especially with lupus nephritis.

On serial observations, decreasing C3 and C4 levels predict and help to 
establish an SLE flare-up.

Note: Decreases in C4 may precede decreases in C3.
Remission after treatment of lupus often shows return toward normal 

levels of C4, followed by increases in C3.
Note: Patients with SLE who have partial C4 deficiency may have per-

sistently low C4 levels.
Complete absence of CH50 implies the existence of a hereditary defi-

ciency of one of the classical complement pathway components, usu-
ally C1q, C4, or C2. 

initial activation mechanism, AP amplification is often needed 
to produce sufficient quantities of these mediators to cause dis-
ease. Finally, systems biology approaches increasingly reveal 
that members of the complement cascade interact with other 
inflammatory mediators, resulting in diseases that are a product 
of complex gene–environment interactions, such as asthma and 
Alzheimer disease.

Systemic Lupus Erythematosus (Chapter 52)

Complement plays a dual role in SLE.48,49,57,58 There is a strong 
association of genetic deficiencies of C1q, C1r, C1s, C4, C2, 
and, to a lesser degree, C3 with SLE, indicating a protective role. 
Three main complement-dependent mechanisms have been 
proposed: (1) complement-dependent clearance of immune 
complexes; (2) modulating the adaptive immune system, partic-
ularly through the development and maintenance of self-tolerance 
in B lymphocytes; and (3) a requirement for complement in the 
clearance of apoptotic cells and potential autoantigens released 
from damaged cells. The pathogenesis of SLE results, in large 
part, from an inflammatory response to immune complexes 
formed by autoantibodies (e.g., Ab to double-stranded DNA 
[anti-dsDNA]) binding to antigens from dead and dying cells. 
However, complement activation is believed to play a pathogen-
ic role in tissue damage induced by autoantibodies in SLE. There 
is evidence for complement activation in skin and renal lesions 
of patients with SLE, as well as in autoantibody-mediated hemo-
lytic anemia and thrombocytopenia.

Antiphospholipid Syndrome (Chapter 61)
Antiphospholipid syndrome is characterized by antiphospho-
lipid Ab, recurrent fetal loss, vascular thrombosis, and thrombo-
cytopenia. Antiphospholipid Abs are found in 50% of patients 
with SLE, and thrombotic events occur in about 50% of them. 
Antiphospholipid Abs identified in patients without SLE have 
similar clinical consequences. Disease pathogenesis has been at-
tributed to the procoagulant effects of antiphospholipid Abs. A 
mouse model of antiphospholipid Ab syndrome has been used 
to demonstrate that injection of pregnant mice with human IgG 
antiphospholipid Ab results in fetal loss and wasting. In this 
model, complement is required for pathogenesis, and treatment 
with complement inhibitors is protective. Studies in the mouse 
model are consistent with initial complement activation by  
antiphospholipid Ab bound to the decidua, followed by C5a 
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generation and recruitment of neutrophils. The AP as well as 
the CP was required for pathology. Interestingly, C3 deposi-
tion in the decidua was decreased if neutrophils were depleted, 
suggesting an amplification pathway mediated either by tissue 
damage or by neutrophil release of complement components.

Rheumatoid Arthritis (Chapter 53)
Patients with RA generally have normal or elevated comple-
ment values systemically.58,59 There is, however, evidence for 
local complement activation in joint fluid, in synovia, and in 
rheumatoid nodules. In addition to being elevated in the joints 
of patients with RA, complement activation products are also 
found in patients with osteoarthritis, SLE, Reiter syndrome, and 
gout. Concentrations of C3a and C5a in joint fluid are higher 
in RA than in other types of arthritis. An important role for 
complement activation in the pathogenesis of RA is suggested 
by studies in two animal models—collagen-induced arthritis 
and the K/BxN-derived Ab transfer model. In the first model, 
inflammatory joint disease was ameliorated by treatment with 
an Ab to C5 that blocks its cleavage, preventing generation of 
C5a and the MAC. In the second model, disease was prevented 
by genetic deficiency of factor B, but not C4, indicating an es-
sential involvement of the AP.

Vasculitis (Chapters 59 and 60)
Human vasculitides encompass a spectrum of disease mecha-
nisms and clinical manifestations. Some, such as giant-cell 
arteritis and the antineutrophil cytoplasmic Ab (ANCA)–as-
sociated vasculitides, granulomatosis with microscopic poly-
angiitis, and eosinophilic granulomatosis with polyangiitis, 
are not usually associated with local complement deposition 
or evidence of systemic complement depletion. Despite that, 
a “self-fueling inflammatory amplification loop,” as a result of 
the generation of C5a by activated neutrophils and neutrophil 
priming by C5a, appears to be able to drive necrotizing vascu-
lar injury. Additionally, in vasculitides associated with circu-
lating immune complexes, C3b, MAC, and/or AP components 
are deposited in lesions, and complement profiles consistent 
with CP and/or AP activation are found (see Table 40.4).

Immunological Renal Diseases (Chapter 68)
Complement activation is evident in most types of glomeru-
lonephritis, with the site and pathway of activation dependent 
on the location of immune complex or autoantibody deposi-
tion. AP activation has been identified in IgA nephropathy, 
poststreptococcal glomerulonephritis, and C3 glomerulopa-
thy (C3G). More recent results have implicated activation of 
the LP in IgA nephropathy. Glomerular deposition of MBL has 
been associated with greater histological damage and higher 
proteinuria.

C3 glomerulopathy is a chronic progressive form of glo-
merulonephritis characterized by complement dysregulation, 
which results in prominent C3 deposition in kidney biopsies on 
immunofluorescence. C3 glomerulopathy has been historically 
called MPGN and was divided into three histological groups, 
designated type I, II, and III based on electron microscopy find-
ings. Given that the historical classification of MPGN did not 
help delineate disease pathogenesis and as MPGN was increas-
ingly being viewed as immunoglobulin-mediated (associated 
with CP activation) and non–immunoglobulin-mediated (as-
sociated with AP activation), the term C3 glomerulopathy was 
introduced in 2010. C3 glomerulopathy is used to describe those 

cases of glomerular involvement secondary to the AP activation, 
with an emphasis on immunofluorescence microscopy findings. 
The two major subgroups of C3 glomerulopathy are dense de-
posit disease (DDD) and C3 glomerulonephritis (C3GN) based 
on the location of the deposits on electron microscopy. DDD 
was previously classified as MPGN type II.

In glomerulonephritis secondary to immune complex dis-
ease (immunoglobulin-mediated, such as SLE and forms of 
MPGN), complement activation is primarily by the CP, and C4 
is detected along with C3 and IgG in glomerular deposits. Com-
plement activation contributes to renal disease by attracting 
and activating inflammatory cells through the anaphylatoxin 
C5a and by direct damage to cells through the MAC. Pathology 
caused by inflammatory cell infiltration is predominant when 
subendothelial immune complex deposition and complement 
activation occur.

In contrast, in non–immunoglobulin-mediated glomeru-
lonephritis (current C3G), defects in the tightly regulated AP 
are believed to result in excessive activity of the C3 convertase. 
This can occur either in the presence of the C3 nephritic factor 
(C3Nef), which is a stabilizing autoantibody, or in the setting 
of deficient functional FH activity, either through mutations 
or acquired defects. C3NeF is a pathogenic autoantibody that 
binds to the AP C3 convertase (C3bBb), preventing its decay 
and regulation by FH and FI. Absence of functional FH results 
in unregulated C3 convertase activity, resulting in uncontrolled 
glomerular inflammation and renal disease. Understandably, 
such reclassification has helped target treatment, for example, 
by using plasma infusion or exchange and even the anti-C5 
mAb eculizumab in certain cases.

Asthma (Chapters 43)
Asthma is a chronic inflammatory disease of the lung, in which 
Th2 responses to environmental allergens frequently play a 
critical role. The development of mice deficient in receptors for 
C3a and C5a has led to a new understanding of the roles of 

TABLE 40.4 Complement Test 
Interpretation

Pathway CH50 C4 C3 Related Diseases

CP ↓ ↓ ↓ SLE, serum sickness, 
vasculitis, subacute 
bacterial endocarditis, 
MPGN (type I)

AP ↓ N ↓ Poststreptococcal 
glomerulonephritis, 
MPGN (type II)

Fluid-phase activa-
tion of the CP

↓ ↓ N C4NeF, HAE,  
cryoglobulinemia

Fluid-phase activa-
tion of the AP

↓ N ↓ FH or FI deficiency, 
C3NeF, MPGN (type II)

Acute-phase 
response

↑ ↑ ↑ Acute and chronic  
inflammation

Decreased CH50 
(sample collec-
tion problems)

↓ N N Cryoglobulins, cold 
activation, sample mis-
handling; coagulation-
associated activation

Decreased CH50 
(biosynthetic)

↓ N ↓ Severe liver disease; 
decreased C3, C6, C9

AP, Alternative pathway; CP, classical pathway; HAE, hereditary angioedema; 
MPGN, membranoproliferative glomerulonephritis; N, normal; NeF, nephritic factor, 
SLE, systemic lupus erythematosus.
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the complement anaphylatoxins in asthma. Several studies have 
demonstrated a correlation between C3a and C5a release in 
asthmatic lungs and the influx of eosinophils and neutrophils. 
C3-deficient and C3aR-deficient mice were protected from  
development of acute bronchoconstriction, airway inflam-
mation, and airway hyper-responsiveness. C5a inhibition had 
similar effects on the response to challenge in an established 
allergic environment. However, in contradiction to these find-
ings, C5 deficiency was genetically linked to susceptibility to 
experimental allergic asthma. Further studies found that C5a 
signaling (most likely through the C5aR on pulmonary DCs) 
during initial pulmonary exposure to allergen decreased Th2 
cytokine and IgE production, thereby preventing the initiation 
of the allergic response. Thus, it appears that both the C3a–
C3aR and C5a-C5aR axes contribute to asthma pathogenesis. 
However, how disruption of their homeostatic roles on differ-
ent immune cells versus the bronchial epithelium contributes to 
asthma pathogenesis remains to be understood.

Neurological Disease
Proteins from the complement system are normally found in 
the central nervous system (CNS) and the peripheral nervous 
systems. Low levels of hemolytic complement (0.25% of serum 
levels) can be measured in the cerebrospinal fluid if care is taken 
to stabilize it with gelatin during storage. Levels of anaphyla-
toxins are increased in the CNS when the blood–brain barrier 
is impaired. Complement proteins and regulatory proteins are 
synthesized by glial cells and astrocytes, and their synthesis is 
enhanced by inflammatory cytokines, such as IL-6. There is 
evidence both from human multiple sclerosis (MS) (Chapter 
65) and the animal model, experimental allergic encephalitis
(EAE), that complement activation with the generation of the 
MAC contributes to the demyelination in these diseases. Gener-
ation of the MAC can lead to oligodendrocyte death, generation 
of inflammatory mediators, or a repair process in which my-
elin synthesis is decreased. Complement activation on myelin 
and oligodendrocytes is initiated by antimyelin Ab or directly 
by myelin through the CP. There is evidence of MAC formation 
in the cerebrospinal fluid of patients with MS, and complement 
depletion, inhibition, and genetic deficiency are protective in rat 
and mouse models of EAE.

In any disease in which the host synthesizes an autoantibody, 
it may bind to its target antigen and fix complement. In turn, the 
complement system could then contribute to tissue injury and 
thereby disease pathogenesis and thus be a therapeutic target. 
Neuromyelitis optica (NMO) and myasthenia gravis (MG) are 
two such examples in which the target antigen is known, auto-
antibodies are made, and complement activation occurs at the 
disease site. Moreover, in both diseases a mAb to C5 has been 
approved for treatment by the FDA.

There is also evidence of complement activation in degen-
erative neurological conditions such as Alzheimer disease. In 
Alzheimer disease, neurofibrillary tangles and senile plaques 
composed of β-amyloid and other proteins develop, resulting 
in neuronal loss and dementia with progressive loss of cognitive 
function. Complement activation products C1q, C4, C3, and 
MAC components, as well as clusterin (ApoJ) and vitronectin 
(S40), are found deposited in areas of β-amyloid, suggesting 
CP activation. Peptides derived from β-amyloid were shown 
to activate C1 directly by binding to the collagen-like domain. 
SAP, a component of all types of amyloid, including β-amyloid, 
activates the CP as well. There are limited data on the role of 

complement in the pathogenesis of Alzheimer disease, with 
some studies reporting enhanced disease following comple-
ment inhibition and another finding decreased inflammatory 
changes and neuronal degeneration in C1q deficiency. Finally, 
excessive complement activity, notably C4, has been implicated 
in the development of schizophrenia and has been associated 
with reduced numbers of synapses. This suggests that the role 
of complement proteins in neuropsychiatric illness extends be-
yond inflammation-mediated tissue damage.60,61

Ischemia/Reperfusion Injury
I/R injury refers to injury induced by inflammatory mediators, 
such as reactive oxygen intermediates produced by activated 
neutrophils, following the reperfusion of hypoxic tissue. Dif-
ferent pathways of complement activation may be important in 
different sites of injury, probably because of differences in ex-
pression of complement regulatory proteins and the nature of 
the tissue damage and the antigens exposed to the innate im-
mune system. The primary complement mediators of tissue 
injury are C5a and the MAC acting locally and, in some cases, 
C5a acting systemically. In experimental renal I/R injury and in 
human tubular necrosis, the AP appears to be directly activated 
and neither Ab nor the CP is required. However, in intestinal I/R 
injury, the CP as well as the AP are required, and a natural IgM 
Ab to a newly exposed antigen on damaged endothelium initi-
ates complement activation. In coronary artery ligation/reperfu-
sion models, innate recognition of epitopes of ischemic tissue by 
MBL and CRP leads to lectin and CP activation, respectively.

ON THE HORIZON

Functional analysis of polymorphisms and rare variants in complement 
proteins identified in genome-wide association studies (GWAS) and 
by next-generation sequencing of inflammatory and autoimmune dis-
eases will be functionally characterized to provide insight into patho-
genesis and treatment.

Genetic sequencing of entire complement activation pathways and their  
regulators and receptors in patients with inflammatory and auto-
immune diseases will reveal novel pathogenic mechanisms and  
approaches to diagnosis and therapy.

RNA sequence analysis will identify “up and down” regulation of com-
plement proteins in human disease.

Structural analysis of complement protein complexes will lead to tar-
geted small molecules to inhibit or enhance complement activation.

Therapeutic trials of existing agents and those in development will dra-
matically refine therapy of complement-mediated diseases.

Proteome studies in patients with infectious, inflammatory, and auto-
immune diseases will reveal patterns of complement activation and 
biomarkers for diagnosis, disease activity, and monitoring responses 
to therapy. 

Future Directions in Complement Research

COMPLEMENT-BASED THERAPEUTICS
The multiple roles of complement in inflammatory and autoim-
mune diseases make it an attractive target for therapeutic inter-
vention. Recombinant complement inhibitors, inhibitory mAb, 
and peptide-based receptor inhibitors have been developed 
to block the detrimental effects of the complement activation 
fragments.61 As described above, products of the complement  
cascade have many beneficial effects in host defense and the adap-
tive immune response. The detrimental effects of  complement 
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activation are commonly associated with C5a and the MAC. 
Thus, targeting either the generation of C5a or its association 
with C5aR might be expected to control inflammation while 
maintaining other important functions, such as opsonization. 
An anti-C5 mAb that prevents C5 cleavage (eculizumab) has 
been approved for human use in the treatment of PNH,61 atypical 
HUS, NMO, and MG. Other drugs targeting the C5 pathway, as 
well as mAb directed to components of the AP (e.g., factor B, fac-
tor D), are under investigation for C3G and AMD. Peptides and 
mAb directed at the C5aR, as well as upstream of C3 convertase 
production, have shown promise in a number of inflammatory 
models in animals and are being evaluated for the treatment of 
sepsis, reperfusion injury, asthma, and IgA nephropathy. Other 
approaches that are being developed will target complement 
regulatory proteins to specific cell or tissue targets. As the im-
portance of this system is clarified in a variety of inflammatory 
diseases, it is likely that further research will establish new com-
plement-based therapeutic agents for additional applications.
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There is much to celebrate when considering the quest to end 
the human immunodeficiency virus (HIV)/acquired immu-
nodeficiency syndrome (AIDS) epidemic worldwide. World 
Health Organization (WHO) initiatives, including the scale-up 
of HIV testing, early initiation of treatment, more efficacious 
antiretroviral (ARV) medications, and improvements in dis-
ease monitoring, have resulted in people infected with HIV 
now living longer and healthier lives with fewer AIDS-related 
deaths. The number of new infections has also declined due 
in part to multipronged HIV prevention strategies including  
pre-exposure prophylaxis (PrEP), improvements in interven-
tions to prevent mother-to-child transmission (PMTCT), and 
early infant diagnosis and treatment.

According to the Joint United Nations Programme on HIV/
AIDS (UNAIDS), at the end of 2018, an estimated 37.9 million 
people worldwide were living with HIV or AIDS (Fig. 41.1).1 
The annual number of deaths from AIDS-related illness globally 
has fallen from a peak of 1.7 million in 2004 to 770,000 deaths 
in 2018. Also encouraging is the decline in new infections. Since 
peaking at 2.9 million infections in 1997, year by year the num-
ber of new HIV infections has continued to decline, down to 1.7 
million new infections in 2018.

KEY CONCEPTS
Trends in HIV Infection

• Global rates of HIV infection have shown a slow but steady decline,
but there is great heterogeneity in disease incidence among countries 
and regions.

• Despite progress made in adoption and implementation of HIV poli-
cies, certain populations are lagging behind in the global response,
including infants, girls, and women, and members of key populations
such as men who have sex with men (MSM), transgender individuals, 
those who inject drugs, and sex workers.

• The age demographic most affected in the developing world—that
is, those aged 25–44 years—includes men and women who are eco-
nomically productive and women of childbearing potential.

• Worldwide, most infections are acquired through heterosexual contact.
• In the United States, African Americans and MSM are disproportion-

ately infected.
• The numbers of infections transmitted from mother to child are

declining as access to prophylactic medications to prevent infection
improves. 

Despite these encouraging improvements in global statis-
tics, however, there is great heterogeneity in the progress made 
among individual countries and regions and among specific 
demographic groups. For example, although new HIV infec-
tions are declining in most countries, particularly those in sub-
Saharan Africa that had been most affected by HIV, there has 
been an increase in the annual number of new infections in 
other regions of the world such as Eastern Europe, central Asia, 
the Middle East, and North Africa.

Certain populations are also lagging behind in the HIV 
response. For example, early infant diagnosis and access to anti-
retroviral therapy (ART) for children has fallen short of interna-
tional goals, with only 58.8% of infants born to women living with 
HIV being tested in a timely manner and only 54.2% of children 
age 0 to 14 receiving ARV treatment. Girls account for 75% of 
new infections among adolescents. Additionally, members of spe-
cific demographic groups referred to as key populations remain at 
extremely high risk for acquiring HIV. Key populations and their 
sexual partners represent more than half of new infections. For 
example, gay men and other men who have sex with men (MSM), 
people who inject drugs, and sex workers are each more than 20 
times more likely to acquire HIV compared to the general popu-
lation. Transgender people are 12 times more likely.1

US PERSPECTIVE
The United States Centers for Disease Control and Prevention 
(CDC) estimate that approximately 1.2 million adults and ado-
lescents older than age 13 were living with HIV in the US at 
the end of 2018, including 161,800 (13.8%) whose infection was 
undiagnosed. Despite ongoing prevention efforts designed to 
reduce the number of new cases of HIV infection, the number 
of new infections annually in the United States has remained 
stable, with an estimated 36,400 new infections in 2018.

Within the United States, there is great variability in both 
the geographical and demographic distribution of the disease, 
with more people living with HIV residing in states in the 
south and northeast. Certain segments of the population are 
disproportionately affected, specifically MSM and ethnic and 
racial minorities, including African Americans and Hispanic  
Americans (Fig. 41.2).2

In the United States and other developed countries, the 
number of children newly infected with HIV has decreased dra-
matically as a consequence of successful interventions against 
perinatal mother-to-child transmission. Among children born 
during 2017, 39 children were diagnosed with perinatally 
acquired HIV. At the same time, new pediatric AIDS cases and 
AIDS deaths also have plummeted, in large part as a result of 
powerful combinations of ARV drugs.2

Similar encouraging statistics exist for children and adoles-
cents with HIV infection. Of the 37.9 million people living with 
HIV worldwide, 2.8 million are children and adolescents age 0 
to 19. There were 360,000 new infections in 2018 with 160,000 
infections occurring in children age 0 to 9 and 190,000 in ado-
lescents age 10 to 19. AIDS-related deaths occurred in 120,000 
children and adolescents.1
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FIG. 41.1 Adults and Children Estimated to be Living with HIV in 2016: by World Health Organization (WHO) Region, 2016. HIV, 
 Human immunodeficiency virus. (Also available at https://www.who.int/images/default-source/maps/hiv_all_2016.png?sfvrsn=792e6588_0.)
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FIG. 41.2 New Diagnoses in the United States and Dependent Areas for the Most Affected Subpopulations, 2018. (https://
www.cdc.gov/hiv/statistics/overview/ataglance.html.)  
aBlack refers to people having origins in any of the Black racial groups of Africa. African American is a term often used for people of 
African descent with ancestry in North America.  
bHispanic/Latino people can be of any race.
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HIV IMMUNOPATHOGENESIS

HIV Life Cycle
HIV is a lentivirus that preferentially targets CD4 T cells by 
binding the viral glycoprotein (gp) 120 glycoproteins to two cell 

surface proteins, the CD4 receptor and either the CCR5 or the 
CXCR4 chemokine receptor (Fig. 41.3).

Other cell targets for HIV are monocytes and dendritic 
cells, which can be infected even though they present with  
significantly less expression of these receptors than CD4 T cells.  

1 Binding (also called attachment):
HIV binds (attaches itself) to receptors
on the surface of a CD4 cell.

CCR5 antagonist

2 Fusion: The HIV envelope and the CD4 cell membrane
fuse (join together), which allows HIV to enter the CD4 cell.

Fusion inhibitors

3 Reverse transcription: Inside the CD4 cell, HIV releases and uses
reverse transcriptase (an HIV enzyme) to convert its genetic material–
HIV RNA– into HIV DNA. The conversion of HIV RNA to HIV DNA allows
HIV to enter the CD4 cell nucleus and combine with the cell’s genetic
material– cell DNA.

Non-nucleotide reverse transcriptase inhibitors (NNRTIs)
Nucleotide reverse transcriptase inhibitors (NRTIs)

5 Replication: Once integrated into the CD4 cell DNA, HIV
begins to use the machinery of the CD4 cell to make long
chains of HIV proteins. The protein chains are the building
blocks for more HIV.

6 Assembly: New HIV proteins and HIV RNA
move to the surface of the cell and assemble
into immature (noninfectious) HIV.

7 Budding: Newly formed immature (noninfectious)
HIV pushes itself out of the host CD4 cell. The new
HIV releases protease (an HIV enzyme). Protease
acts to break up the long protein chains that form the
immature virus. The smaller HIV proteins combine to
form mature (infectious) HIV.

Protease inhibitors (PIs)

4 Integration: Inside the CD4
cell nucleus, HIV releases
integrase (an HIV enzyme).
HIV uses integrase to insert
(integrate) its viral DNA into
the DNA of the CD4 cell.

Integrase inhibitors

The HIV Life Cycle
HIV medicines in six drug classes stop HIV at different stages in the HIV life cycle

CD4 cell DNA

HIV
DNA

HIV DNA

HIV RNA
Reverse transcriptase

CD4 receptors

CD4 cell membrane

Protease

Integrase

Membrane of CD4
cell nucleus

FIG. 41.3 The Human Immunodeficiency Virus (HIV) Life Cycle and Stage Susceptibility to Antiretroviral Therapy. (From https://
www.info.nih.gov/education-materials/fact-sheets/19/73/the-hiv-life-cycle.)

https://www.info.nih.gov/education-materials/fact-sheets/19/73/the-hiv-life-cycle
https://www.info.nih.gov/education-materials/fact-sheets/19/73/the-hiv-life-cycle
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found within 21 days of infection. Activation and destruction 
of CD4 T cells lead to massive depletion of CD4 T cells, and an 
increase of serum inflammatory cytokines, which might explain 
the flu-like syndrome that patients experience during acute HIV 
infection.4 Simultaneously, HIV reservoirs get established with 
viral infection and integration of viral DNA in resting cells. Stud-
ies in people with chronic HIV with different degrees of viremia 
suggest that the presence of HIV-specific cytotoxic T cells in the 
gastrointestinal mucosa is the immune parameter most associ-
ated with preservation of mucosal HIV-specific CD4 T cells and 
viremia control. Mucosal Th17 cells are particularly susceptible 
to HIV infection and their depletion is associated with reduced 
secretion of interleukin (IL)-21, interleukin-11 (IL-11) an inter-
leukin needed for the integrity of the mucosal barrier.5 Natural 
killer (NK) cells, γδ T cells, and innate lymphoid cells in the 
mucosa are activated, contributing to persistent inflammation.  
In chronic HIV infection, these cells are eventually depleted from 
tissues.6

Chronic Immune Activation
Progressive T-cell depletion in HIV infection is induced in part 
by a state of chronic immune activation, which also contributes to 
noninfectious inflammatory complications such as cardiovascular 
disease.4,7 In individuals with HIV, immune activation is caused 
by increased microbial translocation in the gut, direct Toll-like 
receptor (TLR) stimulation by HIV, and coinfection with other 
pathogens, resulting in high serum and tissue levels of inflamma-
tory cytokines, such as IL-6. Lipopolysaccharide levels are also 
increased in peripheral blood, which in turn can activate the coag-
ulation cascade and promote thrombosis. Low or normal levels 
of regulatory T cells are observed in long-term non-progressors 
(LTNPs), suggesting that these cells play a role in anti-HIV immu-
nity, most specifically in modulating CD8 T-cell immunity. It has 
also been suggested that regulatory T cells may play a beneficial 
role by reducing chronic immune activation.8

HIV Latency and HIV Reservoirs
The most difficult challenge in the efforts to achieving cure of 
HIV infection is the presence of HIV reservoirs, defined as 
resting or nonreplicating cells infected with HIV.9,10 Anti-HIV 

After the virus is attached to the cell, the viral membrane 
fuses with the cell membrane and viral RNA enters the cyto-
plasm. It is transcribed by the viral reverse transcriptase (RT) 
into double-stranded DNA, which is translocated to the cell 
nucleus and is subsequently integrated into the cell genome as 
a provirus, mediated by virus integrase enzyme. Viral proteins 
Tat and Nef, in addition to intrinsic T-cell activation factors, 
induce active transcription and expression of viral RNA and 
proteins to produce new virus particles that exit the host cell 
to infect other target cells. CD4-independent viral entry has 
been demonstrated in B cells, astrocytes, and kidney epithelial 
cells; however, efficient viral replication is not likely to occur in 
these cells.

HIV Infection Through Mucosa
The mucosa of the gastrointestinal tract and the genital tract are 
the most significant ports of entry of HIV,3 with viral infections 
occurring through the anorectal mucosa more efficiently than 
through the female genital tract, most likely due to anatomical 
differences in these tissues. The mucosa in the cervix and vagina 
has a multilayered epidermis and is covered with thick mucosa. 
In contrast, the anorectal mucosa has a monolayer of cylindrical 
epithelial cells. The diversity of HIV virion mutations within an 
individual shortly after anorectal infection is larger in number 
than after vaginal infection, supporting the protective role of the 
mucus and the multilayered epithelia of the female lower genital 
tract. HIV infection might be favored with mucosal damage due 
to trauma or due to inflammation secondary to other sexually 
transmitted diseases (Fig. 41.4).

Cells of the innate and adaptive immune system are found in 
mucosal tissues developing immune responses, immune toler-
ance, and/or inflammation when in contact with microbes or 
foreign substances. Anti-HIV–specific CD4 T cells and CD8 T 
cells are found in the cervical and vaginal mucosa of women 
with chronic HIV infection, although simultaneous significant 
viral shedding suggests that the presence of these T cells is not 
sufficient to control the spread of the virus.

The gastrointestinal tract contains the largest amount of lym-
phoid tissue in the body. HIV replication can be detected in the 
germinal centers of lymph nodes within a week, and viremia is 

CD4 T CELLS
CD4 T CELLS

VAGINAL EPITHELIUM (MULTILAYER) ANORECTAL EPITHELIUM (MONOLAYER)

HIV

FIG. 41.4 Anorectal and Vaginal Epithelium Are Ports of Human Immunodeficiency Virus (HIV) Entry.
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drugs are able to efficiently suppress HIV replication; however, 
when these drugs are stopped, activation of resting cells results 
in production of new virus.11 Most proviral DNA is detected 
in memory CD4 T cells in lymphoid tissues and in peripheral 
blood. Infected T cells producing very low levels of viral RNA 
and proteins are most likely to avoid immunosurveillance.  
Molecular mechanisms resulting in reduced or near absent 
HIV transcription include the balance of negative and posi-
tive transcription factors, transcription interference, and DNA 
methylation or other epigenetic modifications. T-cell activa-
tion leads to HIV replication by changing the dynamics of 
transcription factors, such as Nuclear Factor Kappa B (NFκB), 
promoting gene expression, including expression of HIV 
genes. HIV reservoirs are established during the acute phase 
of the infection: thus the recommendation of early intensive 
treatment to reduce the population of latently infected CD4 
T cells.9 The reservoir increases in size with persistent HIV 
replication; and even though viremia decreases after success-
ful antiretroviral treatment, HIV genetic diversity studies sug-
gest that the number of T cells harboring proviruses remains 
large.12 Based on the natural decay of HIV infected, resting T 
cells, which have a half-life of 44 months, it is estimated that 
it would take a lifetime to eliminate the HIV reservoir in a 
patient receiving an optimal ARV regimen.13 Nonreplicat-
ing monocytes, astrocytes, and glial cells are other latently 
infected cells that form part of the HIV reservoir.

ANTI-HIV IMMUNITY
Immunity against HIV depends mostly on specific cytotoxic CD8 
T cells, which recognize infected cells by their expression of viral 
proteins in the context of human leukocyte anti gen (HLA) class I 
molecules (Fig. 41.5). This interaction results in CD8 T-cell acti-
vation with release of cytokines, enzymes, and cytotoxic granules, 
leading to death of the infected cell.4,14 These antiviral cells are most 
efficient when certain combinations of HLA and virus strain occur 
in the host, such as the presence of cells bearing the HLA-B27 allele 
and infected with a clade B viral strain.

However, HIV infection almost always results in global T-cell 
destruction and exhaustion, unless ARV therapy is administered. 
HIV reservoirs remain practically ignored by CD8 T cells, in part 
due to the low level of viral protein expression, and pharmaco-
logical agents are being investigated to activate quiescent cells with 
integrated proviral DNA.10 Of note, the presence of anti-HIV CD8 
T cells decreases after the start of ARV therapy, presumably due to 
the reduced viremia and the low viral protein expression of HIV-
infected resting cells. In addition, viral escape mutants not rec-
ognized by CD8 T cells become predominant in individuals with 
chronic HIV infection.

Characterization of the anti-HIV antibody response is of pri-
ority to optimize the design of vaccines and monoclonal anti-
bodies for active and passive immunization, respectively. These 
vaccines are aimed to induce an immune response that reduces 
or prevents HIV infection at the mucosa by interfering with cell 
infection, as well as helping to reduce viral load at infected tis-
sues. Non-human primate models of HIV infection have proven 
that this protective effect of anti-HIV antibodies can be achieved; 
however, it has yet to be demonstrated in humans.15 Antibody 
responses are initially directed against the gp41 portion of the 
Env protein, and over time develop against other HIV proteins. 
Several studies in individuals with HIV have identified antibod-
ies that target epitopes common to several HIV strains, known 
as broadly neutralizing antibodies (Fig. 41.6).16

Similarly important antibody functions are mediating anti-
body-dependent cytotoxicity and enhancing phagocytosis. 
These responses and subsequent anti-HIV antibodies might 

ANTI-HIV
CD8 T CELL

LIMITED VIRAL ESCAPE VARIANTS

FAVORABLE HLA ALLELES
HARBORING VIRAL
PEPTIDES

ACTIVATION OF LATENTLY
INFECTED CELLS

ABSENT-CELL EXHAUSTION

KILLING OF HIV
INFECTED CELLS

RELEASE OF PRO-
INFLAMMATORY
CYTOKINES

FIG. 41.5 Anti-Human Immunodeficiency Virus CTL Function (Factors Affecting CD8 T-Cell Activity). CTL, Cytotoxic T lymphocyte;  
HIV, human leukocyte antigen.

KEY CONCEPTS
HIV Reservoirs

• HIV reservoirs are groups of cells that are infected by the virus, and
remain inactive for a period of months or years. When these cells are
activated, viral replication occurs.

• HIV reservoirs have been difficult to target due to reduced or absent
viral expression.

• HIV reservoirs are established during the early stages of infection.
• The size of HIV reservoirs is proportional to the degree of HIV viremia.
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have reduced efficacy because of the rapid production of escape 
mutants, with subsequent generation of new antibody speci-
ficities. This is the most compelling argument explaining why  
antibody-based approaches are not likely to influence chronic 
infections. Clinical trials to test the protection against HIV 
infection conferred by a cocktail of broadly neutralizing anti-
bodies are currently under way.

INNATE IMMUNITY IN HIV INFECTION
Innate immunity mechanisms are active in HIV infection with 
a significant role in controlling HIV viremia and optimizing the 
adaptive anti-HIV immunity. Pattern recognition receptors, such 
as TLR and retinoic acid-inducible gene I (RIG-I)-like receptors, 
recognize viral proteins and nucleic acids leading to the activa-
tion of immune cells, most significantly induced by type I and 
type II interferon pathways, through interferon regulatory factor 
(IRF)3 and IRF7 (Fig. 41.7).17

One of these proteins is interferon-inducible protein 6 (IFI6), 
which binds HIV DNA after reverse transcription, activating 
the inflammasome and inducing cell death. Cyclic GMP-AMP 
synthase (cGAS) is another DNA-binding protein that signals 
activation of innate immunity cells.

 recruiting  lymphocytes to the infection site. TLR7, TLR8, and 
RIG-I are intracellular proteins that recognize HIV RNA and 
activate antiviral mechanisms. TLR8 activates the NLRP3 inflam-
masome and the release of IL-1β. Anti-HIV proteins that are 
expressed after activation of pattern recognition receptors include 
apolipoprotein B mRNA-editing enzyme catalytic subunit-like 
3G (APOBEC3G), tripartite motif (TRIM) 5a, sterile alpha motif 
and histidine aspartate domain containing protein 1 (SAMHD1), 
tetherin, schlafen 11 (SLF11), interferon-inducible transmembrane 
protein (IFITM), and myxovirus-resistance protein 2 (MX2). These 
proteins are also called restriction factors and are the first line of 
defense against HIV, with inhibitory molecular mechanisms rang-
ing from uncoating, to inhibition of reverse transcription, to inter-
fering with viral release. Cells of the innate immune system, such 
as monocytes, macrophages, and NK cells, are activated as a result 
of cytokine release. These cytokines mediate the complex interplay 
of the innate immunity with the adaptive immunity, increasing 
viral peptide expression for immune surveillance recognition, and 
favoring Th1 polarization of CD4 T cells, among other responses.18

CLINICAL FEATURES
If HIV infection is left untreated, its natural history involves 
the progression through three clinical phases: acute retroviral 
syndrome, chronic or latent infection, and finally AIDS. Each 
clinical phase correlates with specific events in the interaction 
between HIV and the host immune system. A small percent-
age of patients become long term nonprogessors (LTNP), and 
an even smaller percentage become elite controllers (see Long-
Term Non-Progressors/Elite Controllers).

Acute HIV Infection
Soon after infection, unopposed by effective host immune 
responses, HIV rapidly replicates and disseminates to lymphoid 
tissues (see Immunopathogenesis: Gastrointestinal System). 
During this time, HIV virus cannot be detected in plasma.  
As virus rapidly expands in gut-associated lymphoid tissue and 

STOPS CELL INFECTION AT
MUCOSA

BROADLY NEUTRALIZING ANTIBODIES

FACILITATES ANTIBODY-
MEDIATED CYTOTXICITY AND
PHAGOCYTOSIS

HIV

FIG. 41.6 Broadly Neutralizing Antibodies. HIV, Human im munodeficiency virus.

KEY CONCEPTS
Innate Immunity in HIV Infection

• Anti-HIV innate immunity mechanisms play a significant role in the
control of viremia, and the optimization of antiviral adaptive immunity.

• Innate immunity includes the expression of several antiviral proteins,
some of which have been linked to long-term viremia control.

• NK cells, monocytes, macrophages, and epithelia are innate immu-
nity cells that respond to HIV infection with inducing cell death and
increasing secretion of cytokines, leading to activation of the adaptive 
immune response and inflammation pathways. 

The HIV gp120 protein can activate TLR2 and TLR4 in 
 epithelial cells, triggering local inflammatory responses and 
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then spreads into the systemic circulation, there is a sharp rise 
in plasma viral RNA, reaching as high as 10 million copies per 
milliliter. This high level of viremia causes irreversible destruc-
tion of reservoirs of helper T cells and establishes viral latency, 
the silent integration of HIV-1 DNA into the genomes of rest-
ing T cells. Plasma viremia typically peaks 3 to 4 weeks after 
transmission, and then, as a result of the depletion of suscep-
tible CD4 T cells and HIV-specific immune responses, the virus 
load precipitously declines, followed by more gradual decline 
for several weeks before reaching a set point.

The presentation of the acute retroviral syndrome associated 
with acute HIV infection can be highly variable, ranging from 
asymptomatic to severe illness requiring hospital admission. 
The most commonly described signs and symptoms of acute 
infection are nonspecific and resemble an influenza or mononu-
cleosis-like illness, with associated fever, fatigue, myalgia, rash, 
and headache (Table 41.1).19

HIV

HIV DNA

IFI6, cGAS TLRs

INTERFERON
RESPONSIVE GENES:
APOBEC3G, TRIM5,
SAMDH1

INFLAMMATION,
CELL DEATH

CYTOKINES
IL-1, INFLAMMATION

FIG. 41.7 Activation of Innate Immunity Mechanisms. cGAS, Cyclic GMP-AMP synthase; HIV, human immunodeficiency virus; IFI6, 
interferon-inducible protein 6; IL-1, interleukin-1; NF-kB, nuclear factor kappa B; TLRs, Toll-like receptors. For other abbreviations see text.

CLINICAL PEARLS
Acute Infection Is an Opportunity for Early 
HIV Diagnosis

• Acute HIV infection often causes a nonspecific viral syndrome, often
described as being similar to influenza or infectious mononucleosis.

• Many patients present to a clinician at this stage, but most are not
recognized as HIV infection.

• Irreparable damage to the host immune system occurs during this
stage of HIV infection, resulting in chronic immune activation and the
eventual collapse of the immune system.

• HIV viral latency is established during the acute infection as HIV DNA
integrates with the host genome. Integrated viral genetic material
makes cure of HIV impossible even after prolonged viral suppression
with antiretroviral therapy (ART).

• ART initiated during the acute infection can halt the destruction of the 
body’s memory T cells in the gut-associated lymphoid tissue (GALT)
and lead to better long-term outcomes for the patient.

• Acute and early HIV infection is associated with high viral loads and
increased infectiousness. ART initiated during the acute infection can
lead to suppression of viral replication, lowering the viral load and de-
creasing the risk of onward infection. 

The onset of symptoms typically occurs 2 to 4 weeks after 
transmission, coinciding with the period of high plasma viremia, 
and dissemination of virus and a burst of inflammatory cyto-
kines. As the host develops HIV-specific immunity and the virus 
load decreases, CD4 and CD8 T cells recover, and the symptoms 
of the acute infection resolve. Although up to 90% of patients seek 
medical care for this illness, the nonspecific nature of the symp-
toms makes diagnosis of acute infection difficult. And absent a 
high index of suspicion, most newly infected individuals are not 
diagnosed until much later. Diagnosis of HIV in the acute or early 
phase enables the initiation of ART. Early treatment has many 
potential benefits including decreasing the severity of the acute 
infection, lowering the viral set point, and slowing disease pro-
gression. The public health implications of the acute HIV infection  
are enormous because the risk of transmission from individuals 
with acute infection appears to be much higher than that from 
those with established infection, in part because of the high viral 
load in blood and genital secretions during the acute phase.

Chronic HIV Infection
The acute infection is followed by a prolonged latent period that 
may last 8 to 10 years in adults but is much shorter in children. 
During this time, the HIV viral load fluctuates around a rela-
tively stable set point.20 The viral set point is a major determi-
nant of infectivity and risk of disease progression, with higher 
viral loads being associated with more likely viral transmission, 
more rapid disease progression, and greater risk of death. The 
host immune response is insufficient to eradicate the infection 
but may be enough to contain viral replication for many years. 
Although commonly thought to represent a stalemate between 
viral replication and CD4 T-cell production, this period is actu-
ally characterized by a steady and inexorable decline of CD4 
T cells (50 to 75 cells/μL of peripheral blood per year). As the 
infection progresses, most individuals develop clinical symp-
toms. The ability of the immune system to contain viral replica-
tion is overcome, and the viral load begins to increase. There is 
usually an inflection point in the CD4 T-cell curve marking the 
start of a period of more rapid decline in CD4 T-cell counts. As 
these counts fall, immunodeficiency, symptomatic disease, and 
AIDS eventually occur (Fig. 41.8).
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TABLE 41.1 Clinical Signs and Symptoms of Acute HIV Infection

SEX ROUTE OF TRANSMISSION

Features
Overall 
(n = 375) %

Male 
(n = 355) %

Female 
(n = 23) %

Sexual 
(n = 324) %

Injection Drug  
Use (n = 34) %

Fever 75 74 83 77 50
Fatigue 68 67 78 71 50
Myalgia 49 50 26 52 29
Skin rash 48 48 48 51 21
Headache 45 45 44 47 30
Pharyngitis 40 40 48 43 18
Cervical adenopathy 39 39 39 41 27
Arthralgia 30 30 26 28 26
Night sweats 28 28 22 30 27
Diarrhea 27 27 21 28 23
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FIG. 41.8 Natural Course of Human Immunodeficiency 
Virus. The relationship between CD4 T-cell counts and viral  
loads over the course of infection in the absence of treatment.  
PCR, Polymerase chain reaction; pDNA, plasmid DNA. (From 
Baliga CS, Shearer WT. HIV/AIDS. In: Fireman P, ed. Atlas of  
Allergy. 3rd ed. Philadelphia, PA: Elsevier Science [USA]; 2005: 
351–367.)

End-Stage HIV Infection: AIDS
As the peripheral blood CD4 T-cell count drops to less than  
200 cells/μL, the immune system’s ability to fight infection is 
compromised to the extent that AIDS-defining illnesses begin 
to appear. On the basis of the CD4 T-cell count, prophylaxis for 
opportunistic infections is administered (Table 41.2). Without 
treatment, most patients will succumb to opportunistic infec-
tions within 2 years of developing AIDS.

Long-Term Non-Progressors/Elite Controllers
A minority of individuals with HIV infection are called LTNPs 
because they do not progress to AIDS after a defined period 
in the absence of ARV therapy. A subset of these individuals 
are elite controllers because in addition to non-progression of  

disease, they are able to maintain undetectable viral loads 
throughout infection. Understanding the mechanisms involved 
in their ability to control the infection may be helpful in eluci-
dating factors required for a functional cure of HIV.20

DIAGNOSIS AND MONITORING OF HIV INFECTION

Diagnostic Tests
The diagnosis of HIV infection depends on the detection of 
viral and host biological markers, which appear in a chronology 
that is typically consistent among individuals.21 After infection 
there is an “eclipse period” during which no available diagnostic 
test is capable of detecting HIV. The earliest diagnostic markers, 
HIV RNA and HIV p24, can be measured 9 to 12 days and 14 to 
19 days after infection, respectively (Fig. 41.9). HIV immuno-
globulin is detectable approximately 3 weeks after and persists 
throughout infection. The time between infection and detection 
of HIV immunoglobulin is referred to as the seroconversion 
window period. Serological assays for HIV have historically 
been categorized as first-, second-, third-, and fourth-gener-
ation tests with improvement in assay sensitivity resulting in 
earlier detection of infection with each successive generation. 
More recently, the use of HIV test “generation” nomenclature is 
no longer recommended, and tests are now categorized based 
on the identified marker. First- and second-generation antibody 
tests are now referred to as IgG-sensitive tests, third-generation 
assays as IgM/IgG-sensitive tests, and fourth-generation as anti-
gen-antibody immunoassays.

In 2014, the CDC and the Association of Public Health 
Laboratories (APHL) released an HIV laboratory testing algo-
rithm designed to better detect acute infections and differenti-
ate between HIV-1 and HIV-2.21 This algorithm was updated in 
2018 (Fig. 41.10).22

HIV Immunoassays
The CDC testing algorithm starts with an antigen-antibody 
immunoassay. These tests detect p24 antigen, and anti-HIV-1/
HIV-2 IgM and IgG. A negative result is conclusive and generally 
requires no follow-up testing. The assay will be reactive if either 
p24 or HIV antibodies are present. Further testing is required to 
determine which combination of markers have been detected.

Centers for Disease Control and Prevention: US Public Health Service: Preexposure prophylaxis for the prevention of HIV infection in the United States—2017 Update: a clinical practice 
guideline. https://www.cdc.gov/hiv/pdf/risk/prep/cdc-hiv-prep-guidelines-2017.pdf.
Daar ES, Pilcher CD, Hecht FM. Clinical presentation and diagnosis of primary HIV-1 infection. Curr Opin HIV AIDS. 2008;3(1):10–15

https://www.cdc.gov/hiv/pdf/risk/prep/cdc-hiv-prep-guidelines-2017.pdf
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TABLE 41.2 Opportunistic Infection Prophylaxis and Treatment in Adolescents and Adults

Risk Factor Agent Prophylactic Medication

CD4 cell count <200 cells/μL Pneumocystis jiroveci Trimethoprim–sulfamethoxazole (TMP-SMX) or dapsone plus 
or minus pyrimethamine and leucovorin or aerosolized 
pentamidine or atovaquone

Coccidioidomycosis In endemic areas: fluconazole or itraconazole
CD4 T-cell count <100 cells/μL Toxoplasma gondii TMP-SMX or dapsone plus pyrimethamine plus leucovorin or 

atovaquone plus pyrimethamine plus leucovorin
Histoplasmosis In endemic areas: itraconazole

CD4 T-cell count <50 cells/μL Mycobacterium avium complex (MAC) Macrolide (clarithromycin or azithromycin) or rifabutin
Cryptococcosis In endemic areas: fluconazole or itraconazole

Purified protein derivative (PPD) >5 mm indura-
tion or recent tuberculosis (TB) contact but 
no active TB and no history of treatment for 
active or latent TB

Mycobacterium tuberculosis Isoniazid (INH) + pyridoxine for 9 months. If unlikely to 
complete 9-month course and on highly active antiretroviral 
therapy (HAART): rifabutin plus pyrazinamide for 2 months

Contact with chickenpox or shingles in varicella-
zoster seronegative individuals

Varicella-zoster Varicella-zoster immunoglobulins (VZIGs)

Human immunodeficiency virus (HIV)–infected Streptococcus pneumoniae Pneumovax
Meningococcus—for youth attending 

the military or college and consider 
for unvaccinated adults

Menactra

Negative anti-hepatitis B core antibodies (HBc) 
and previously unimmunized or underimmu-
nized to hepatitis B

Hepatitis B Recombivax-HB or Engerix-B

Negative anti-hepatitis A serology Hepatitis A Havrix

For additional information see the current US guidelines at https://clinicalinfo.hiv.gov.
From Baliga CS, Shearer WT. HIV/AIDS. In: Fireman P, ed. Atlas of Allergy. 3rd ed. Philadelphia, PA: Elsevier Science (USA); 2005:351–367.
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FIG. 41.9 Sequence of appearance of laboratory markers for human immunodeficiency virus type 1 (HIV-1) infection. (From 
Centers for Disease Control and Prevention and Association of Public Health Laboratories. Laboratory Testing for the Diagnosis of HIV 
Infection: Updated Recommendations. 2014. Available from https://doi.org/10.15620/cdc.23447).

http://AIDSinfo.nih.gov
https://doi.org/10.15620/cdc.23447
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To determine whether HIV-1, HIV-2, or both HIV-1 and 
HIV-2 antibodies are present, an HIV-1/HIV-2 differentiation 
assay is performed. Detection of either HIV-1 or HIV-2 anti-
bodies confirms HIV-1 or HIV-2 monoinfection. Detection of 
both HIV-1 and HIV-2 antibodies confirms HIV-1/HIV-2 dual 
infection. If the assay is unable to confirm presence of anti-
bodies to either HIV-1 or HIV-2 then there is a possibility of 
acute HIV infection and sample is then tested for HIV-1 nucleic 
acid. If HIV-1 nucleic acid is not detected, then HIV infection 
is excluded. If HIV-1 nucleic acid is detected, HIV infection in 
the acute stage has been diagnosed. HIV RNA detection plays 
a valuable role in identifying early infection before seroconver-
sion and in confirming reactive screening tests.

HIV Nucleic Acid Amplification Tests
Nucleic acid amplification tests are used to detect HIV RNA 
or DNA in biological samples. HIV RNA polymerase chain 
reaction (PCR) is used to identify the presence of HIV RNA 
using qualitative assays or to quantify the virus load or the 
extracellular viral RNA in plasma and serum. The HIV viral 
load is used to monitor the effectiveness of ART in suppressing 
viral replication. HIV DNA PCR is a qualitative assay used to 
detect HIV viral DNA in peripheral blood mononuclear cells. 
Detecting HIV DNA often from whole blood samples col-
lected on filter paper as dried blood spots (DBS) has allowed 
the early diagnosis of HIV in perinatally exposed infants and 
is still used for this purpose in international settings. HIV 
DNA PCR is not typically available for HIV diagnosis in the 
United States, having been largely replaced by qualitative HIV 
RNA PCR.

Point-of-Care Diagnostic Tests
Point-of-care (POC) HIV diagnostic tests, often described as 
“rapid” tests, are the most commonly used HIV screening tests. 
POC HIV tests are self-contained enzyme immunoassays that 
detect HIV antibodies in whole blood or oral fluid specimens and 
can be used at the POC, able to be performed by non-laboratory 
staff, and yield results within 30 minutes. Because results of rapid 

tests are available quickly, individuals can learn of their results in 
a single encounter. POC tests are slightly less sensitive but are as 
specific as laboratory assays. POC tests, often performed by lay 
counselors, have enabled widespread testing in resource-limited 
settings, such that, in 2017, 75% of people living with HIV knew 
their HIV status.23

Monitoring Tests
Once infection is confirmed, specific laboratory tests are per-
formed at baseline and then periodically to monitor efficacy of 
ART, HIV disease status, and progression, to inform treatment 
decisions, and to identify end-organ toxicity.24 CD4 T-lympho-
cyte (CD4) cell count and HIV RNA (viral load) are the two 
markers of ART responses and HIV disease progression.

CD4 T-Cell Count
The CD4 T-cell count is used to assess immune function, is 
essential for identifying those with severe immunosuppression, 
and is predictive of potential for disease progression and mor-
tality. The CD4 T-cell count determines whether prophylactic 
medications for opportunistic infections are needed. Once a 
patient is on ART, an increasing CD4 T-cell count also helps 
confirm the efficacy of the therapy.24 In children younger than 
5 years of age, CD4 percentage is preferred because it typically 
remains stable in the setting of age-related changes in absolute 
CD4 count in this age group.25

HIV Viral Load
Particularly for patients on ART, plasma HIV RNA (viral load) 
is the most important indicator of response to therapy. Optimal 
viral suppression is generally defined as a viral load persistently 
below the level of detection (<20 to 75 copies/mL, depending 
on the assay used) and is usually achieved within 12 to 24 weeks 
of effective ART.24 Failure to achieve maximal viral suppres-
sion or detectable virus after a period of maximal suppression 
may indicate virological failure attributable to drug resistance 
or nonadherence to ART. Higher HIV viral loads also correlate 
with greater risk for onward infection.

HIV-1/2 antigen/antibody combination immunoassay
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FIG. 41.10 Recommended Laboratory Human Immunodeficiency Virus (HIV)  Testing Algorithm for Serum or Plasma Specimens.  
(From https://www.cdc.gov/hiv/pdf/guidelines testing recommendedlabtestingalgorithm.pdf)

http://stacks.cdc.gov/view/cdc/23447:7
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Drug Resistance: HIV Genotype Versus Phenotype
Viral resistance to ARV agents can be assessed by either HIV 
genotypic or phenotypic assays. Genotypic testing involves 
sequencing of the protease, RT, and integrase regions of the 
HIV genome to identify the presence of key mutations that con-
fer anti-HIV drug resistance. Genotype testing is the preferred 
method of resistance testing to guide initial therapy and also to 
inform regimen changes in patients with suboptimal virological 
responses to ART.24

Phenotype assays assess the ability of HIV to replicate in vitro 
in the presence of various concentrations of ARV agents. The 
assay is performed by isolating certain key regulatory genes 
from HIV, usually protease, RT, and integrase, inserting them 
into standardized viral constructs containing an indicator cas-
sette, and infecting cell lines in the presence of ARV agents. 
The results are compared against control viral isolates and 
expressed as a fold-change in viral susceptibility. Phenotyping 
assays remain very expensive, and large studies have failed to 
conclusively prove a clinical advantage of phenotype assays over 
genotype assays. The phenotype assay quantifies susceptibility 
and is typically used by experts evaluating individuals who have 
accumulated resistance and failed multiple regimens.24

drugs from at least two classes and often involves the use of 
two nucleoside reverse transcriptase inhibitors (NRTIs) plus 
an integrase strand transfer inhibitor (INSTI), a nonnucleoside 
reverse transcriptase inhibitor (NNRTI), or a protease inhibitor 
(PI) with a pharmacokinetic enhancer (cobicistat or ritonavir). 
In ART-experienced patients, modification of ARV regimens 
and use of other classes of ARVs is guided, in part, by consider-
ation of a number of factors, including viral resistance patterns, 
potential side effects, available medication formulations, pill 
burden, frequency of dosing, tolerability, short-term and long-
term adverse event profiles, desire for pregnancy, and desire to 
preserve subsequent treatment options.24

When to Start Therapy
There are significant data to support treating all individuals with 
HIV infection with ART and starting treatment as soon as pos-
sible after diagnosis to reduce morbidity and mortality and to 
prevent transmission of HIV (see also HIV Prevention). Ran-
domized controlled trials have demonstrated that ART should 
be initiated in all patients with HIV infection, regardless of dis-
ease stage. The urgency to initiate ART is greatest for patients 
with lower CD4 counts, in whom the absolute risk of oppor-
tunistic infections, non-AIDS morbidity, and death is highest. 
Standard of care suggests that rapid initiation of ART, defined as 
initiating immediately or within days of diagnosis, is indicated 
to improve survival, reduce reservoirs, and decrease long-term 
morbidity caused by persistent inflammation. Trials have shown 
that risk of development of cardiovascular, kidney and liver dis-
ease, and malignancy may be reduced by reducing viral repli-
cation and inflammation.26–29 Earlier ART initiation appears 
to increase the probability of restoring normal CD4 counts, a 
normal CD4/CD8 ratio, and lower levels of immune activation 
and inflammation, as summarized in the US adult treatment 
guidelines.24

Recommendations for initiating therapy in infants and chil-
dren have always been aggressive due to rapid disease progres-
sion in infants born with HIV.25 In children less than 1 year of 
age, the health and survival benefit of rapid ART initiation has 
been demonstrated by clinical trials. Growth and development, 
including neurodevelopment, have been shown in trials to be 
significantly better in children who initiated treatment early.

Antiretroviral Agents
There are more than 20 approved ARV drugs, which are clas-
sified into six classes based on their chemical structure or the 
viral life-cycle step that they inhibit (see Fig. 41.11). The classes 
of ARV agents currently available include NRTIs, NNRTIs, PIs, 
fusion inhibitors, integrase inhibitors, attachment inhibitor, 
post-attachment inhibitors, and CCR5 antagonists.

Reverse Transcriptase Inhibitors, Protease Inhibitors, and 
Integrase Inhibitors
Modified versions of cellular nucleosides, NRTIs, once tri-
phosphorylated in vivo, are incorporated into the proviral 
DNA by HIV RT and induce premature chain termination, 
thereby inhibiting successful conversion of the viral RNA to 
DNA. NNRTIs bind to RT and induce a conformational change 
such that RT is unable to bind with nucleotides. PIs act on viral 
protease, preventing the cleaving of the posttranslational viral 
polyproteins necessary for the maturation and infectivity of 
viral particles. Integrase inhibitors prevent strand transfer of 

KEY CONCEPTS
Other HIV Tests

• Genotyping: helps to guide the choice of antiretroviral medications
in patients with resistant virus by sequencing the viral genetic code
and identifying mutations that confer resistance to specific agents or
classes of agents.

• Phenotyping: similar information to genotyping but not widely used;
based on growing engineered viruses with a patient’s virus’ genes in
the presence of antiretrovirals to determine their resistance.

These assays present data as if there is only one virus strain in the body; 
in reality, there are numerous viral strains at any one time, with many 
more archived in cells; these assays detect the dominant strain in the 
circulation, neglecting the other strains, which may account for up to 
20% of the circulating viral particles. Given this limitation, when genotyp-
ing results are utilized for changing therapy, old treatment regimens and 
previous genotype results must be taken into consideration. 

Testing for Viral Tropism and Abacavir Hypersensitivity
Additional assays should be performed before the initiation of 
specific ARV medications. A viral tropism assay should be per-
formed before initiation of a CCR5 antagonist. HLA-B*57:01 
testing is indicated before initiation of abacavir, as this HLA 
phenotype is associated with abacavir hypersensitivity in 5% to 
8% of patients early in the course of treatment.

TREATMENT

Antiretroviral Therapy: Attacking the Life Cycle of HIV
Combinations of ARV medications are used to maximally 
inhibit HIV replication and to reduce HIV-associated morbidity 
and mortality. Combination ART refers specifically to a combi-
nation of at least three ARV medications inhibiting the HIV life 
cycle (Figs. 41.3 and 41.11).

Current US guidelines recommend initiation of ART-naïve 
persons with a combination of ARV medications that includes 
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viral DNA and thus block the incorporation of the completed 
HIV DNA copy into the host-cell DNA. A long-acting, inject-
able formulation combining an NNRTI and an integrase inhib-
itor is being studied.

Entry Inhibitors: Fusion Inhibitors, CCR5 Blockers, Attachment 
and Post-Attachment Inhibitors
Fusion inhibitors and CCR5 antagonists inhibit HIV entry into 
host cells. Fusion inhibitors bind to viral gp41 and block the 
conformational changes necessary to induce fusion of the viral 
particle with the host cell. CCR5 antagonists bind to the CCR5 
chemokine co-receptor on host cells, inducing a conforma-
tional change that impedes CCR5 interaction with HIV gp120, 
thereby preventing HIV entry into host cells. Fostemsavir is a 
first-in-class HIV attachment inhibitor that works by attach-
ing directly to HIV gp120 and, as a result, blocking HIV from 
attaching to CD4 on the host cell. Ibalizumab is a CD4-directed 
post-attachment inhibitor. Use of agents in this class of medica-
tions is typically limited to treatment of individuals with multi-
drug resistant infection.

IMMUNORECONSTITUTION AFTER THERAPY

Return of T Cells: Memory T Cells, Then Naïve T Cells
To varying degrees, the immune system is able to recover fol-
lowing initiation of therapy, a process called immunoreconsti-
tution.30 Upon start of ART in patients who are compliant and 
able to tolerate the regimen, the initial CD4 T-cell count is the 
best predictor of a successful outcome. Rapid reduction in the 

viral load, often to an undetectable level, is one of the earliest 
changes following initiation of ART, reflecting the ability of 
combination ART to rapidly suppress viral replication. Lagging 
behind the drop in viral load is the rise in CD4 T-cell concentra-
tion. An initial increase in circulating CD4 T cells occurs in 3 
to 6 months as a result of a decrease in immune activation and 
subsequent migration of memory T cells (CD4+, CD45RO+) out 
of the lymphoid compartment. A more gradual rise in total CD4 
T cells occurs over the course of 3 to 5 years with the appear-
ance of new, naïve (CD4+, CD45RA+, CD62L+) and memory 
T cells. Interestingly, a substantial minority of patients never 
reach a normal level of CD4 T cells, but, instead, reach a plateau 
at lower levels. Primary drug prophylaxis and some secondary 
drug prophylaxis for opportunistic infections may be discontin-
ued in patients once the CD4 T-cell count reaches greater than 
200 cells/μL and is maintained for more than 3 to 6 months. 
Cellular and humoral responses to most pathogens also recover 
with rising CD4 T-cell counts. Of interest, a low CD4 T-cell 
count at the time of initiating therapy predicts a poor response 
to bacterial vaccines even after recovery of CD4 T-cell levels, 
suggesting a lag in the return of naïve CD4 T cells.

Immune Reconstitution Inflammatory Syndrome
Immune reconstitution inflammatory syndrome (IRIS) is a well-
known, if incompletely understood, response in patients with 
AIDS after initiating ART.30 IRIS is characterized by an acute 
paradoxical worsening of inflammatory symptoms of treated 
opportunistic infections or the unmasking of previously sub-
clinical, untreated infections related to the recovery of immune 
responses to opportunistic pathogens. IRIS occurs within weeks 
of ART initiation as the memory and effector antigen-activated 
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CD4 T-cell population recovers. A recent systematic review 
found that IRIS developed in 13% of patients after initiation of 
ART.30 The most predictive risk factor for the development of 
IRIS was a low CD4 T-cell count at the start of ART, with the 
incidence of IRIS increasing exponentially as the CD4 T-cell 
count declined. IRIS develops more commonly in patients with 
cytomegalovirus (CMV) retinitis, cryptococcal meningitis, 
progressive multifocal leukoencephalopathy, and tuberculosis. 
Studies reported that as many as 4% of patients with IRIS died, 
but the proportion was much higher if the syndrome was associ-
ated with cryptococcal meningitis.30 Fig. 41.12 shows the several 
models of inflammation that could result in IRIS as the immune 
system improves when AIDS is treated with ARV medications.30

Hyperallergenic State Associated With 
Immunoreconstitution
Another complication possibly associated with IRIS is the 
appearance of asthma in children who were perinatally infected 
with HIV and received combination ART since infancy.31 This 
condition may be mediated by CD4 T-cell activation, release of 
Th2-type cytokines, and loss of regulatory T cells (Tregs) and 
tolerance. In support of this concept, Gingo et al. reported at 
least a 20% prevalence of asthma in adults with HIV infection 
compared with that of 8.8% in the general population.32 In a 
subsequent pediatric study in which pulmonary function test-
ing was objectively measured by spirometry, the following find-
ings emerged: nonreversible obstructive pulmonary disease 
was present in youths who had been perinatally infected with 
HIV and possibly in those exposed to HIV but who were unin-
fected. This pulmonary disorder contains elements of asthma 
and chronic obstructive pulmonary disease (COPD) and closely 
resembles the asthma-COPD overlap syndrome. Chronic infec-

tions and immune dysregulation appear to play a significant 
role in this complication of HIV infection.33,34

PREVENTION

Prevention of Mother-to-Child Transmission
More than 90% of children living with HIV worldwide were 
infected through mother-to-child transmission during preg-
nancy, around the time of birth, or through breastfeeding.1 
Efforts to prevent this transmission hold the most promise in 
reducing the number of children infected with HIV, and these 
efforts include (i) early identification of HIV infection in preg-
nant women through routine antenatal testing; (ii) provision of 
ARV medications to both the pregnant woman and her infant; 
(iii) delivery by elective cesarean section, when indicated; (iv) 
complete avoidance of breastfeeding when safe and sustainable 
alternatives are available; (v) widespread availability of educa-
tional programs addressing HIV infection; and (vi) HIV coun-
seling and testing services.35

Prevention of Sexual Transmission
Several biomedical interventions have the potential for radi-
cally changing the patterns and rates of HIV transmission. 
These include male circumcision and expanded use of ART in 
infected individuals to prevent ongoing infection (treatment as 
prevention) or prophylactically in uninfected individuals either 
before or after potential exposure to HIV to prevent acquisition 
of infection (PrEP and postexposure prophylaxis).

Male Medical Circumcision
The penile foreskin contains HIV-susceptible cells and is a 
potential portal of viral entry. Randomized controlled trials 
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in several African countries have indicated that male medical 
circumcision reduces the risk of heterosexually acquiring HIV 
infection by 50% to 60%.36 The WHO recommends male cir-
cumcision as part of a comprehensive HIV prevention pack-
age; however, condom use and other prevention modalities also 
remain important in HIV prevention. There was only a modest 
benefit for the female partners of the circumcised men. In fact, 
in some circumstances, the risk of transmission to women from 
men with HIV infection who have undergone circumcision 
may be increased, perhaps through exposure to infected blood 
attributed to resumption of sexual activity before the circumci-
sion site had fully healed.36

Pre-Exposure Prophylaxis
PrEP is the use of an ARV medication to prevent the acquisi-
tion of HIV infection by uninfected persons. PrEP can either 
be taken orally, using an ARV drug available for treatment of 
HIV infection (tenofovir plus emtricitabine), or topically as a 
vaginal gel containing tenofovir. The efficacy of oral PrEP has 
been shown in randomized controlled trials and is high when 
the drug is used as directed. Moderate efficacy of a PrEP gel 
has been shown in one trial. The European Medicines Agency 
recently approved the use of an ARV-containing vaginal ring 
for prevention for women in high HIV burden settings. People 
at substantial risk of HIV infection should be offered PrEP as an  
additional prevention choice, as part of comprehensive preven-
tion. Other formulations of ART are being studied for use as PrEP.  
A long-acting injectable integrase inhibitor shows promise in 
preventing HIV.

Expanded Treatment With Antiretroviral Therapy
The expanded use of ART in individuals with HIV infection has 
been shown to reduce HIV transmission to uninfected partners. 
Both “Treatment as Prevention” and “Test and Treat” strategies 
involve the use of ART in individuals with the express purpose 
of treating HIV early and reducing transmission to others.  

In both approaches, ART is initiated regardless of CD4 count 
or viral load to reduce the viral load in the genital secretions 
of individuals who have HIV infection and thereby reduce 
HIV transmission to partners. The efficacy of the “Treatment 
as Prevention” model is demonstrated in the multinational 
HIV Prevention Trials Network (HPTN 052) clinical trial 
that examined the effectiveness of ART to prevent the sexual 
transmission of HIV in serodiscordant couples.37 Serodiscor-
dant couples (1763 in number) were randomly assigned to 
have the individual with HIV either start ART immediately 
upon enrollment or to defer ART until immunological or 
clinical criteria were met. Of 28 genetically linked infections 
that occurred during the trial, only 1 infection occurred in 
couples assigned to receive immediate treatment, represent-
ing a 96% reduction in the risk of HIV transmission. There 
were also fewer morbidity and mortality events in the early-
treatment group, suggesting a therapeutic benefit from early 
treatment as well. Subsequent studies have found no linked 
transmissions in a total of more than 150,000 condomless sex 
acts when the partner with HIV was on ART and viral load 
was below detectable levels.38 HIV treatment and prevention 
tools are illustrated in Fig. 41.13.

HIV VACCINES: CLINICAL TRIALS

Preventive Vaccines
The production of an effective HIV vaccine has been thwarted 
by the genetic variability of HIV, extreme rate of mutation in 
the virion, and the sequestration of the virus in impenetrable 
reservoirs, predominantly the nonreplicating CD4 T cell. Also, 
glycan shielding may occur. HIV shields its envelope proteins 
with a blanket of molecules called glycans, which resist penetra-
tion by antibodies. More than 30 HIV vaccines have been tested 
in human trials, including those with recombinant env gp120 
proteins with adjuvants, HIV DNA plasmids, viral vectors,  
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and prime-boost designs.39 Most vaccines work by inducing the 
B cells to make antibodies against the infection that the vaccine 
mimics. Antibodies attack pathogens and either destroy them 
directly, or “tag” infected cells so they can be destroyed by other 
parts of the immune system. Broadly neutralizing antibodies 
(bNAbs) overcome the genetic variability and glycan shield 
in that they are active against a wide number of different viral 
strains and react to and attach to the most conserved parts of 
HIV by penetrating the glycan shield.

So far, however, the results for HIV vaccines have been 
disappointing. Some HIV vaccines can induce anti-HIV anti-
body responses, but they have proved to be either ineffective  
(e.g., the HVTN 702 study) or only marginally effective  
(e.g., the RV 144 vaccine study). The phase III trial RV 144 
in Thailand (ALVAC-HIV vCP1521 + AIDSVAX gp120 B/E) 
showed possible protection against HIV infection in hetero-
sexual men and women.39

In addition to the goal of developing an HIV vaccine that 
elicits neutralizing antibodies, the search for a vaccine that 
stimulates a protective CD8 cytotoxic T-cell response contin-
ues. Association of certain major histocompatibility complex 
(MHC) molecules with HIV disease progression is clearly 
linked to the cytotoxic T-cell responses. Unfortunately, the HIV 
vaccine-induced cytotoxic CD8 T-cell response is insufficient to 
halt the progression of acute or chronic HIV disease. This was 
clearly indicated in the STEP clinical trial, in which the CD8 
T-cell effects were the same between HIV-infected vaccinees 
and sham HIV-infected vaccinee controls. Qualities of effec-
tor and central memory CD8 T cells that would be protective 
include (i) production of cytotoxic cytokines (e.g., interferon 
gamma (IFN)-γ and IL-2); (ii) rapidly replicating capacity; 
(iii) cytotoxic potential; (iv) high affinity for HIV antigens; (v) 
inhibition of HIV replication; (vi) recognition of specific HIV 
epitopes restricted by protective HLA-B antigens; (vii) central 
memory cells with long life spans; and (viii) rapid-attack mem-
ory cells at mucosal HIV entry sites. A collaboration of scientists 
has proposed the modification of the partially successful RV 144 
vaccine with the goal of producing a new HIV vaccine that will 
broadly neutralize HIV and variants of HIV that emerge under 
selective pressure.40 These modifications include changes in the 
viral epitopes, vaccine adjuvants, and use of a different clade as 
the construct of the virus. The goal of this new proposal is to 
use the information of many previous HIV trials to produce an 
ideal HIV vaccine that will prevent the spread of HIV infection 
in children and adults.

Several large-scale trials of vaccines in late-phase devel-
opment are ongoing in southern Africa: HIV Vaccine Trials 
Network (HVTN) 702 (Uhambo; NCT02968849) is a phase 
2b/3 trial of safety and efficacy of the prime-boost ALVAC 
HIV vaccine plus bivalent gp120 protein adjuvanted with 
MF59 regimen in 5400 adult men and women in South Africa; 
HVTN 705 (Janssen; NCT03060629) is a phase 2b/3 trial of 
safety and efficacy of the prime-boost Ad26-mosaic vaccine 
plus gp140 protein vaccine in 2600 adult women in southern 
Africa and a second study of this strategy in MSM (HVTN 
706; NCT03964415); and PrEPVacc (NCT04066881) is a phase 
2b trial to assess the combination of an HIV vaccine (DNA, 
modified Vaccinia Ankara Virus, and Env protein plus adju-
vant) and PrEP using an adaptive trial design.41 A small phase I 
safety trial of a gene-transfer protocol using a DNA vector vac-
cine coding for the production of the bNAb VRCO7, a bNAb  

targeting the CD4 binding site of the HIV-1 envelope glycopro-
tein, showed promising results.42

Therapeutic Vaccines
A therapeutic vaccine is one in which the vaccine is used after 
infection occurs, aiming to induce antiviral immunity to alter 
the course of disease. This would be accomplished by control-
ling viremia or reducing the viral set point in infected patients. 
Primate models suggest that just such a result is possible,  
especially with cellular immunity–inducing vaccines. To date, 
however, data from human studies have not shown any conclusive 
benefit in using therapeutic vaccines alone. Using a therapeutic 
vaccine in combination with ART is another approach currently  
under investigation. A small study of a therapeutic vaccine 
randomized 15 subjects to receive vaccine and 16 to receive 
placebo. The intervention consisted of priming with a plasmid 
DNA (pDNA) vaccine containing genes encoding multiple HIV 
proteins, followed by boosting with an attenuated viral vector  
expressing a single HIV gene.43 All participants had viral 
rebound and immune responses to HIV were only marginally 
enhanced.

Future for HIV Vaccines
There is general belief that more basic research exploring vac-
cine design and trials in animals will lead to important clues 
for human study, but newer approaches have been employed 
as well (Fig. 41.14). Illustration of clinical trials in ARV-treated 
macaques may be applied to humans in future by Byrareddy  
et al.44 and Nishimura et al.45 Monoclonal antibody specific for 
CD4 T-cell-surface integrin (α4β7) disrupts cellular traffick-
ing of CD4 T cells with gastrointestinal tissue mucosal vascu-
lar addressing cell adhesion molecule (MAdCAM1). The CD4 
T-cell counts remained steady, CD8 T-cell immunity sharply 
increased, and HIV replication became undetectable for up to 
2 years.44,45 As illustrated by these HIV vaccine studies in ani-
mals, understanding the immune correlates of vaccine efficacy 
is the usual approach for judging the success of an HIV vaccine. 
However, broadly neutralizing antibodies (bNAbs) are being 
explored in another way. Investigators are hypothesizing that 
bNAb formation will correlate with immunity and are attempt-
ing to design a vaccine to induce the correlate. Large passive 
transfer studies of bNAbs for prevention will inform the fea-
sibility of this approach. The challenge is to take an epitope on 
the viral envelope that might induce a broadly neutralizing anti-
body, clone the antibody, and show binding to the epitope, then 
make an immunogen that induces the bNAb.

• Production of newer antiretroviral drugs, including those used for
post-exposure prophylaxis with greater specificity for interrupting
events in the viral life cycle and with fewer side effects for patients.

• Investigation of new microbicidal drugs that can be safely applied be-
fore exposure for protection against human immunodeficiency virus
(HIV) transfer.

• Development of preventive and therapeutic vaccines for HIV/
acquired immunodeficiency syndrome (AIDS) that induce strong
viral neutralizing antibody power and strong CD8 T-cell cytotoxic
responses.

• Testing of gene construct–modified autologous hematopoietic stem
cells capable of halting HIV replication. 

ON THE HORIZON
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TRANSLATIONAL RESEARCH NEEDS 
AND CONCLUSIONS
Current ARV therapeutic agents for treatment of HIV are usu-
ally administered in simplified regimens of one pill per day, and 
these regimens are potent with minimal toxicity. When taking 
these ARVs regularly, people living with HIV can expect a near- 
normal life expectancy. However, the eradication of HIV/AIDS 
can be approached practically only with an effective preventive 
vaccine. The approach to cure with gene therapy is perhaps the 
most sophisticated translational research venture. Using viral 
vectors to place gene constructs within nuclear DNA to prevent 
HIV replication is the goal of such research. Arguably, the most 
advanced form of this genetic engineering to halt HIV replica-
tion is the zinc finger endonuclease approach to disrupt specific 
genes necessary for the life cycle of HIV. Adoptive transfer of 
autologous zinc finger–treated stem cells with infinite replica-
tion capacity may be an attractive future for individuals already 
infected with HIV. The extraordinary experiment of HLA-
matched and CCR5-δ35 deletion of hematopoietic stem cell 
immunoreconstitution of a patient with HIV infection (“Berlin  
Man”) is a proof of concept of molecular and genetic engineer-
ing to cure HIV infection, but is a technique totally impractical  
for the millions of patients with HIV infection worldwide.  
Nevertheless, this “one in a million” chance experiment has  
demonstrated the survival advantage of lymphocytes that cannot  
become infected with HIV.

HIV, a type 1 retrovirus, contains merely nine genes, but those 
nine genes have so far thwarted all scientific efforts toward find-
ing a cure of its infection in humans. Optimism is warranted, 
however, because of the enormous knowledge base the study of 
HIV has generated in understanding the many arms of innate 
and adaptive immunity protecting humans and the promise of a 
curative treatment or vaccine for HIV. Perhaps no other disease 
has caused so much to be learned so fast. In much of the world, 
HIV causes chronic infection, rather than certain death, thanks, 
in large part, to the use of ARV drugs. More novel drugs are in 

development as a result of the new-found understanding of the 
molecular biology of HIV.

The HIV/AIDS pandemic has also brought the sobering real-
ization that other new and potentially deadly pathogens could 
yet emerge to strike at humanity. Severe acute respiratory syn-
drome (SARS) coronavirus-2 (CoV-2), which causes the novel 
coronavirus disease that emerged in 2019 (COVID-19), has 
caused over 20 million infections worldwide and resulted in 
hundreds of thousands of deaths. The SARS CoV-2 pandemic 
has wreaked havoc on economies, interrupted supply chains of 
goods and services, and brought health services in the United 
States to the brink of failure. The novel pathogen will bring 
untold morbidity among survivors of severe disease. Regard-
ing HIV prevention and treatment, the new pandemic has dis-
rupted HIV treatment and prevention programs worldwide and 
has brought to the forefront health and healthcare disparities 
and inequalities reminiscent of the early days of the HIV pan-
demic.
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Anticytokine autoantibodies have been identified in health and 
disease, with their role in pathogenesis ranging from none to 
directly causal. It is becoming increasingly recognized that neu-
tralizing, high-titer autoantibodies cause a variety of potentially 
life-threatening illnesses. Their manifestations are diverse, and 
their clinical presentation is generally a reflection of the cyto-
kine pathways that are rendered functionally deficient.

Examples include pulmonary alveolar proteinosis (PAP) 
caused by anti-granulocyte macrophage-colony-stimulating 
factor (GM-CSF) autoantibodies;1 disseminated nontubercu-
lous mycobacterial (NTM) and other opportunistic infections 
caused by anti-interferon-γ (IFN-γ) autoantibodies;2 chronic 
mucocutaneous candidiasis (CMC) caused by anti–interleukin 
(IL)-17A, anti-IL-17F, or anti-IL-22 autoantibodies;3,4 and bac-
terial infection caused by anti-IL-6 autoantibodies5 (Table 42.1). 
In each of these cases a high-titer, biologically active autoanti-
body has been identified in association with a unique clinical 
syndrome. Although this list is not exhaustive, these diseases 
are of particular interest in that the clinical manifestations are 
often similar to those in patients with genetic defects in the 
same cytokine-associated pathways. The Mendelian defects 
that confer a similar phenotype to their anti-cytokine autoanti-
body counterpart also provide a strong biological rationale for 
establishing the autoantibodies as causal. Although a number 
of other anticytokine-autoantibody associated syndromes such 
as pure red-cell aplasia (antierythropoietin autoantibodies)6 
and severe osteoporosis in celiac disease (antiosteoprotegerin 

autoantibodies)7 have been described, this chapter focuses on 
those that increase susceptibility to infection.

There are numerous commonalities and distinctions worth 
highlighting among anticytokine autoantibody-associated im-
mune deficiency. Shared in common is the presence of high-titer, 
neutralizing anticytokine autoantibodies of the immunoglobu-
lin G (IgG) isotype. PAP caused by anti-GM-CSF autoantibod-
ies appears to be primarily a lung disease largely resulting from 
disruption of GM-CSF-dependent pulmonary surfactant ca-
tabolism. In vitro studies using primary human cells and mouse 
work have demonstrated that anti-GM-CSF autoantibodies 
cause immune dysfunction largely through transcription fac-
tor PU.1, which may explain pulmonary and extrapulmonary 
infections observed in PAP, particularly those opportunists 
known to be controlled by neutrophils or macrophages.1 PAP 
caused by anti-GM-CSF autoantibodies is similar to severe im-
mune deficiency caused by anti-IFN-γ autoantibodies in that 
both diseases have adult onset. On the basis of broad screen-
ing for other autoantibodies, it appears affected patients make 
high-titer neutralizing autoantibody against only one cytokine 
and do not demonstrate an increased frequency of other auto-
antibodies or forms of autoimmunity.1,2 Patients with autoan-
tibodies against IL-17A, IL-17F, IL-22 who also have chronic 
mucocutaneous candidiasis (CMC) are different in that, so far, 
all have had an underlying primary diagnosis of either autoim-
mune polyendocrinopathy with candidiasis and ectodermal 
dysplasia (APECED, also known as autoimmune polyendocri-
nopathy syndrome type 1 [APS-1]) or thymic neoplasia.3,4 Thus 
in patients with APECED, a mendelian defect in the gene AIRE, 
which is responsible for negative selection for autoreactive T 
cells in the thymus, the onset of anti-cytokine autoantibodies 
and CMC occurs earlier in life. Occasionally, CMC is the initial 
presentation of thymoma (just as myasthenia gravis caused by 
anti-acetylcholine receptor autoantibodies must prompt evalua-
tion for thymoma), highlighting the fact that for all anticytokine 
autoantibody-associated syndromes, the timeline for develop-
ment of anticytokine autoantibodies relative to the observation 
of clinical disease is largely unknown. Additionally, patients 
with thymoma and APECED can develop multiple anti-cyto-
kine autoantibodies, although they have a proclivity for certain 
ones, including type I IFNs, IL-17A, IL-17F, IL-22, and, in the 
case of thymoma (but not APECED), IL-12. Given the presence 
of multiple neutralizing autoantibodies, and the fact that T-cell 
intrinsic defects or thymic insufficiency can also confer infec-
tion susceptibility, it is challenging to prove that a particular an-
ticytokine autoantibody is the necessary and sufficient agent of 
disease pathogenesis. In the case of anti-IL-6, four patients have 

KEY CONCEPTS
Anticytokine Autoantibody-Associated Primary 
Immunodeficiency Diseases

• Anticytokine autoantibodies have been identified in a group of patients 
with immunodeficiency diseases characterized by the development of 
high-titer, neutralizing autoantibodies to cytokines.

• The clinical manifestations in patients with anticytokine autoantibod-
ies are similar to those seen in patients with genetic defects in the
pathway of the target cytokine.

• Immunodeficiency syndromes described include those associated
with anti-granulocyte macrophage-colony-stimulating factor (GM-CSF) 
autoantibodies and pulmonary alveolar proteinosis (PAP); anti-inter-
feron (IFN)-γ autoantibodies and severe immunodeficiency; anti-inter-
leukin (IL)-17A, anti-IL-17F, and anti-IL-22 autoantibodies and chronic
mucocutaneous candidiasis (CMC); and anti-IL-6 autoantibodies and
bacterial infection.

• Management of these syndromes involves treating the consequenc-
es of the autoantibody (e.g., infectious manifestations, lung disease)
or targeting the autoantibody itself.
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been identified with neutralizing anti-IL-6 IgG antibodies. All 
four presented with severe bacterial infections but had low C-
reactive protein (CRP), an IL-6-driven inflammatory marker.5,8,9

OVERVIEW OF PATHOPHYSIOLOGY
The pathophysiology of infection susceptibility is generally 
thought to involve a functional deficiency in the cytokine that 
is being neutralized (Chapter 14). It is believed that a high-
titer autoantibody binds its respective cytokine target, thereby 
blocking downstream signaling and biological activity. For each 
anticytokine–autoantibody pair, it has been demonstrated that 
plasma or purified IgG from a patient with the anticytokine au-
toantibody prevents the activity of the targeted cytokine at the 
levels of signal transduction, gene transcription, and/or protein 
expression. In the case of anti–IFN-γ autoantibodies, it has been 
demonstrated that antibody levels track with disease activity;10,11 
however, for anti-GM-CSF autoantibodies, the results have been 
conflicting. It is also possible, but not yet proven, that antibody-
binding avidity may influence the degree of disease severity as 
well. Thus, it may be possible to have high-titer, lower avidity 
anti-cytokine autoantibody leading to a similar disease pheno-
type to low-titer, high-avidity anti-cytokine autoantibody.

The events that lead to the generation of anti-cytokine auto-
antibodies are poorly understood and are likely disease specific. 
Nonetheless, by comparing and contrasting these diseases, we 
may begin to understand some key factors. Although a large 
cohort of patients with PAP have been described in Japan, this 
disease is seen worldwide across all ethnicities and not within 
families, suggesting that if there is a genetic component, it is 
a complex one. No familial clustering has been identified in 
over 130 reported cases of anti–IFN-γ autoantibodies and op-
portunistic infection;2,12–15 however, the disease is mostly seen 
in Asian-born Asians, suggesting that there may be an environ-
mental trigger in the context of a common genetic background.

The fact that anti-cytokine autoantibodies are both IgG 
and high-affinity implicates the T-helper (Th) lymphocyte-
dependent processes of class switching and affinity matura-
tion. Interestingly, anti-IL-17A, -IL-17F, and -IL-22 autoan-
tibodies appear directly linked to either the genetic AIRE 
deficiency of APECED or the acquired AIRE deficiency ob-
served in patients with thymoma.16 In both cases, thymic-
driven disease appears to be leading to extensive B-lym-
phocyte dysregulation in the form of many autoantibodies 
beyond just anti-cytokine autoantibodies. However, given 
that B cells may play a primary role in the development of 
autoimmunity in AIRE deficiency, the mechanisms under-
lying B-cell autoreactivity are likely complex.16 Further-
more, evidence in mouse models of rheumatologic disease 
suggests that peripheral B-lymphocyte lineages leading to 
autoantibodies may fundamentally differ from those leading 
to development of protective antibodies.17 Thus a common 
phenomenon of anticytokine autoantibody production may, 
in fact, be a reflection of a convergence of multiple differing 
mechanisms.

ANTI-GM-CSF AUTOANTIBODIES AND  
PULMONARY ALVEOLAR PROTEINOSIS
GM-CSF is a hematopoietic stem cell (HSC) growth factor 
that binds the GM-CSF receptor, which is widely expressed on 

many cell lineages, including neutrophils, macrophage precur-
sors, dendritic cells (DCs), erythrocyte progenitors, and mega-
karyocytes. The GM-CSF receptor is composed of two α and 
two β subunits, which together bind two GM-CSF molecules 
with high affinity and induce signal transduction and activator 
of transcription (STAT)5 phosphorylation, nuclear transloca-
tion, and induction of expression of the master transcription 
factor PU.1. PAP was first described in 1958 by Rosen et al. as 
an idiopathic syndrome of respiratory failure, histopathologi-
cally characterized by alveoli filled with acellular periodic ac-
id-Schiff-positive proteinaceous material.1 The pathogenesis of 
PAP has since been linked to congenital or acquired defects in 
the GM-CSF signaling pathway.

The first clues to the etiological mechanism of PAP sur-
faced in 1994 and 1995 when GM-CSF−/− and GM-CSF recep-
tor β−/− mice, respectively, demonstrated pulmonary disease 
that was virtually identical to human PAP. Shortly thereafter, 
mechanisms involving disruption of GM-CSF signaling were 
linked to PAP in humans.1 Primary PAP results from mutations 
in either the GM-CSF receptor subunits α or β and generally 
leads to severe respiratory failure and usually presents early in 
life. Autoimmune PAP results from neutralizing anti-GM-CSF 
autoantibodies, can also cause respiratory failure, and shares 
the same pulmonary histopathology as the primary form 
(Fig. 42.1). In contrast to primary PAP, the autoimmune form 
is typically diagnosed in adulthood,1 and its clinical course and 
severity are highly variable, ranging from progressive respira-
tory decline to spontaneous resolution. A secondary form of 
PAP caused by qualitative or quantitative deficiency of alveolar 
macrophages, generally in the context of hematologic malig-
nancies, iatrogenic immunosuppression, or inhaled toxins, has 
also been recognized.

Anti-GM-CSF autoantibodies associated with
pulmonary alveolar proteinosis, cryptococcal

meningitis, and nocardia infections

GM-CSF
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FIG. 42.1 Anti-Granulocyte Macrophage-Colony-Stimulat-
ing Factor (GM-CSF) Autoantibody Associated Pulmonary 
Alveolar Proteinosis (PAP). Autoimmune PAP results from im-
pairment of GM-CSF dependent catabolism of surfactant and 
its subsequent overaccumulation in pulmonary alveoli due to 
neutralizing anti-GM-CSF autoantibodies, leading to respiratory 
failure. Th2 cell, type 2 T-helper cell.
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Treatment includes whole lung lavage (WLL) to evacuate the 
proteinaceous material contained in the alveoli. Unfortunately, 
WLL is an invasive procedure that only temporizes the symptoms 
of PAP without treating the underlying cause, often resulting in 
the need for repeat procedures. Alternatively, inhaled or sub-
cutaneous GM-CSF has been effective, either by saturating the 
antibody or by inducing tolerance.23,24 In two large studies, one 
using subcutaneous GM-CSF and one using inhaled GM-CSF, a 
clinical response was not associated with a reduction in plasma 
or BAL concentrations of anti-GM-CSF autoantibodies, thereby 
providing possible support for the former mechanism.23,24 B-cell 
targeted therapy using the anti-CD20 chimeric monoclonal anti-
body (mAb) rituximab has been used to treat a small number of 
patients and has shown encouraging clinical results.25

ANTI IFN-Γ AUTOANTIBODIES AND SUSCEPTIBIL-
ITY TO INTRACELLULAR PATHOGENS
Interferon gamma, produced predominantly by activated 
Th1 cells and natural killer (NK) cells, is central to host de-
fense against intracellular pathogens (Chapter 26). The IFN-γ 
receptor (IFN-γR), expressed primarily on monocytes, is 
composed of two subunits in duplicate, IFN-γR1 and IFN-
γR2. Binding of IFN-γ to its receptor leads to Janus kinase 2 
(JAK2) and then JAK1 phosphorylation on the intracellular 
portions of IFN-γR2 and IFN-γR1, respectively. Subsequent 
STAT1 docking, phosphorylation, homodimerization, and 
nuclear translocation lead to transcription of IFN-γ respon-
sive genes. Macrophage activation, differentiation, and elab-
oration of inflammatory mediators, such as tumor necrosis 
factor-α (TNF-α) and IL-12, ensue. Defects in the IFN-γ–
IL-12 axis lead to mendelian susceptibility to mycobacterial 
disease as well as those caused by other intracellular patho-
gens, including listeriosis, salmonellosis, histoplasmosis, 
melioidosis, and penicilliosis.26 The list of genetic mutations 
involving this pathway that result in increased susceptibility 
to mycobacteria or other intracellular pathogens continues to 
expand and, to date, includes mutations in IFN-γR1, IFN-γR2, 
STAT1, IL-12p40, IL-12Rb1, nuclear factor-κB (NF-κB) essen-
tial modulator (NEMO), IFN regulatory factor (IRF) 8, and 
IFN-stimulated gene (ISG) 15.26 Neutralizing autoantibodies 
against IFN-γ represent an alternative mechanism by which 
the IFN-γ–IL-12 metabolic pathway is disrupted, with the first 
cases described in 200412 (Fig. 42.2). We reported 85 patients 
identified in a 6-month period,2 and the number of patients is 
still growing,10–15 suggesting that immunodeficiency caused by 
anti–IFN-γ autoantibodies is probably underappreciated.

The infections in patients with anti-IFN-γ autoantibodies 
mimic many of those seen in patients with inborn errors in the 
IL-12–IFN-γ signaling pathways and include mycobacterial, 
particularly nontuberculous environmental mycobacteria, non-
typhoidal Salmonella, Penicillium, Histoplasma, Cryptococcus, 
Burkholderia pseudomallei, and additionally varicella-zoster 
virus (VZV), both dermatomal and disseminated.2 Infections 
have been noted in all organ systems, although lymph nodes, 
skin, soft tissue, and bone appear to be preferentially affected. 
Up to 50% of patients develop sterile reactive dermatoses, most 
commonly neutrophilic dermatosis, but also erythema nodo-
sum, pustular psoriasis, and exanthematous pustulosis.

Although patients with Mendelian defects tend to present in 
childhood, all reported cases of patients with anti–IFN-γ were 

Although the primary pathological process relates to im-
pairment of GM-CSF-dependent catabolism of surfactant and 
its subsequent overaccumulation in pulmonary alveoli, there 
has long been an association with opportunistic infections.1 
Beyond its role in pulmonary surfactant homeostasis, the GM-
CSF receptor is widely expressed on immune cells, including 
neutrophils, monocytes, DCs, megakaryocytes, and erythro-
cyte progenitor cells, and influences cell differentiation, prolif-
eration, and immune activation. GM-CSF has been shown in 
both humans and mice to facilitate not only terminal differen-
tiation of monocytes to alveolar macrophages but also innate 
immune responses, primarily via induction of transcription 
factor PU.1. Cells isolated from bronchoalveolar lavage (BAL) 
fluid from patients with autoimmune PAP show decreased 
PU.1 messenger RNA (mRNA), which is thought to be central 
to the pathogenesis of PAP. PU.1 has been shown to regulate 
Toll-like receptor (TLR) signaling, adhesion, phagocytosis, and 
microbicidal activity, thus providing a mechanism for the in-
creased infection susceptibility that is observed in PAP. Beyond 
the macrophage, defects have also been shown in neutrophil 
adhesion, phagocytosis, oxidative burst, and bacterial killing 
from both the blood of human patients with PAP and GM-
CSF−/− mouse bone marrow.18

Patients with acquired PAP are vulnerable to typical respira-
tory pathogens as well as opportunistic infections. Although the 
high incidence of respiratory infections may be partially attrib-
utable to their underlying chronic lung disease, the opportunis-
tic infections are generally caused by organisms controlled by 
macrophages, including Nocardia, Histoplasma,1 nontubercu-
lous mycobacteria,19 and Cryptococcus.20 Although Witty et al. 
reported eight cases of PAP and Mycobacterium avium complex 
cultured from BAL fluid,19 these patients did not receive antimy-
cobacterial drugs and appeared to fare no worse than uninfected 
patients. Furthermore, most of these infections were described 
before the recognition of anti-GM-CSF autoantibodies as being 
causal, so these reports may be confounded by heterogeneity 
within the underlying diagnosis.

Extrapulmonary infections have been observed with some 
frequency, which could be ascribed to the systemic effects of an-
ti-GM-CSF autoantibodies identified in the circulation. In sup-
port of this systemic effect, several case reports describe patients 
with PAP who had extrapulmonary infections, including cases 
of central nervous system (CNS) Nocardia infection, septic ar-
thritis, perinephric abscess, and Nocardia dissemination to skin; 
CNS Aspergillus and Proteus; and disseminated histoplasmosis.1 
A few case series have also reported opportunistic infections 
associated with high-titer neutralizing anti-GM-CSF autoanti-
bodies without concurrent PAP. Anti-GM-CSF antibodies have 
been reported in previously healthy adults uninfected by HIV 
who had cryptococcal meningitis specifically caused by Crypto-
coccus gattii.20,21 Neutralizing anti-GM-CSF autoantibodies were 
also found in five of seven patients with disseminated/extrapul-
monary Nocardia infections.22 However, it remains to be seen if 
these infections are the only manifestations in these patients, or 
if they may eventually develop PAP, as seen in the two of seven 
cases of cryptococcal meningitis associated with anti-GM-CSF 
autoantibodies.20 Why the same autoantibody may produce 
different clinical phenotypes is unknown. Opportunistic infec-
tions have not been reported as a complication of congenital 
PAP. Reasons for this could include the extreme rarity of this 
condition or limited opportunity for exposure to environmental 
opportunists as a result of medical debilitation.
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previously healthy adults, the vast majority of whom were Asian-
born Asians. There is now a single case report in a juvenile di-
agnosed with disseminated NTM in the presence of anti-IFN-γ 
autoantibodies.27 A recent association with human leukocyte 
antigen–antigen D related (HLA-DR)*15:02/16:02 and HLA-
DQ*05:01/05:02 was shown in 78 patients with anti–IFN-γ au-
toantibodies,28 further implicating a genetic predisposition to 
development of disease. However, no familial clustering has been 
observed, and Asians born outside of Asia have yet to be reported 
with this syndrome, suggesting complex genetics and possibly an 
environmental contribution to autoantibody pathogenesis. The 
publication of an American-born, Caucasian female with this 
syndrome also adds to the complexity of its pathogenesis.15

A recent study compared 74 Thai patients with anti-IFN-γ 
autoantibodies to an existing US cohort of 19 patients and found 
several distinctions. Mycobacterium abscessus was the most 
commonly isolated NTM species in the Thai group while in the 
US, Mycobacterium avium complex was most commonly identi-
fied. The most commonly involved sites also varied amongst the 
groups with lymph nodes and skin being common in the Thai 
cohort while bone, lung and central nervous system involve-
ment was more common in the US cohort. Sweet syndrome 
was a common disease-associated condition at presentation in 
Thailand, a condition uncommonly seen in the US, but which 
should nevertheless trigger consideration for autoantibodies. In 
both groups, tracking of autoantibody titers suggested that the 
largest decrease in titers over time portends a better prognosis.11

Notable laboratory features include anemia of chronic disease 
and elevation in inflammatory markers, such as erythrocyte sedi-

mentation rate (ESR), CRP, and β2 microglobulin. Immunological-
ly, patients commonly demonstrate polyclonal hypergammaglobu-
linemia, but they otherwise have normal lymphocyte phenotyping, 
including CD4 T lymphocytes, monocyte numbers, and IFN-γR1 
expression.

Treatment has focused mainly on managing the infections 
with targeted antimicrobials. Interestingly, a severe paradoxical 
inflammatory reaction similar to immune reconstitution syn-
drome, manifesting as lymphadenopathy, cavitary lung lesions, 
and lytic bone lesions during antituberculosis treatment, has 
been reported and should be distinguished from true failure of 
antimicrobial treatment.29 In cases refractory to anti-infective 
agents, some have attempted to overcome the antibody with 
IFN-γ administration or to drive down antibody levels with 
plasmapheresis and cyclophosphamide30 or rituximab.10 There 
are anecdotal cases of treatment with bortezomib, a proteasome 
inhibitor, and daratumumab, a CD38-directed monoclonal an-
tibody, however there are not enough data on these newer treat-
ment modalities. It is unclear what factors predict response to 
antimicrobials alone versus a need for further immunomodula-
tion; the efficacy of these immune modulatory approaches re-
mains to be evaluated formally in clinical trials.

ANTI-IL-17 AND ANTI-IL-22 AUTOANTIBODIES AND 
CHRONIC MUCOCUTANEOUS CANDIDIASIS
IL-17A and IL-17F are proinflammatory cytokines that can 
combine as either homodimers or heterodimers with each other 
(Chapter 14). These dimerized combinations signal via IL-17RA 
and IL-17RC heterodimeric receptor complexes, ultimately acti-
vating NF-κB. IL-22, produced by T lymphocytes and NK cells, 
also signals via a heterodimeric receptor composed of IL-22R1 
and IL-10R2 subunits, expressed mainly on epithelial and other 
nonimmune cells. IL-17A/F and IL-22 cooperate to induce pro-
inflammatory cytokines involved in granulopoiesis and neu-
trophil recruitment as well as antimicrobial peptides, such as β 
defensins and S100 proteins, which are thought to be important 
in mucosal immunity. Clinical evidence for a protective role 
of IL-17 in CMC arose from the observation of this infectious 
complication in diseases with varying degrees of Th17 impair-
ment, including STAT3-deficient hyper-IgE syndrome (HIES, or 
Job's syndrome), dectin-1 deficiency, CARD9 deficiency, and, to 
a lesser degree, IL-12 receptor β1 deficiency.32 Strong support of 
this hypothesis came via instances of two families that demon-
strated inherited susceptibility to mucosal candidiasis: one with 
an autosomal recessive mutation in IL-17RA, and another with 
an autosomal dominant negative mutation in IL-17F.31

APECED leads to a clinical triad of hypoparathyroidism, 
adrenal insufficiency, and CMC.16 Other endocrine glands, in-
cluding gonads, thyroid, endocrine cells in the gut, and pan-
creatic islet cells, are variably affected. Many other autoimmune 
phenomena, including Sjögren syndrome, rheumatoid arthritis, 
hepatitis, keratitis, vitiligo, pernicious anemia, and alopecia, as 
well as autoantibodies to type I IFNs, have been described.16 The 
biological consequences of these anti–IFN-α autoantibodies are 
unclear, but autoantibodies to other tissue antigens in APECED, 
such as autoantibodies to glutamic acid decarboxylase, thyroid 
peroxidase, and 21-hydroxylase, are clearly pathological. An-
other important consideration in patients with APECED is 
the association of autoimmune pneumonitis. A recent study 
found that up to 40% of APECED patients, especially those with 
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FIG. 42.2 Anti-Interferon (IFN)γ Autoantibody Associated 
Susceptibility to Intracellular Pathogens. Neutralizing auto-
antibodies against IFN-γ disrupt the IFN-γ-IL-12 metabolic path-
way. Infections in patients with anti-IFN-γ autoantibodies mimic 
many of the infections seen in patients with inborn errors in 
the interleukin (IL)-12-IFN-γ signaling pathways and include my-
cobacterial, nontyphoidal Salmonella, Penicillium, Histoplasma, 
Cryptococcus, Burkholderia pseudomallei, and varicella zoster 
virus. Th1 cell, type 1 T-helper cell.
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autoantibodies against BPIFB1 (BPI fold containing family B 
member 1) and KCNRG (potassium channel regulator), have 
clinical and/or radiographic findings associated with pneu-
monitis. If left untreated, these patients may develop further 
complications such as hypoxemic respiratory failure and death. 
However, if discovered early enough, these patients respond 
well to treatment with T and B lymphocyte-directed immuno-
modulation.32 Providing an explanation for the preponderance 
of autoimmunity seen in APECED was the observation that the 
transcriptional activity of AIRE in medullary thymic epithelial 
cells (mTECs) promotes expression of tissue-specific genes, 
thereby facilitating intrathymic destruction of autoreactive T 
cells and fostering self-tolerance.16

Unlike the above-described Mendelian disorders, the mech-
anism of CMC in APECED is not directly linked to the genetic 
deficiency itself but, rather, to the strong genetic predisposition 
to autoimmunity, which, in this case, includes production of 
neutralizing anti-IL-17A, anti-IL-17F and anti-IL-22 autoanti-
bodies3,4 (Fig. 42.3). Puel et al. identified antibodies to IL-17A, 
IL-17F, or IL-22 in 33 patients with APECED, 29 of whom also 
had CMC, compared with healthy controls who had neither 
autoantibodies nor CMC.4 Kisand et al. found autoantibodies 
against IL-17A, IL-17F, or IL-22 in up to 90% of 162 cases of 
APECED, also strongly associated with CMC.3 They also iden-
tified anti-IL-17 and anti-IL-22 autoantibodies in two patients 
with thymoma and CMC, but in none of the 33 patients with 
thymoma who did not have CMC. There were a few instances 
of autoantibodies without CMC, and many examples of CMC 

independent of APECED, suggesting that autoantibodies to IL-
17 and IL-22 are not absolutely necessary for development of 
CMC. However, their identification, particularly in light of the 
CMC disease seen in patients with IL-17RA and IL-17F muta-
tions, provides support for a causal relationship. Interestingly, 
thymoma tissue also demonstrates decreased AIRE expression, 
further linking these diseases beyond a shared tendency toward 
autoimmunity and anti-cytokine autoantibody production. 
What is less clear however, is the exact role AIRE is playing in 
pathogenesis of organ-specific autoimmunity (including anti-
cytokine autoantibody formation), since the syndromes diverge 
considerably in this regard.16

ANTI-IL-6 AUTOANTIBODIES AND BACTERIAL 
INFECTIONS
IL-6 is produced by many immune and nonimmune cells, in-
cluding B cells, T cells, macrophages, synovial cells, endothelial 
cells, and hepatocytes, and is involved in both acute and chron-
ic inflammation, ranging from sepsis to rheumatoid arthritis. 
IL-6 binds a heterodimeric receptor composed of IL-6Rα and 
a shared receptor chain gp130. IL-6Rα confers ligand specific-
ity, whereas gp130 mediates signal transduction. IL-6 regulates 
the acute phase response in the liver, with its hallmark induc-
tion of CRP and elevated ESR. Anti-IL-6 autoantibodies were 
first identified in a Haitian boy who had two episodes of severe 
staphylococcal cellulitis, one complicating chickenpox infec-
tion, the other following mosquito bites.5 Treatment included 
supportive care and anti-infective agents. Undetectable CRP, 
despite severe infection, suggested impairment in IL-6 activity. 
Since that time, there have been three other reported cases of 
anti-IL-6 autoantibodies in patients with severe bacterial infec-
tions without elevation in CRP: a 67-year-old man with thoracic 
empyema with Escherichia coli and Streptococcus intermedius, a 
56-year-old woman with multiple subcutaneous abscesses with 
Staphylococcus aureus, and a 20-month-old female with septic 
shock presumed to be caused by Staphylococcus aureus.8,9 All 
three cases demonstrated low levels of CRP despite the severity 
of their respective infections, prompting the search for anti-IL-6 
autoantibodies. STAT3 is the critical signal transduction mol-
ecule for IL-6 and IL-10, and autosomal dominant mutations in 
STAT3 also lead to recurrent infections due to staphylococcus, 
streptococcus and hemophilus,33 suggesting a common poten-
tial mechanism for this phenotypic profile of infection suscep-
tibility. The limitations to this association are that the infections 
in the first reported case resolved without any apparent change 
in the anti-IL-6 autoantibody titers, and there are still a very 
limited number of reported cases to date.

MANAGEMENT
Therapies directed at the syndromes of pathogenic autoanti-
bodies have focused either on treating the disease consequences 
or targeting the autoantibody itself. Therapeutic BAL removes 
proteinaceous alveolar material from the lungs of patients with 
PAP,1 and anti-mycobacterials treat the disseminated NTM in-
fection in patients with autoantibodies to IFN-γ.12,34 Approaches 
ranging from physical removal of the antibody, to immuno-
modulatory therapy, to induction of immune tolerance or sup-
pression of the population of cells that produce the pathogenic 
autoantibodies have also been employed.

Anti-IL-22, anti-IL17A and anti-IL-17F
autoantibodies associated with mucocutaneous
candidiasis in APECED and thymoma patients
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FIG. 42.3 Anti-Interleukin (IL)-17 and Anti-IL-22 Autoantibod-
ies Associated Chronic Mucocutaneous Candidiasis (CMC). 
IL-17A/F and IL-22 induce proinflammatory cytokines involved in 
granulopoiesis and neutrophil recruitment as well as important 
mucosal antimicrobial peptides, such as β defensins and S100 
proteins. Neutralizing antibodies against IL-17A, IL-17F, and IL-22 
in autoimmune polyendocrinopathy with candidiasis and ectoder-
mal dysplasia (APECED) syndrome constitute the likely mecha-
nism of CMC in these patients.
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PAP and disseminated NTM associated with anti–IFN-γ 
autoantibodies have been treated with exogenous GM-CSF23,24 
and IFN-γ,35 respectively, resulting in clinical improvement, al-
though PAP has been studied more rigorously in this regard. 
Autoantibody levels after therapy were not routinely evaluated 
across diseases, nor were they measured in a standardized fash-
ion, although, at least in the PAP cohorts, it appears they did not 
change in response to exogenous cytokine administration.23,24

In cases that were refractory to treatment, attempts have 
been made to alleviate the blockade by reducing anti-cytokine 
autoantibody levels. One patient with anti-IFN-γ autoantibod-
ies underwent plasmapheresis and cyclophosphamide therapy 
in addition to receiving antimycobacterials.31 Rituximab, the 
mouse-human chimeric mAb that targets the human B-cell 
marker CD20, is currently approved for treatment of B-cell lym-
phoma and rheumatoid arthritis. Since B cells ultimately dif-
ferentiate into antibody-producing cells, it has been applied to a 
number of autoantibody-mediated diseases, such as myasthenia 
gravis (Chapter 65) and pemphigus vulgaris (a blistering skin 
disease caused by autoantibodies that recognize desmoglein 3, a 
keratinocyte cell-surface protein; Chapter 63). Successful ritux-
imab therapy has also been reported in PAP25 and immunode-
ficiency caused by anti-IFN-γ autoantibodies10 with a specific 
reduction of anticytokine–autoantibody titers.

A new approach in pure red blood cell (RBC) aplasia caused 
by anti-erythropoietin autoantibodies is to bypass the autoanti-
body with a erythropoietin receptor synthetic peptide agonist 
peginesatide (Hematide; Affymax) that does not share homol-
ogy with the eosinophil peroxidase (EPO) ligand.35 Although 
this approach has not been used in cases of anti-cytokine auto-
antibodies causing immune deficiency, it underscores the range 
of novel treatment approaches that might be explored for anti-
cytokine autoantibody associated syndromes.

CONCLUSIONS
Anti-cytokine autoantibodies have been identified in healthy 
adults as well as in those with different diseases, suggesting that 
their occurrence may range from a normal homeostatic mecha-
nism, to epiphenomena, to being directly pathogenic. In PAP, 
the identification of anti-GM-CSF autoantibodies came over 
40 years after the initial description of the syndrome, suggest-
ing that other currently idiopathic diseases may someday be 

explained by the identification of neutralizing or agonizing au-
toantibodies. Furthermore, it was not intuitive that systemic au-
toantibodies to a hematopoietic growth factor should result in 
disease confined mainly to the lung. The identification of anti-
GM-CSF autoantibodies in cryptococcal meningitis implicates 
the GM-CSF pathway in host defense of this infection, much 
as Mendelian disorders have done for NTM and the IFN-γ–IL-
12 pathway. The observation of high-titer, neutralizing anti-
cytokine autoantibodies in an expanding number of diseases, 
beyond those characterized only by immune deficiency,7 com-
bined with the opportunity for novel therapeutic approaches 
to their diagnoses, mandates that their presence be not merely 
considered but rigorously sought.
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ON THE HORIZON
• Anti-cytokine autoantibodies are an emerging mechanism underly-
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adults, and perhaps children.
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insight to signaling pathways and target cells of the involved cytokine.
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be the result of an autoantibody affecting an as-yet unknown signaling 
pathway or cell type.
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the autoantibody itself or cells or pathways leading to its generation.
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The allergic airway diseases comprise a large and disparate group 
of respiratory disorders that are characterized by airway and 
parenchymal inflammation that impairs sinus and lung func-
tion. The physiologic importance of the airways combined with 
the need to respond immunologically to an extremely broad 
range of infectious and irritant particulates, aerosols, and gases 
explains the diverse nature of airway immune disorders and 
their disproportionately large effect on human health. The aller-
gic respiratory tract immune disorders covered in this chapter 
are among the most common of human afflictions. Non-allergic 
lung disorders are considered in Chapters 72 and 73.

Allergic disorders have a common immune phenotype of 
characteristic cellular, humoral, biochemical, and molecular 
components. Eosinophils, neutrophils, and tissue mast cells 
are easily seen on conventional hematoxylin and eosin stain-
ing of pathologic specimens. Less obvious on histochemical 
staining, but equally important to allergic diseases, are B cells 
that secrete the antibody isotypes immunoglobulin E (IgE) and 
IgG4, and T helper 2 (Th2) and Th17 cells that secrete a rep-
ertoire of cytokines, including interleukin-4 (IL-4), IL-5, IL-9, 
IL-10, IL-13, and IL-17A that coordinate and activate other 
allergic effector cells such as eosinophils, mast cells, B cells, and 
innate lymphoid cells (ILCs) in addition to target cells of the 
airway such as airway epithelium. The allergic airway diseases 
are typically chronic and occasionally fatal; although sponta-
neous remissions are not uncommon, they are rarely curable. 
However, recent insights have vastly improved prospects for 
improved therapy.

CLINICAL PRESENTATION OF ALLERGIC AIRWAY 
DISEASE
Although the diverse effector cells and molecules that character-
ize allergic inflammatory exudates can be seen anywhere along 
the respiratory tract, the functional impact of allergic disease is 
quite different in the upper and lower airways.

Chronic Rhinitis and Rhinosinusitis
Epidemiology and Clinical Presentation
The major upper airway inflammatory disorders are rhinitis 
and chronic rhinosinusitis (CRS). Rhinitis involves inflam-
mation of the nasal mucosa categorized as either allergic, an 
IgE-mediated inflammation, or non-allergic rhinitis. Typical 
rhinitis symptoms include clear rhinorrhea, postnasal drip, and 
nasal congestion with sneezing and nasal pruritus, often associ-
ated with ocular symptoms such as conjunctivitis and tearing, 

 differentiating allergic rhinitis (AR) from non-allergic rhini-
tis. Based on symptom duration, AR is currently classified as 
“intermittent” or “persistent” with severity of symptoms noted 
as “mild” or “moderate-severe.”

KEY CONCEPTS
Classification of Allergic Rhinitis

Frequency of Symptoms Severity of Symptoms

Intermittent Mild
Symptoms present for less 

than 4 days to a week
No presence of sleep disturbance

Or for less than 4 weeks Or impairment of daily activities, 
leisure and/or sport

Or impairment of school or work
Or troublesome symptoms

Persistent Moderate-Severe
Symptoms present for more 

than 4 days to a week
Presence of sleep disturbance

Or for more than 4 weeks And/or impairment of daily activities, 
leisure and/or sport

And/or impairment of school or work
And/or troublesome symptoms

In contrast to rhinitis, rhinosinusitis affects both the sinuses 
and nasal mucosa. Rhinosinusitis can be subdivided into acute 
and CRS based on duration of symptoms. CRS is reported 
to affect approximately 29 million Americans and is defined by 
symptoms persisting longer than 12 weeks. Clinically, CRS is 
broadly categorized based on the absence or presence of nasal 
polyps. Within CRS with nasal polyps (CRSwNP), there are sev-
eral subtypes, including allergic fungal rhinosinusitis (AFRS), 
aspirin- exacerbated respiratory disease (AERD), and cystic 
fibrosis.

Signs and symptoms associated with rhinosinusitis in adults 
include facial pain and pressure, headaches, nasal congestion 
with or without obstruction, frontal or postnasal drainage, gen-
eralized malaise, and cough. In contrast, symptoms in children 
are age related and require the caretaker to recognize them. 
Young children often present with a chronic cough, and irrita-
bility rather than facial pain. The prevalence of rhinosinusitis in 
children is inversely related to age.1

Diagnosis
The diagnosis of AR is based on a history of typical symptoms 
and common physical exam findings. Several physical find-
ings include “allergic shiners,” a darkening of the infraorbital 
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skin resulting from chronic venous pooling, and a persis-
tent  horizontal crease across the nasal bridge resulting from 
 constantly wiping the front of the nose. Bilateral conjunctivitis 
may be present in patients with ocular involvement.

On anterior rhinoscopy, engorged, boggy, and pale inferior 
turbinates with clear discharge coating the nasal cavity are sup-
portive of AR. Examination of the oropharynx often reveals cob-
blestoning of the mucosa, indicating chronic postnasal drainage.

Although not necessary to make the diagnosis of AR, two 
tests commonly used to demonstrate IgE-mediated allergic 
reactions are immediate-hypersensitivity skin testing and mea-
surement of serum allergen-specific IgE.

The diagnosis of CRS requires the presence of at least two 
major or one major and at least two minor clinical symptoms 
persisting for longer than 12 weeks in conjunction with evi-
dence of inflammation within the sinus cavity. Major symptoms 
include facial pain/pressure, nasal obstruction, nasal drainage, 
and hyponosmia or anosmia. Minor symptoms are headaches, 
halitosis, fatigue, dental pain, cough, and ear pain or pressure. 
The most specific symptom for rhinosinusitis is the  presence 
of discolored rhinorrhea. Evidence of inflammation on nasal 
endoscopy or imaging is also necessary to make a CRS diag-
nosis. On nasal endoscopy, inflammation is suggested by 
edema and/or drainage from the middle meatus; a diagnosis of 
CRSwNP is made when nasal polyps are visualized (Fig. 43.1). 
In patients with a history of CRS but normal nasal endoscopy, 
computed topography (CT) scanning of the sinuses is neces-
sary to evaluate for mucosal thickening and/or fluid within the 
sinuses (Fig. 43.2).

Clinical CRSwNP subtypes are defined by additional crite-
ria. For AFRS, the widely accepted criteria include five charac-
teristics: nasal polyps; type I (immediate) hypersensitivity to 
fungi; radiographic imaging consistent with AFRS; eosinophilic 
mucin with evidence of fungi; and a lack of evidence of fungal 
invasion into the surrounding tissue.

KEY CONCEPTS
Diagnosis of Chronic Rhinosinusitis
Chronic Rhinosinusitis
• Presence of at least two of the following symptoms

• Facial pressure or pain
• Nasal obstruction or congestion
• Anterior or posterior nasal drainage
• Hyposmia or anosomia

• Edema or discolored drainage within the sinus cavity or middle meatus
• Or CT sinus showing fluid or mucosal thickening within sinus cavities

Chronic Rhinosinusitis 
Wthout Nasal Polyps

Chronic Rhinosinusitis 
With Nasal Polyps

No evidence of nasal polyps within 
the middle meatus as noted on 
 nasal  endoscopy in a patient with 
no history of previous sinus surgery

Presence of nasal polyps within 
the middle meatus as noted on 
nasal endoscopy

History of nasal polyps within 
sinus cavity in a previously oper-
ated patient with CRS diagnosis

The diagnosis of AERD requires a history of respiratory symp-
toms exacerbated by oral intake of aspirin or other cyclooxygen-
ase-1 (COX-1) inhibitors on at least two occasions or a positive 
reaction on aspirin challenge.2

Cystic fibrosis is typically diagnosed in early childhood as a result 
of pulmonary symptoms. However, nasal polyps in anyone younger 
than 18 should prompt evaluation for cystic fibrosis, confirmed by 
either a sweat test or a genetic test evaluation for a mutation in the 
cystic fibrosis transmembrane conductance regulator gene.2

Therapy
The most effective and widely used pharmaceutical approaches 
to controlling nasal and ocular symptoms of AR are intranasal 

FIG. 43.1 Nasal Polyposis. Seen on this nasal endoscopy are 
nasal polyps (NP) emanating from the sinus cavity into the nasal 
cavity between the septum (S) and the inferior  turbinate (IT) of a 
patient with chronic rhinosinusitis.

FIG. 43.2 Coronal Sinus Computed Tomography Image 
From a Patient With Chronic Rhinosinusitis. The maxillary si-
nuses (lateral to the nasal cavity) and ethmoid sinuses (medial 
to the orbital cavities) exhibit mucosal thickening and accumu-
lation of obstructed secretions consistent with inflammatory 
changes within the paranasal sinuses.
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glucocorticosteroids and antihistamines. Other drugs poten-
tially useful in rhinitis management include oral steroids, oral 
leukotriene (LT) receptor antagonists, intranasal chromones, 
and intranasal ipratropium bromide.

Unlike drugs, allergen immunotherapy is offered to change 
the immunologic response to antigens with chronic controlled 
exposure. This therapy typically requires 3 to 5 years of treat-
ment. Two types of immunotherapy are available: subcutaneous 
immunotherapy (SCIT) and sublingual immunotherapy (SLIT). 
A concern associated with SCIT is anaphylaxis; this risk is much 
lower with SLIT.3

The treatment of CRS is more controversial than that of 
AR. In general, treatment consists of medical and/or surgical 
therapy. CRS is primarily considered to be an inflammatory 
rather than infectious disorder; as such, antibiotics are less fre-
quently advocated and usually replaced with intranasal and oral 
steroids. In addition, daily sinus irrigations with physiologic 
saline represents a critical therapeutic component to counteract 
mucociliary dysfunction and promote antigen clearance.4

Patients with persistent symptoms despite medical therapy 
are candidates for functional endoscopic sinus surgery (FESS). 
In AFRS and AERD with sinuses impacted with thick eosino-
philic mucus or with serious complications such as acute vision 
loss from expanded sinus cavities, endoscopic sinus surgery is 
mandatory and may be followed by medical therapy.

In those undergoing FESS, revision sinus surgery for recur-
rent disease despite medical therapy occurs in 16% to 25% of 
CRS patients. Asthma, elevated serum and/or tissue eosino-
phils, and noncompliance with postoperative medical therapy 
are associated with higher risk of nasal polyp recurrence and 
need for revision sinus surgeries. The newest advance in CRS 
treatment is anti–IL-4/IL-13 receptor antibody (dupilumab) for 
CRSwNP (Table 43.1). Several other biologics are undergoing 
clinical evaluation for management of CRS.4

Asthma
Epidemiology and Clinical Presentation
After several decades of rising incidence, asthma is the most 
 common chronic disease of childhood and one of the most 
common disorders of children and adults in the United States. 
Although most frequently diagnosed initially in childhood, 
asthma can be first diagnosed at any age. The prevalent and 
incurable nature of asthma will continue to ensure it as one 
of the most expensive of medical afflictions both in terms of 

 medical expenditure and time lost from work and school. 
Asthma is a lower respiratory tract disease characterized by 
dyspnea and other symptoms including cough, chest tightness, 
chest pain, and wheezing. Persons with mild disease often pres-
ent only with a chronic cough. Symptoms are usually intermit-
tent and are characteristically relieved by bronchodilator and 
antiinflammatory therapy.

Asthma patients are classified into distinct subtypes accord-
ing to characteristic environmental or occupational exposures 
that elicit symptoms, the presence or absence of concomitant 
atopy, temporal expression of symptoms, and responsiveness 
to antiinflammatory therapy. Respiratory viruses are the most 
frequently implicated causes of attacks, especially in children, 
while tobacco smoke, ozone, and particulate air pollution are 
other major inciting agents. Many, but not all, asthma patients 
are atopic, with up to 60% of severe asthmatics showing no 
evidence of environmental sensitization. If atopy is present, 
patients are referred to as extrinsic, atopic, or allergic asth-
matics, whereas those who lack atopy are referred to as having 
intrinsic or non-allergic asthma. In general, airway constriction 
occurs and symptoms are provoked when triggering agents are 
inhaled, representing the clinical expression of airway hyper-
responsiveness, the exaggerated tendency of the airway to con-
strict in response to exposure to provocative agents. Some of 
these agents (e.g., viruses and pollens) are only intermittently 
present, causing seasonal asthma. Other agents are encoun-
tered continuously (e.g., fungi, dust mites) and cause persis-
tent (or perennial) asthma. Occupational asthma is defined as 
asthma acquired in the workplace, where dozens of potentially 
toxic agents have been identified. Numerous additional asthma 
subsets can be defined according to the factor or factors that 
commonly elicit attacks of dyspnea. A final category of asthma, 
steroid-resistant, refers to patients relatively unresponsive to 
antiinflammatory steroid therapy.

Diagnosis
Asthma is often recognized on clinical grounds alone, with acute 
attacks marked by obvious dyspnea, wheezing, cough, and use 
of accessory muscles of respiration. Confirmation of the diag-
nosis is ensured if attacks reliably resolve with bronchodilator 
therapy. Spirometry can provide objective evidence of airway 
obstruction as assessed by reversible decrements in the forced 
expiratory volume in 1 second (FEV1) and other measures of 
airflow such as peak airflow. When the clinical presentation 
is uncertain, bronchial provocation tests can determine the 

TABLE 43.1 Biologic Agents Approved for Use in Allergic Airway Disease Therapy

Biologic 
Agent Chemistry Immune Target Approved Use Administration (Adults only)

Omalizumab IgG1 kappa monoclo-
nal antibody

IgE Moderate to severe persistent asthma in 
patients with a positive skin test or in 
 vitro reactivity to a perennial aeroallergen

75–375 mg every 2–4 weeks based on serum 
IgE level and body weight, subcutaneous

Benralizumab IgG1 kappa monoclo-
nal antibody

Alpha chain of the 
IL-5 receptor

Eosinophilic asthma 30 mg every 4 weeks for 3 weeks, then every 
8 weeks, subcutaneous

Mepolizumab IgG1 kappa monoclo-
nal antibody

IL-5 Eosinophilic asthma 100 mg every 4 weeks, subcutaneous

Reslizumab IgG4 kappa monoclo-
nal antibody

IL-5 Eosinophilic asthma 3 mg/kg every 4 weeks, intravenous

Dupilumab IgG4 kappa monoclo-
nal antibody

Alpha chain of the 
IL-4/IL-13 receptor

Eosinophilic or steroid-dependent asthma; 
CRS with nasal polyps

400 mg followed by 200 mg every other week 
or 600 mg followed by 300 mg every other 
week

CRS, Chronic rhinosinusitis; Ig, immunoglobulin; IL, interleukin.



554 PART V Allergic Diseases

Dirofilaria, Strongyloides, Wuchereria, and Brugia traversing 
the lungs are considered responsible for most cases of tropical 
eosinophilic pneumonia. However, in the United States, Stron-
gyloides spp. are the most common cause of parasitic infection 
and tropical eosinophilic pneumonia. Immunocompromised 
patients, including those taking systemic steroids, may develop 
Strongyloides hyperinfection syndrome, in which recently 
hatched larvae burrow through the intestine and migrate to 
the lungs, causing a severe and potentially fatal lung disease 
that is frequently complicated by sepsis (Fig. 43.3). Therapy of 
 parasite-related pulmonary eosinophilia syndromes is directed 
at relieving symptoms and eliminating the parasites and other 
offending agents.

Allergic Bronchopulmonary Aspergillosis
ABPA is a severe pulmonary allergic reaction to Aspergillus 
antigens seen almost exclusively in the setting of preexisting 
asthma or cystic fibrosis.6 Diagnostic criteria include asthma 
with wheezing, peripheral blood eosinophilia, detection of pre-
cipitating anti-Aspergillus antibodies, elevated serum total IgE, 
and radiographic evidence of fleeting pulmonary infiltrates 
often with central bronchiectasis. Aspergillus spp. and other 
fungi can frequently be isolated from airway secretions of ABPA 
patients, suggesting active fungal growth within the airways, or 

 presence of airway hyperresponsiveness and thereby establish 
the diagnosis.5 Additional laboratory data supporting a diag-
nosis of allergic asthma include peripheral blood eosinophilia, 
elevated serum total and antigen-specific IgE levels, and posi-
tive skin prick test results against one or more allergens.

Therapy
As with rhinitis and rhinosinusitis, asthma therapy is generally 
nonspecific and directed at improving airflow through bron-
chodilation and reducing inflammation. Immediate relief of 
bronchoconstriction and dyspnea is achieved with bronchodi-
lating agents that activate the β2 adrenergic receptor on airway 
smooth muscle beta agonists. For long-term asthma control, 
the most effective agent class is steroids, often combined with 
long-acting beta agonists (LABAs), which reduce inflamma-
tion and suppress airway constriction and dyspnea. For mild to 
moderate disease, bronchodilating agents and steroids are typi-
cally administered by inhalation, which significantly reduces 
systemic side effects. A secondary agent class used for control-
ling bronchospasm is anticholinergics that antagonize the mus-
carinic acetylcholine receptor. Severe disease may also require 
high-dose treatment with oral or intravenous steroids and high-
dose inhaled beta agonists given by nebulizer.

Additional antiinflammatory agents for asthma treatment 
include LT receptor antagonists, chromones, theophylline, 
omalizumab (a monoclonal antibody that reduces circulating 
and mast cell–bound IgE), and more recently anti–IL-5, anti–
IL-5 receptor, and anti–IL-4/IL-13 receptor antibodies (see 
Table 43.1).

Bronchial thermoplasty (BT) is a relatively new broncho-
scopic technique in which heat is applied to the airways via a 
radiofrequency catheter to ablate airway contractile cells. Clini-
cal trials indicate that this technique reduces exacerbation rates 
long term, but the risk of initially enhancing exacerbations 
suggests that BT should be reserved for severe asthmatics with 
refractory disease.

OTHER AIRWAY ALLERGIC DISEASE SYNDROMES
In addition to CRS and asthma, several other allergic airway 
diseases involving prominent airway and eosinophilia can 
cause profound morbidity. These disorders are clinically het-
erogeneous but are believed to share a similar pathophysiology 
related to inhalation of antigens that provoke airway eosinophil 
and Th2 responses.

Eosinophilic disorders are organized according to whether 
there is an extrinsic or intrinsic cause of the eosinophilia 
(Table  43.2). Inhaled or ingested extrinsic factors, including 
medications and infectious agents (e.g., parasites, fungi, myco-
bacteria) can trigger an eosinophilic response. This may be mild 
and self-limited, as in Loeffler syndrome. Intrinsic pulmonary 
eosinophilic syndromes are either idiopathic, malignant, or pre-
malignant diseases, often systemic in nature.

Extrinsic Eosinophilic Syndromes
Tropical Eosinophilic Pneumonias
The tropical eosinophilic pneumonias comprise a group of 
clinically similar eosinophil-predominant inflammatory dis-
orders characterized by chest pain, wheezing, cough, and 
airway hyperresponsiveness, often during a debilitating, but 
transient, febrile illness. Migrating parasites from the genera 

TABLE 43.2 Eosinophilic Lung Disorders

Disease Causative Agent
Proposed Immune 
Mechanism

Loeffler syndrome Inhaled food, infec-
tion, or medica-
tion

T cell–mediated hypersen-
sitivity reaction

Drug rash with 
eosinophilia and 
systemic symp-
toms (DRESS) 
syndrome

Drugs: sul-
fonamides, 
phenobarbital, 
sulfasalazine, 
carbamazepine, 
and phenytoin

Hypersensitivity reaction 
to drug

Parasitic infec-
tions

Strongyloides 
spp., Wuchereria 
bancrofti, Brugia 
malayi

T-cell and B-cell clonal 
activation in response 
to parasite antigens and 
adjuvant factors.

Allergic bron-
chopulmonary 
aspergillosis

Aspergillus IgE and immune complex 
deposition

Acute eosinophilic 
pneumonia

Fungal infections, 
cigarette smok-
ing, post–stem 
cell transplant

Hypersensitivity response 
to inhaled antigen (infec-
tious or otherwise)

Chronic eosino-
philic pneumo-
nia

Unknown sys-
temic-mediated 
process

Unknown, but chronic 
 nature evident with 
T cell–mediated granu-
loma production

Idiopathic hyper-
eosinophilic 
syndrome

Infections, sys-
temic diseases 
and drugs that 
drive peripheral 
eosinophilia

Systemic responses caused 
in part due to excess in-
terleukin (IL)-5 production 
from clonal expansion of T 
helper 2 (Th2) cells as well 
as fusion gene FIP1L1–
PDGFR

Churg-Strauss 
syndrome

Autoimmune 
vasculitis to 
unknown antigen, 
associated with 
asthma

Decreased T-regulatory cell 
function with diminished 
IL-10 production
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airway mycosis. Complications of chronic ABPA include severe 
airway hyperresponsiveness, bronchiectasis, eosinophilic pneu-
monia, pulmonary fibrosis, and invasive fungal disease. Treat-
ment of ABPA aims to suppress the inflammatory response to 
the fungus and to control bronchospasm with steroid therapy, 
the duration of which may be shortened by concomitant use of 
oral antifungal agents such as itraconazole.6

Acute and Chronic Eosinophilic Pneumonia
AEP is an acute, often debilitating eosinophilic inflammatory 
syndrome exclusively involving the lungs and marked by pul-
monary infiltrates, dyspnea progressing to frank respiratory 
failure, and fever. The diagnosis is dependent on eosinophils 
exceeding 25% of all inflammatory cells within bronchoal-
veolar lavage fluid. Increasing evidence suggests association 
between AEP and respiratory fungal infections and new-onset 
cigarette smoking.7,8 AEP has also been reported following 
allogeneic hematopoietic stem cell transplantation in the set-
ting of graft-versus-host disease (GVHD).9 Prompt recognition 
and treatment of GVHD with steroids usually results in rapid 
improvement.

In contrast, CEP presents more chronically (>6 weeks’ dura-
tion); although it can occur in isolation, it more frequently pres-
ents in association with autoimmune and malignant diseases. 
Like AEP, CEP can present with striking eosinophilic inflamma-
tion of the lung (Fig. 43.4). Granulomas are occasionally seen 
on biopsy, suggesting an antigen-driven, T cell–mediated pro-
cess in the chronicity of the disease. Treatment, as for CEP, is 
centered on steroids, but unlike AEP, relapse occurs frequently 
after treatment discontinuation.10

Hypersensitivity Pneumonitis
Hypersensitivity pneumonitis (HP), also termed extrinsic aller-
gic alveolitis, is a pleiotropic acute, subacute, or chronic pulmo-
nary inflammatory disorder marked by cough, chest tightness, 
malaise, and, in acute disease, fever and chills. Wheezing is 
uncommon, as are allergic features such as peripheral blood 
eosinophilia and atopy. Subacute and chronic disease typi-
cally lack fever and malaise, but dyspnea can be  debilitating, 

 progressing to hypoxemia and death due to end-stage 
 pulmonary fibrosis if untreated. Histologically, HP presents 
acutely with interstitial and alveolar neutrophilia that evolves in 
subacute disease as lymphocytic interstitial lung inflammation 
often including poorly formed granulomas. Chronic disease is 
marked by progressively more interstitial fibrosis replacing the 
lymphocytic inflammation.

HP is caused by inhalation of a variety of microbes, includ-
ing thermophilic actinomycetes, fungi, and protozoans, often 
in combination with antigens derived from plants and ani-
mals (e.g., soybean proteins; bird dander). Uncommonly, low-
molecular-weight chemicals such as isocyanates can also elicit 
HP. Treatment is directed at removing offending inhalants and 
administration of steroids and bronchodilators.11,12

Intrinsic Eosinophilic Syndromes
Hypereosinophilic Syndrome
This multisystem disease is marked by the massive accumu-
lation of eosinophils in many tissues and almost universally 
involves the lungs. Expansion of Th2 cells and local and 
systemic release of IL-4 and IL-5 are frequently seen. The 
myeloid variant of hypereosinophilic syndrome (HES) results 
in the clonal expansion of Th2 cells in the absence of known 
antigen. A deletion on chromosome 4 resulting in a FIP1L1-
PDGFRA fusion along with a variety of other chromosomal 
aberrations strongly support the concept that HES is a myelo-
proliferative disorder involving Th2 cells, although aberrant 
secretion of IL-5 by both solid and liquid tumors can produce 
similar syndromes. The presence of CD3−CD4+ T cells is the 
hallmark of the lymphocytic variant of HES; the molecular 
mechanisms of this variant are largely unknown. When nei-
ther a mutation nor aberrant T cells can account for the aber-
rant eosinophilia, as is seen in approximately 75% of all cases, 
HES is considered idiopathic. Many organs can be affected, 
resulting in dysfunction or failure of the gastrointestinal tract, 
skeletal muscles (leading potentially to respiratory failure), 
endomyocardial fibrosis, myocarditis, and congestive heart 
failure. Pulmonary involvement manifests as  obstructive 

FIG. 43.3 Strongyloidiasis. The coiled larva of Strongyloides 
stercoralis is seen on this Papanicolaou stain of a bronchoalveo-
lar lavage sample from a patient with Strongyloides hyperinfec-
tion. Original magnification 400×; bar=10 μm.

FIG. 43.4 Histology of Chronic Eosinophilic Pneumonia. 
Lung biopsy specimen from a patient with chronic eosinophilic 
pneumonia demonstrates a confluent infiltrate with eosinophils 
filling alveoli together with large, multinucleate macrophages. 
Original magnification, 200×, hematoxylin and eosin stain.
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 airway disease,  pulmonary edema, or pulmonary emboli due 
to a hypercoagulability. Diagnosis is based on discovery of 
peripheral blood eosinophilia in the setting of a multisystem 
disorder, with evidence of aberrant Th2 responses or elevated 
IL-5 secretion, a defined mutation in the case of the myeloid 
variant of HES, and the presence of CD3−CD4+ T  cells in 
the lymphocytic variant. The most effective therapy for HES 
is based on tyrosine kinase inhibition using agents such as 
imatinib mesylate for myeloid variant HES. For lymphocytic 
and idiopathic variants of HES, the goal is to reduce periph-
eral eosinophilia with steroids, hydroxyurea, or anti–IL-5 
 antibodies (see Table 43.1).13

Eosinophilic Granulomatosis and Polyangiitis
Eosinophilic granulomatosis and polyangiitis (EGPA), also 
termed Churg-Strauss syndrome (CSS), is an idiopathic nec-
rotizing vasculitis of medium- and small-caliber vessels char-
acterized by airway obstruction and eosinophilia. The disease 
has an autoimmune nature, with circulating antimyeloperoxi-
dase and antineutrophil cytoplasmic antibodies (p-ANCA) in 
60% to 70% of affected individuals. Because EGPA is usually 
seen in patients with a history of asthma and allergies and 
the prominent pathologic feature is necrotizing vascular and 
 tissue granulomas, the term “allergic granulomatosis and angi-
itis” is used synonymously. Reports linking EGPA with the LT 
inhibitors zafirlukast and montelukast associated with steroid 
 withdrawal suggest that these agents unmask preexisting EGPA 
rather than directly causing the disorder. Similar observations 
have been made with omalizumab treatment. The vasculitis 
of CSS can affect the sinuses, central and peripheral nervous 
systems, gastrointestinal tract, kidneys, and heart. Treatment 
of CSS is based on reinstituting systemic steroids, leading to 
disease resolution in most patients. Severe  steroid-resistant 

disease may require cyclophosphamide and other immuno-
suppressants.14

IMMUNOLOGIC MECHANISMS OF ALLERGIC 
 AIRWAY DISEASE
The immune mechanisms of disease proposed by Gell and 
Coombs in the 1960s remain essential to understanding the 
pathogenesis of allergic airway diseases. Although such mecha-
nisms probably operate in all allergic diseases, their relative 
importance depends on whether the disease process predomi-
nantly affects the upper or lower respiratory tract (Fig. 43.5).

KEY CONCEPTS
Immunopathogenesis of Allergic Airway Disease

• Gell and Coombs type 1 and type 4 hypersensitivity mechanisms con-
tribute to disease expression, especially airway obstruction.

• Innate immune pathways involving interleukin (IL)-33, thymic stromal
lymphopoietin (TSLP), IL-25, and complement proteins critically con-
tribute to the development of allergic airway inflammation.

• Environmental agents that are now established as important initiation
factors for allergic airway inflammation include proteases, and endo-
toxin derived from fungi and bacteria.

• Fungi and viruses are established infectious causes of allergic disease 
of the upper and lower airways.

Type I (Immediate) Hypersensitivity
This form of hypersensitivity involves the activation of basophils 
and mast cells that release histamine and other inflammatory 
mediators. Antigen recognition is via IgE antibodies binding to 
high-affinity receptors (FcεRI) to arm effector cells. Th2 cells 
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FIG. 43.5 Differential Importance of Allergic Immune Mechanisms According to Airway Level. Type I hypersensitivity (left), medi-
ated by immunoglobulin E (IgE)-primed mast cells and eosinophils, is ultimately driven indirectly by the cytokines secreted by T helper 
2 (Th2) cells. In contrast, type IV hypersensitivity (right) is mediated directly by Th2 cytokines, especially interleukin (IL)-4 and IL-13, 
acting through a similar receptor that includes IL-4Rα. Both immune mechanisms are important to the expression of allergic disease 
at all airway levels, but type I hypersensitivity predominates in the upper airway, whereas type IV hypersensitivity likely assumes a 
more important role in the lower airway.
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coordinate both production of IgE antibodies and activation 
and recruitment of allergic effector cells to the airway. Antigen-
specific IgE bound to the surface of mast cells and basophils is 
cross-linked upon exposure to relevant antigens, causing cel-
lular activation and release of preformed mediators of inflam-
mation such as histamine, proteases, LTs, numerous cytokines, 
and other substances. IL-4 released primarily by Th2 cells is an 
important regulator of type I hypersensitivity reactions because 
it is required for B-cell maturation and IgE secretion.

There is evidence that IL-4 and IL-13 can mediate distinct 
effector phenotypes in airway and tissue macrophages and den-
dritic cells. Two major effector macrophage subtypes include 
conventionally activated (M1) macrophages that arise under 
the predominant influence of type I cytokines, especially inter-
feron (IFN)-γ, and alternatively activated macrophages (M2) 
that arise under the influence of IL-4 and IL-13 in the relative 
absence of IFN-γ. M2 macrophages express a distinct gene pro-
file including high-level expression of arginase 1, Ym1, Fizz1 
(RELM), and PD-L2. Current evidence suggests that M2 macro-
phages promote allergic responses and that redirecting them to 
the M1 phenotype might be useful.15 Type I hypersensitivity is 
most prominently activated during anaphylaxis and AR.

Cell-Mediated Features of Immediate Hypersensitivity
Airway obstruction in allergen-sensitized asthma evolves 
over several hours after allergen exposure and is seen in two 
distinct phases. The early phase response is marked by airway 
constriction that becomes maximal approximately 30 minutes 
after allergen exposure and is fully relieved after approximately 
2 hours (Fig. 43.6). Approximately 50% of asthmatic subjects 
tested develop a late-phase response in which airway obstruc-
tion again develops 4 to 6 hours after allergen exposure. Late-
phase reactions are linked to airways infiltration with Th2 cells 
and eosinophils. The accompanying bronchoconstriction is 
reversible with bronchodilating agents.16

Airway hyperresponsiveness is neurologically mediated 
through parasympathetic nerves such as the vagus and is fully 
reversible with bronchodilating agents that either interrupt mus-
carinic parasympathetic signaling directly (e.g., ipratropium 
bromide) or activate receptors (e.g., β2-adrenergic) that antago-
nize muscarinic bronchoconstrictive pathways. Airway hyper-
responsiveness is recognized as episodic  bronchoconstriction 

that is reversed with bronchodilating agents. Late-phase 
responses after antigen challenge therefore represent a form of 
airway hyperresponsiveness.

Studies from many species have demonstrated that airway 
hyperresponsiveness in the setting of allergic inflammation is 
critically dependent on Th2 cells and type 2 ILCs (ILC2) that 
have specifically been recruited to the lung. Moreover, it is 
now clear that IL-13 is the major Th2 and ILC2 cytokine that 
mediates airway hyperresponsiveness by acting on constitutive 
airway cells, such as airway smooth muscle cells, that express 
the IL-13 receptor. However, IL-13 does not directly induce 
bronchoconstriction. Bronchoconstriction in asthmatics is 
triggered by diverse exogenous factors in addition to allergens 
(e.g., altered temperature and humidity, pungent odors, irritat-
ing aerosols) and endogenous stimuli (e.g., extreme emotional 
states) with little apparent connection to immunologic mecha-
nisms. Thus, rather than directly mediating airway obstruction, 
IL-13 establishes the basis for responding broadly to diverse 
agents with neurologically mediated bronchoconstriction.17

A second and more insidious form of airway obstruction is 
physical obstruction of the airways due to mucus and fibrin clots 
accumulating in the airways as tenacious plugs, a phenomenon 
currently termed plastic bronchitis. Airway obstruction due to 
plastic bronchitis is not immediately reversible with broncho-
dilators or other pharmacologic agents and is consequently the 
major cause of asthma death due to asphyxiation.18

Finally, IL-4 and IL-13 further coordinate the recruitment and 
retention of allergic effector cells to airway epithelium and sub-
mucosa, which facilitates rapid responses to inhaled allergens. 
Acting through a similar receptor that includes the alpha chain 
of the IL-4 receptor (IL-4Rα), IL-4, and IL-13 signal constitutive 
airway cells such as airway epithelial cells to induce secretion 
of a restricted repertoire of chemoattractants that promote the 
immigration of allergic cells expressing specific cognate recep-
tors from the lung and airway microcirculation (Table 43.3).19

Contributing Immune Mechanisms in Allergic Airway 
Disease
IL-5 contributes to both immediate and cell-mediated hyper-
sensitivity reactions by promoting the growth and differentia-
tion of eosinophils. Although widely viewed as pathogenic and 
contributing to expression of allergic airway diseases, more 
recent studies indicate that eosinophils are important in tissue 
remodeling and in controlling allergic inflammation induced by 
pathogens such as fungi.

In addition to Th2 cells, mast cells, and eosinophils, ILCs 
including ILC2, natural killer cells (NK cells; a type of ILC1) and γδ 
T cells may also contribute to allergic disease expression through 
their ability to rapidly secrete type 2 and other cytokines.20
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FIG. 43.6 Early- and Late-Phase Airway Changes  Following 
Allergen Challenge. This graph shows the two phases of bron-
choconstriction typically seen after allergen  inhalation in sensi-
tized, asthmatic subjects. Within 20 to 30 minutes after allergen 
inhalation, the first (early) phase of bronchoconstriction is seen, 
as assessed by either a decline in forced  expiratory volume in 
1 second (FEV1) or increase in airway resistance (R). After quick-
ly subsiding, approximately 4 to 6 hours (h) later, a second (late) 
phase of bronchoconstriction occurs.

TABLE 43.3 Chemoattractants Linked to 
the Recruitment of Allergic Inflammatory Cells

Chemokine Receptor

CCL1 CCR8
CCL11 CCR3
CCL17, CCL22 CCR4
CX3CL1 CX3CR1
Prostaglandin D2 CRTh2
Leukotriene B4 BLT1
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Numerous additional mediators contribute to the expression 
of allergic disease. The complement system is especially impor-
tant; complement proteins C3a and C5a, the major anaphyla-
toxins, are both essential for the expression and regulation of 
experimental asthma. C3a signaling through the C3a receptor 
(C3aR) is required for robust Th2 responses, allergic inflam-
mation, and airway hyper-responsiveness in response to airway 
allergens. In contrast, C5a, which can signal through two recep-
tors, C5aR and C5L2, appears to inhibit Th2 responses, perhaps 
acting as a physiologic antagonist of the allergic disease– 
promoting activity of C3a.21

Inflammatory lipid mediators important to allergic airway 
disease include the LTs and prostaglandins (PGs). The  cysteinyl 
LTs (CysLTC4, CysLTD4, and CysLTE4) signal through at least 
two receptors to mediate similar allergic features as IL-13, 
including airway inflammation and hyperresponsiveness. Full 
expression of experimental allergic disease, in fact, appears 
to require the concomitant expression of both IL-13 and the 
CysLTs. However, IL-13 appears to be the dominant allergic 
mediator, perhaps partly accounting for why LT antagonism 
alone is less effective than inhaled steroids in treating asthma. 
Noncysteinyl LTs such as LTB4 also contribute to the expression 
of allergic airway inflammation by controlling recruitment of 
allergic effector cells, including Th2 cells.22

Environmental Factors and Allergic Disease Initiation
Formerly, asthma, rhinosinusitis, and rhinitis were believed 
to result from aberrant immunologic responses to innocuous 
inhaled antigens, including allergens derived from dust mites, 
cats, dogs, and plants. More recently, a major exception to the 
intrinsically innocuous nature of allergens was recognized. 
Specifically, the allergenic fungi such as Aspergillus spp. and 
other molds, but also yeasts such as Candida albicans, are now 
recognized as ubiquitous respirable agents that can actively 
infect and grow within the respiratory tract, producing airway 
mycosis.23

A fungal infectious basis for allergic airway disease is 
demonstrated by (1) the high rate of isolation of filamentous 
fungi from the airways in CRS, especially AFRS, asthma and 
ABPA; (2) the almost universal presence of fungus-specific 
Th2 immunity and fungi isolated from airway mucus in sub-
jects with allergic CRS (Fig. 43.7); (3) the efficacy of  antifungal 

antibiotics when given to fungus-sensitized asthmatics; and 
(4)  experimental  validation that filamentous fungi are infec-
tious for the mouse airway and produce allergic airway disease 
comparable with asthma. Moreover, fungal airway infection 
is sufficient to induce atopy to innocuous bystander antigens, 
suggesting that fungal infection could underlie both atopy and 
respiratory tract allergic disease.23

Respiratory viruses and particulate matter are also promi-
nently linked to allergic airway disease. Approximately 70% 
to 80% of children and adults test positive for human rhinovi-
rus (HRV) during acute disease exacerbations. Other respira-
tory viruses likely contribute to allergic disease pathogenesis, 
although the mechanisms remain obscure.24 Particulate mat-
ter such as tobacco smoke, diesel exhaust particles, and other 
forms of smoke are strongly linked to asthma exacerbation and 
enhanced atopy, as is exposure to ozone (O3). A common link 
tying these various forms of air pollution to allergic disease may 
be induction of oxidative stress, ultimately leading to enhanced 
activation of nuclear factor kappa B (NF-κB), enhanced Th2 
cytokine release, and increased allergic inflammation.25

Research from experimental systems has shed additional 
light on how allergens initiate inflammation and disease. 
Although structural features of allergens are not linked to their 
allergic character, a common biochemical feature strongly 
associated with allergic disease is protease activity. Proteases 
as single molecules are as effective as any complex allergen or 
fungal infection in inducing allergic airway inflammation and 
 hyperresponsiveness when administered to rodents or inhaled 
by humans. Household proteases that retain enzymatic activ-
ity are derived largely from fungi, suggesting again that airway 
infection due to these organisms, resulting in in situ prote-
ase production, may be an important mechanism underlying 
allergic disease induction. Irritation of the airways through 
viral infection, ozone exposure and other mechanisms fur-
ther increases endogenous airway protease activity, especially 
through induction of thrombin activity.23

Analyses of diverse allergenic proteases suggest that they ini-
tiate a complex, airway epithelial-centered mechanism in which 
the cytokines thymic stromal lymphopoietin (TSLP), IL-33, and 
IL-25 are induced and lead to robust allergic responses. In part, 
this sequence is initiated by the action of exogenous and endog-
enous proteinases on fibrinogen. Cleavage of fibrinogen by 

FIG. 43.7 Respiratory Tract Fungi in Allergic Airway Disease. (A) Representative Sabouraud’s plate fungal cultures of sinus la-
vage fluid from a representative subject with chronic rhinosinusitis and asthma. (B) Photomicrograph of unstained sinus lavage mu-
cus from a representative patient with allergic fungal rhinosinusitis showing extensive hyphal network (400× original magnifica-
tion). (Modified from Porter, P.C., Lim, D.J., Maskatia, Z.K., et al., Airway surface mycosis in chronic TH2-associated airway disease,  
J Allergy Clin Immunol. 2014;134:327.)
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proteases yields fibrinogen-cleaved products (FCPs) that signal 
through Toll-like receptor 4 (TLR4) to initiate both  antifungal 
responses and innate allergic inflammation, including ILC2 
responses (Fig. 43.8).23

NOVEL PATHWAYS TO THERAPY IN 
 INFLAMMATORY AIRWAY DISEASE
Intensive research conducted over several decades has mark-
edly improved understanding of the immune and  environmental 

basis of allergic and non-allergic airway diseases. However, 
currently available therapies for these diseases have failed to 
match this level of sophistication. Allergic disease is immuno-
logically complex and likely to involve multiple hypersensitiv-
ity mechanisms operating in parallel. Recent studies also show 
that factors other than allergens likely critically influence the 
airway immune response to inhaled antigens and particulate 
matter. These adjuvant factors include cell wall products of bac-
teria and fungi, secreted factors such as proteases, and endog-
enous factors that result from cells damaged through exposure 
to allergens and smoke. Evidence further suggests that asthma 

FIG. 43.8 Immune Pathogenesis of Asthma Due to Airway Mycosis. All initially healthy individuals are exposed to inhaled fungi that 
can produce at least transient airway mycosis. Depending on host and environmental factors, the airway mycosis can lead to airway in-
flammation that characterizes the activated, but not necessarily diseased, lung, and eventually progresses to clinically significant asthma 
with attendant immune and structural sequelae. The initial wave of airway mycosis triggers innate allergic responses by activating pattern 
recognition receptors (PRRs) including Toll-like receptor 2 (TLR2) and Dectin-1 expressed on airway epithelial and immune cells that detect 
fungal sugars such as chitin and β-glucan. Epithelial cells then secrete cytokines such as interleukin-25 (IL-25), IL-33, and thymic stromal 
lymphopoietin (TSLP) into the subepithelial space to promote the development of innate lymphoid cells type 2 (ILC2) and dendritic cells 
that migrate to draining lymph nodes and promote development of T helper type 2 (Th2) and Th17 cells and IgE-secreting B cells. At the 
same time, endogenous proteinases, and potentially fungal proteinases, promote the breakdown of fibrinogen into fibrinogen cleavage 
products (FCP) that signal through TLR4 to initiate airway hyperreactivity, eosinophilia, and mucous hypersecretion. Proteinases, fungal 
and endogenous, may also interact with protease-activated receptor 2 (PAR2) to either promote or attenuate asthma-like disease. With 
greater degrees of airway mycosis, the low-grade, innate allergic inflammation that characterizes healthy and activated lungs converts to 
a chronic lung (asthma) phenotype characterized by more persistent and intense allergic inflammation that includes prominent T helper 2 
(Th2) cells and Th17 cells, eosinophils (under the direction of IL-5), and mast cells (under the direction of IL-4 and immunoglobulin E [IgE] ), 
and neutrophils (under the direction of IL-17A and related cytokines), which promote severe allergic inflammation, airway hyperreactivity, 
and mucous hypersecretion that characterize various asthma endotypes. Most of these immune elements, including highly activated 
neutrophils, eosinophils, and antimicrobial peptide-secreting epithelial cells, have an antifungal role. Nonetheless, failure to resolve airway 
mycosis can result in permanent airway damage including airway fibrosis and bronchiectasis. (Reproduced from Li, E., Knight, J.M., Wu, 
Y., et al., Airway mycosis in allergic airway disease Adv Immunol. 2019;142:106.)
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and rhinosinusitis may be linked to respiratory tract infections 
involving viruses, especially HRV, and fungi. Future therapies 
are therefore likely to focus on both the endogenous factors that 
coordinate allergic inflammation (e.g., cytokines) and etiologic 
environmental factors.

Once considered primarily a physical barrier, the respiratory 
epithelium is now known to actively coordinate immunity to 
allergens and other environmental challenges. Through release 
of IL-33, IL-25, and/or TSLP, respiratory epithelial cells can 
initiate and coordinate the innate and adaptive type 2 immune 
response (see Fig. 43.8). In addition, respiratory epithelial cells 
produce several chemokines in response to environmental trig-
gers recruiting dendritic cells, ILC2s, basophils, eosinophils, 
and mast cell progenitors.26 A number of triggers listed earlier 
as well as trauma to airway cells can activate the release of these 
type 2 cytokines and chemokines.

The epithelial cell cytokines, IL-25, IL-33, and TSLP share 
many overlapping functions supporting a local type 2 inflam-
matory response but also possess unique functions. For exam-
ple, IL-33 and IL-25 activate different types of ILCs, with IL-33 
primarily activating ILC2 while IL-25 preferentially stimulates a 
novel population of type 2 innate cells. TSLP is associated more 
with activation of the adaptive type 2 inflammatory response 
via dendritic cells and uniquely supports the hematopoiesis 
of basophils. Together, these epithelial cell–derived cytokines 
orchestrate a robust innate and adaptive type 2 inflammatory 
response in addition to initiating repairs needed for the epithe-
lial barrier (see Fig. 43.8).26

ON THE HORIZON
• Clinical trials focused on interrupting key innate immunologic

 pathways (i.e., IL-33, thymic stromal lymphopoietin [TSLP]) in allergic 
 disease.

• Focused research on the importance of infectious pathogens,
 especially fungi, in asthma and chronic rhinosinusitis.

• Accelerated development of biomarkers for asthma, chronic rhinosi-
nusitis, and possibly other allergic airway disorders.

• Emergence of clinical trials focusing on antiinflammatory small
 molecules.

Recent studies have verified the importance of Th2- and ILC-
derived cytokines, including IL-5 and IL-13, to the pathogenesis 
of human allergic disease. The anti–IL-5 antibody mepolizumab 
and anti–IL-4/IL-13 receptor (dupilumab) antibodies were 
recently approved for use in eosinophilic asthma and appear to 
offer substantial benefit (see Table 43.1). In addition to defining 
diseases that are most likely to benefit from them, a major chal-
lenge with all biologic agents is overcoming their prohibitive 
costs. Therefore the therapy of allergic airway diseases is likely 
to evolve toward the development of small, relatively easily 
manufactured and relatively inexpensive molecules that antago-
nize disease-related pathways established through biologics as 
essential to disease expression.

The central role that proteases and the proteolytic activa-
tion of complement (e.g., C3) and coagulation-related inflam-
matory pathways (e.g., fibrinogen) play in allergic diseases 
support targeting of these molecules as part of future clinical 
trials in allergic airway disease. However, the discovery that 
severe, life-threatening forms of asthma and severe CRS are 
ultimately due to fungal infections suggests that novel anti-
inflammatory therapies must be combined with  antifungal 

approaches if patients are to derive maximum benefit. 
Although several positive trials involving antifungals for aller-
gic airway disease have been reported, future studies are likely 
to involve improved clinical trial designs combined with supe-
rior antifungal agents and improved means of delivery, includ-
ing by aerosol.
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Mast cells (MCs) are granular innate immune cells that are 
widely distributed in tissue and are best recognized as the pri-
mary effector cell of allergic disease. While there is still much to 
learn about human MCs, significant advancements have been 
made in our understanding of human MCs including their 
functions independent of allergic disease as well as the origin 
and development of MCs and their progenitors. In this chapter, 
we will review the origin, development, and functions of MCs, 
as well as their roles in human health and disease. Basophils 
are circulating cells containing granules staining similarly to 
MCs (Fig. 44.1), attributed with overlapping pathogenic roles 
in allergic disease, although their physiologic function is less 
understood.

MAST CELL BIOLOGY

Mast Cell Origin and Early Development
MCs are of hematopoietic origin. One proposed model of MC 
development is that hematopoietic stem cells in the bone mar-
row give rise to different types of progenitor cells including mul-
tipotent and common myeloid progenitors that progress to a 
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FIG. 44.1 Ultrastructures of Mast Cell and Basophil. A baso-
phil (B) adjacent to a mast cell (MC) in the ileal submucosa of 
a patient with Crohn disease. The basophil exhibits a bilobed 
nucleus (solid arrows) whose chromatin is strikingly condensed 
beneath the nuclear membrane. The basophil surface is rela-
tively smooth with a few blunt processes (arrowhead). The mast 
cell nucleus is larger and its chromatin less condensed than 
that of the basophil. The mast cell’s granules are smaller, more 
numerous, and more variable in shape and content than those 
of the basophil. The mast cell surface has numerous elongated, 
thin folds (curved arrows) (original magnification approximately 
×9000). (From Dvorak AM, Monahan RA, Osage JE, Dickersin 
GR. Crohn’s disease: transmission electron microscopical stud-
ies. Hum Pathol. 1980;11:606–619, with permission from Ann 
M. Dvorak.)

mast cell progenitor (MCp), which exits the bone marrow and 
migrates to different tissue sites to complete differentiation and 
maturation.1 Tissue resident MCs persist for extended periods of 
time and are exposed to a host of stimuli, which allows further 
differentiation and maturation.1,2 MC development occurs along 
a myeloid pathway in distinct stages characterized by various cell 
surface markers as well as variable expression in transcription 
factors. In humans, the MCp population exists as CD34/CD117/
CD13 positive cells.3

Although multiple cytokines influence MC growth and 
development, stem cell factor (SCF) is considered the most 
important.4 SCF is the ligand for the c-kit receptor (CD117), 
which is a transmembrane receptor with intrinsic tyrosine 
kinase activity.4 SCF is best known for facilitating MC survival 
that is thought to occur via its inhibition of apoptotic proteins.4 
It has also been linked to other MC functions including prolif-
eration, differentiation, maturation, cellular adhesion, and MC 
chemotaxis.4 In addition, SCF has been implicated in the aug-
mentation of mast cell activation (MCA) via different receptors 
including FcɛR1 as well as TLR4, and c-kit signaling enhances
MC degranulation via calcium influx and induction of changes 
in transcriptional activity.4 Gain of function mutations in the 
c-kit receptor gene are central to the pathogenesis of mastocyto-
sis.5 Mice with hypofunctioning KIT/SCF pathway have a pro-
found MC deficiency. These findings demonstrate that SCF/KIT 
is a key signaling pathway for MCs, although there are likely 
additional factors contributing to progenitor development.6 In 
vitro, MCs can be cultured from CD34+ sorted progenitors in 
hematopoietic stem cell media supplemented with SCF alone.4 It 
has been generally thought that MCs share a common progeni-
tor with myeloid cells, although a MC specific unique progenitor 
directly branching from the multipotential progenitor cell has 
also been demonstrated.7

KEY CONCEPTS
Mast Cell Origin and Development

• MCs originate from the bone marrow and belong to a myeloid lineage.
• MCps migrate to different tissues where they complete differentia-

tion/maturation and may reside for long periods of time.
• Stem cell factor and c-KIT signaling are central to MC survival and

function as well as development of mastocytosis.
• MC progenitors reside in a CD34/CD117/CD13 positive progenitor pool.

Mast Cell Homing
Tissue-specific homing of MCps is a critical portion of MC 
development as it enables maturation and differentiation in 
unique microenvironments. Integrins and cell adhesion mole-
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cules help mediate the process by which MCps localize to differ-
ent tissues. Human MCps express α4β1 integrin and this regu-
lates adhesion to activated endothelial cells, which in turn helps 
facilitate migration of MCps from circulation to tissue. Integrin 
expression also varies by target tissue. For example, mucosal 
MCs require β7 to mediate homing to the gut; the integrin α4β7 
mediates homing to the gut by binding MadCAM1 (mucosal 
address in cell adhesion molecule 1) and VCAM-1 (vascular 
cell adhesion molecule 1). MCps express a number of different 
chemokine receptors including CCR1, CXCR2, CCR3, CXCR4, 
and CCR5.8 In humans, expression of CCR1 and CCR5 has 
been linked to MCp retention in the bone marrow as compared 
to circulating precursors.8 CXCR2 is involved in the homing of 
MC precursors to the intestine.

Mast Cell Heterogeneity
There is substantial heterogeneity among MCs in regard to protease 
content, receptor expression, mediator content, and responsiveness 
to immunologic and nonimmunologic stimuli. MC heterogeneity 
can occur between different tissues and within the same tissue. 
Historically, MCs have been classified based on their protease 
content with two major subtypes: MCt (tryptase only) and MCtc 
(tryptase and chymase). Classically, MCts are found predomi-
nantly at mucosal surfaces while MCtcs are found in connective 
tissue. Recent studies suggest that MCs are far more heterogeneous 
than their protease content would suggest. Transcriptional analysis 
of MCs isolated from different tissue sites has revealed significant 
variance in genes encoding serine proteases, metalloproteases, 
adhesion molecules, mediator production, and cytokine produc-
tion.9,10 Differential transcriptional expression has also been noted 
to occur in MCA with different stimuli such as in immunoglobu-
lin E (IgE) cross-linking versus interleukin (IL)-33 stimulation.11 
Different disease states are also associated with specific changes in 
MCs. For example, in eczema, MCs in the skin display increased 
substance P and neurokinin receptor expression as compared to 
MCs in the gastrointestinal (GI) tract where chymase expression 
is increased in response to parasitic infection. In murine models 
of food allergy, activation of connective tissue MCs was linked to 
systemic anaphylaxis and activation mucosal mast cell protease-1 
(MMCP-1) MCs was linked to GI-predominant reactions.12 Col-
lectively, these findings support the concept that MCs express dif-
ferent gene profiles in response to environmental stimuli resulting 
in inter- and intra-tissue–specific variability that contribute to both 
MC-mediated disease and homeostatic  function.

ease states. Table 44.1 summarizes key ligands and receptors in 
MCA. The most extensively studied MC receptor is FcεR1 (high 
affinity IgE receptor). FcεR1 is a tetrameric receptor (composed 
of α, β, and 2 γ subunits) lacking intrinsic kinase activity, where 
α subunit binds IgE, and γ subunit mediates signal transduc-
tion. Crosslinking of FcεR1 via IgE-antigen complexes results 
in receptor aggregation that initiates a tyrosine phosphorylation 
cascade stimulated by lyn/syk, fyn, and hck kinases leading to 
a multiphasic cell response.4 This response is characterized by 
MC degranulation with immediate release of preformed media-
tors (such as histamine), followed by rapid production of lipid 
mediators (prostaglandins such as PGD2 and cysteinyl leukotri-
enes [LT]), and cytokine production.4

MCA response coincides with the biphasic early and late 
phase symptoms of allergic diseases such as allergic rhini-
tis. Activation of FcεR1 by IgE also has effects independent 
of degranulation including promotion of MC survival and 
increasing cell expression of FcεR1.4 Whether or not IgE 
independent of antigen is able to activate MCs has been an 
area of controversy. Monomeric IgE bound to FcεR1 with-
out antigen has been shown to trigger MC degranulation, 
amplify migratory response, and enhance MC survival.13–16 
Histamine-releasing-factor (HRF) has also been implicated 
in antigen-independent IgE activation of MCs by facilitating 
crosslinking of IgE bound to FcεR1.17 These findings support 
a role of MCA in allergic disease independent of sensitiza-
tion status and also highlights the importance of IgE-FcεR1 
binding interaction as a therapeutic target for MC-mediated 
processes.

Non–IgE-mediated MCA is an area of active investigation 
as it provides insight into disease processes where symptoms 
mediated by MC degranulation are present, but there is no 
clear IgE-mediated sensitization. MCA by a variety of differ-
ent triggers has been described including IgG (through FcγR1, 
RIIa, and RIII), complement receptors, PAMPs (pathogen 
associated molecular patterns) via toll-like receptors (TLRs), 
MRGPRX2 (Mas-related G-protein-coupled receptor-X2) 
through various ligands, alarmins, chemokines, and cyto-
kines.4,18 IgG-mediated MCA occurs via IgG binding to FcγR 
and provides a mechanism by which MCA may occur in auto-
immune diseases as many autoimmune conditions are charac-
terized by IgG immune complex formation. Likewise, comple-
ment activation in autoimmune and infectious disease may 
contribute to MCA via C3a and C5a receptors. MRGPRX2 is 
a G protein coupled receptor thought to be involved in sev-
eral MC functions including innate immune responses, wound 
repair, and induction of MC degranulation in a manner inde-
pendent of IgE.19 In vitro experimentation using small molecule 
drugs such as fluoroquinolone antibiotics and neuromuscular 
blocking agents have demonstrated that such medications are 
capable of eliciting MC degranulation via MRGPRX2.20 This 
would suggest that a subset of immediate drug hypersensitivity 
reactions may be non–IgE-mediated and potentially explains 
how a patient without prior exposure or sensitization to a drug 
could display an allergic reaction to that drug on first expo-
sure. Recently, there has been an increased focus on MC neural 
interactions given the close proximity of MCs to nerve fibers 
in peripheral tissue. Many neuropeptides, such as substance 
P (also acting through MRGPRX2 receptor), have been dem-
onstrated to cause MC degranulation, and neurologic symp-
toms such as itch and sometimes pain are often present in MC  
mediated processes.18

KEY CONCEPTS
Mast Cell Homing and Heterogeneity

• MC homing to tissue is mediated by adhesion molecules such as inte-
grins and also by chemokines. For homing to the gut, α4β7 binding to
MadCAM1 is critical.

• There is substantial heterogeneity among MC populations with vari-
ances in protease content, receptor expression, mediator content,
and responsiveness to stimuli.

• MC heterogeneity and phenotype play important roles in both normal
MC function and disease pathogenesis.

MAST CELL ACTIVATION
A characteristic feature of MCs is their ability to be activated 
by multiple stimuli in complex environments. This functional-
ity is central to their role in homeostasis and a number of dis-
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TABLE 44.1 Mast Cell Activation

Ligand/Receptor Biologic Effect Clinical Significance

SCF/c-kit Enhances MC survival, migration, and adhesion as well as 
stimulation of IL-6 production.

Mutations in c-kit are associated with mastocytosis, and kit 
inhibitors are emerging as therapy for MC disease.

IgE/FcεR1 Causes MC degranulation, lipid mediator, and cytokine 
production.

Mechanism of IgE-mediated allergic disease.

IgG/FcγR1, RIIa and RIII Causes MC degranulation, proinflammatory cytokine pro-
duction, and lipid mediator production.

Contribution of MC to immune response to pathogens; 
possible role of MC activation in autoimmune disease.

C3a, C5a/C3aR, C5aR Enhances IgG/FcγR-induced MC degranulation; promotes 
MC migration, adhesion, and mediator production.

Contribution of MC to immune response to pathogens; 
possible role of MC activation in autoimmune disease.

PAMPs/TLR-1, 2, 4, 5, 6 Increases cytokine production from MCs; depending on 
context can inhibit IgE/FcεR1 activation.

Contribution of MC to immune response to pathogens; 
possible role in regulation of IgE allergic responses.

Neuropeptides and drugs/
MRGPRX2

Cause MC degranulation in response to different stimuli 
including substance P and small molecule drugs

Possible mechanism of pseudo-allergic reactions and of 
allergic reactions upon first exposure to a drug.

IL-4/IL-4R Enhances FcεR1 expression, increases release of MC 
mediators, and enhances MC production of other Th2 
cytokines.

Possible mechanism of anti-IL4 therapies in allergic 
disease.

IL-33/ST2 Promotes MC activation, survival, maturation, adhesion, 
and cytokine production.

IL-33 is an alarmin and is released in response to cellular 
damage or inflammation, thus highlighting the role of 
MCs in immune responses to tissue damage and inflam-
matory diseases.

TSLP/TSLP-R Promotes MC survival, but with little MC activation or 
stimulation of cytokine production.

TSLP is released by barrier/epithelial cells in response to a 
number of stimuli and is one mechanism by which MCs 
interact with their local environment.

IL, Interleukin; MCs, mast cells; MRGPRX, Mas related G protein coupled receptor X; PAMP, pathogen associated molecular pattern; SCF, stem cell factor; TSLP, Thymic stromal 
lymphopoietin.

MCA is regulated by inhibitory receptors containing  
tyrosine-based inhibitory motifs (ITIMs) intracellularly. Siglec 
6 and 8, CD300a, and FcγRIIb are examples of such inhibitory 
receptors in humans.

MAST CELL MEDIATORS
MC and basophils express a myriad of potent biologically active 
mediators. These mediators are either stored preformed in cyto-
plasmic secretory granules or synthesized de novo upon cellular 
activation and help to orchestrate various functions in inflam-
mation and host defense (Table 44.2).

Preformed Mediators
Preformed mediators, such as histamine, proteases (e.g., trypt-
ase, chymase, and carboxypeptidase A), and proteoglycans (e.g., 
heparin) are stored in cytoplasmic granules and rapidly released 
within seconds to minutes upon cell activation. The specific 
profile of preformed mediators is influenced by MC subtype 
and the surrounding microenvironment. Degranulation can 
occur by several mechanisms, generally involving the fusion of 
membrane granules with the plasma membrane, resulting in 
the release of granular contents into the extracellular environ-
ment. Similar to lysosomes, MC granules are stabilized by a 
low pH and contain lysosomal enzymes. One such enzyme is 
β-hexosaminidase, found in all MC subtypes. Quantification of 
released β-hexosaminidase activity has been used as a measure 
of MC degranulation in vitro.2 Uniquely, MCs are able to re-
granulate and therefore remain functional following activation 
and subsequent degranulation.2 Histamine, tryptase and pro-
teoglycans are discussed more detail below due to their clinical 
significance.

Histamine
Histamine is derived by the decarboxylation of the amino acid 
histidine. The main source of histamine in humans are MCs and, 

to a lesser extent, basophils.21 However, histamine is also pro-
duced by neurons, enterochromaffin-like cells in the stomach, 
and bacteria including those in the gut.21 Circulating histamine 
interacts with target cells via four types of receptors (H1-4) and 
ultimately contributes to the increased vascular permeability, 
vasodilation, smooth muscle contraction, bronchoconstric-
tion, mucus production, increased heart rate and cardiac out-
put, gastric acid secretion, and pruritus associated with allergic 
and inflammatory reactions.21 In clinical practice, H1 receptor 
antagonists (e.g., cetirizine, levocetirizine, fexofenadine, lorata-
dine, desloratadine) are frequently used in the management of 
allergic diseases such as rhinitis and chronic urticaria.

Mast Cell Proteases
MC proteases (e.g., tryptases, chymases, and carboxypeptidase 
A), like other preformed mediators, are stored as active enzymes 
within secretory granules. A wide range of non–mast-cell– 
specific proteases can also be found within MC secretory granules 
including granzyme B, lysosomal cathepsins, active caspase 3,  
kallikreins, matrix metalloproteinase-9, and renin.

Tryptase
Tryptase isoforms. Tryptase is the most abundant preformed 

granular enzyme found in all human MCs and is frequently 
used as a marker for MC activation. Of the four isoforms of 
tryptase (α, β, γ, δ), β-tryptase, and to a lesser extent α-tryptase, 
are considered the most biologically significant.21 The γ and 
δ forms of tryptase are believed to have little, if any, catalytic 
activity. Tryptase-encoding genes are clustered together on 
chromosome 16 (TPSAB1, TPSB2, TPSG1, TPSD1). Notably, 
α-tryptase and β1-tryptase alleles are co-allelic at the TPSAB1 
gene locus,22 while TPSB2 only encodes β-tryptase. In human 
MCs, β-tryptase undergoes conformational change from an 
inactive monomer to its biologically active tetrameric form 
comprised of identical subunits. However, the stability of the 
β-tryptase tetramer relies upon the presence of heparin and 
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Hereditary α-tryptasemia. Hereditary α-tryptasemia (HAT) 
is a recently described autosomal dominant condition caused by 
increased monoallelic α-tryptase copy number at TPSAB1,22,23 
where serum tryptase levels (generally above 8 ng/mL) correlate 
with the copy number of the α-tryptase allele. It is estimated to 
be present in 6% of general population. Whether HAT is asso-
ciated with a distinct clinical phenotype is a matter of active 
investigation. Patients with HAT appear to be more prone to 
severe hymenoptera allergy reactions if they also have an IgE-
mediated sensitization. While it is tempting to suggest that per-
sistent symptoms of otherwise undetermined etiology may be 
due to excess α-tryptase, many patients with this condition are 
asymptomatic and there remains no conclusive evidence asso-
ciating HAT with a common set of specific symptoms or other 
disease states.

Proteoglycans and Heparin
Chondroitin sulfate and heparin are proteoglycans stored in 
preformed MC granules and render the metachromatic stain-
ing properties of the cells. In addition to its anticoagulant effect, 
heparin contributes to vascular permeability and smooth mus-
cle contraction.21 In maculopapular lesions of cutaneous mas-
tocytosis, heparin is associated with clusters of MCs within the 
lesions.24

Newly Formed Mediators
Lipid mediators (e.g., prostaglandins, LT, platelet activating fac-
tor [PAF]), cytokines, chemokines, and growth factors are pro-
duced de novo upon MC activation.2

only occurs in pH values under 6.5. Therefore it follows that 
either heparin depolymerization or increasing intragranular pH 
may result in decreased tryptase enzyme activity. In contrast to 
β-tryptase stored in granules, α-tryptase is a protryptase lacking 
enzyme activity that is secreted constitutively outside of the cell; 
as such, its levels may correlate with total body MC burden. 
This, in turn, is useful in assessing MC burden and monitoring 
response to cytoreductive therapy in mastocytosis.

Pathophysiology and diagnostic function. The pathologic and 
physiologic effects of tryptase after MC degranulation may play 
a role in the development of allergy, inflammation, tissue remod-
eling, and the immune response. Baseline serum levels (median 
around 5 ng/mL, normally ranging from 1 to 11 ng/mL) reflect 
the constitutive secretion of immature monomeric tryptases 
(mainly α tryptase) by resting MCs, and are therefore reflective of 
total body MC burden.21 The heparin-bound, highly active tetra-
meric form of β-tryptase is released by MCs only upon activation 
and represents the increase in serum tryptase during an allergic 
response.21 In contrast, an increase in serum level of α-tryptase 
is not seen following allergen-induced MC degranulation.21 In 
clinical practice, the measurement of serum tryptase is used to 
diagnose and monitor mastocytosis and disorders of MCA.21 
Currently, commercially available tryptase assays measure only 
total tryptase (i.e., α and β). A transient and rapid increase of total 
serum tryptase (>2 + 1.2*baseline level) within 4 hours of an
anaphylactic event is generally considered laboratory evidence 
of MCA.21 In the evaluation of systemic mastocytosis, a baseline 
serum tryptase level of greater than 20 ng/mL is considered a 
minor diagnostic criterion.21 Tryptase levels may also be useful 
in monitoring response to cytoreductive therapy in mastocytosis.

TABLE 44.2 Selected Mast Cell Mediators

Mediator Ligand/Receptor Pathophysiologic Effects
Commonly Used Targeted Therapy 
in Allergic Disease

Preformed
Histamine/H1, H2, H3, H4R

Proteases
Tryptase (α, β, γ, δ)/PAR (protease acti-

vated receptors)
Chymase

Carboxypeptidase A (CPA3)

Proteoglycans
Heparin

Newly formed
Lipid mediators
PGD2/DP1, CRTH2 (DP2); TXA2
CysLTs (LTC4, LD4, LTE4), LTB4/CysLT1R, 

CysLT2R, GPR99

PAF/PAF-R

Cytokines
IL-1β, IL-2, IL-3, IL-4, IL-5, IL-6, IL-8, IL-9, IL-10, 

IL-11, IL-13, IL-15, IL-16, IL-17A, IL-18, IL-22, 
IL-24, IL-25, IL-33, TNF-α, SF, NGF, TGF-β, 
FGF-2, VEGF, IFN-α, GM-CSF, TSLP

Chemokines
CCL5, CXCL8

Increased vascular permeability, vasodilation, smooth muscle 
contraction, bronchoconstriction, mucus production, 
increased heart rate and cardiac output, gastric acid  
secretion, pruritus

Allergy, inflammation, tissue remodeling, immune response; 
defective in hereditary α-tryptasemia (HAT)

Tissue remodeling and injury; potent enzymatic conversion of 
angiotensin I to angiotensin II

Vasoprotective neutralization of endotoxin I; neutralizes 
sarafoxtoxin (snake venom)

Β-tryptase tetramer stabilizer; vascular permeability, smooth 
muscle contraction; 

vasodilation (DP1), bronchoconstriction (CRTH2/DP2); baso-
phil, eosinophil, Th2 and ILC2 cell chemoattractant (PGD2); 
aspirin-exacerbated respiratory disease (AERD)

Bacterial defense; neutrophil chemoattractant (LTB4); 
bronchoconstriction (LTD4); smooth muscle contraction; in-
creased microvascular permeability; amplified Th2 response

Platelet aggregation, vasodilation, potent bronchoconstriction

Cell signaling, growth, proliferation and migration

Immune cell recruitment to sites of infection

H1-receptor antagonists
(cetirizine, levocetirizine, fexofenadine, 

loratadine, rupatadine); H2-receptor 
antagonists (ranitidine, famotidine)

Cyclooxygenase (COX) inhibitors, other 
nonsteroidal antiinflammatory drugs 
(NSAIDs), aspirin

CysLT1R-antagonists (montelukast, zafirlu-
kast); 5-LO inhibitor (zileuton)

Platelet-activating factor receptor (PAFR) 
antagonist (rupatadine); epinephrine

Anti-IL-4, IL-13/IL-4Rα antagonist (dupilum-
ab); anti-IL-5 (mepolizumab, reslizumab); 
IL-5R antagonist (benralizumab)
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Lipid Mediators
Lipid mediator synthesis occurs shortly after degranulation 
and begins with the production of arachidonic acid and lyso-
phosphatidylcholine from membrane phosphatidylcholine by 
phospholipase A2.

25 The eicosanoids, prostaglandins (PG), and 
LT are generated by the metabolism of arachidonic acid through 
the cyclooxygenase (COX) and lipoxygenase pathways, respec-
tively.2 PAF is synthesized from lysophosphatidylcholine.2,25 
These lipid mediators go on to participate in the regulation 
of vascular permeability, smooth muscle contraction, and the 
recruitment of immune effector cells.2,25

Prostaglandins
Prostaglandin synthesis via the COX pathway begins with conver-
sion of arachidonic acid to PGH2, the bioactive precursor of all 
PGs, by the COX enzyme.2 PGD2 synthase subsequently converts 
PGH2 to PGD2, arguably the most important PG in MCs.2 Liber-
ated PGD2 can elicit vasodilation and bronchoconstriction when 
bound to its receptors, DP1 and CRTH2 (DP2), respectively.21 A 
strong chemoattractant for basophils, eosinophils, Th2 cells, and 
group 2 innate lymphoid cells (ILC2), all of which express CRTH2 
(DP2) receptors, PGD2 can thereby amplify type 2 inflammation 
by inducing cytokine generation (IL-4, IL-5, IL-13).21 In contrast 
to the large quantities generated by MCs, PGD2 is not produced by 
basophils.21 PGD2 is, however, made by other immune cells includ-
ing eosinophils, Th2 cells, DCs, and by nonhematopoietic tissues 
such as brain, heart, lungs, and kidney.21 Clinically, the COX 
pathway plays a role in aspirin-exacerbated respiratory disease 
(AERD), which is discussed in more detail later in this chapter.

Leukotrienes
In activated MCs and basophils, the lipoxygenase (LO) pathway 
of LT synthesis begins with oxidation of arachidonic acid by 5-LO 
and 5-LO-activating protein (FLAP) into unstable metabolites, 
5-HpETE and LTA4.

2,26 LTA4 hydrolase converts LTA4 to LTB4, 
which undergoes conjugation by LTC4 synthase to form LTC4, the 
precursor for all cysteinyl-leukotrienes (CysLT).2,26 LTC4 is released 
by an energy-dependent mechanism involving multi-drug resis-
tance protein (MRP-1), converted extracellularly to LTD4, a 
potent bronchoconstrictor, and finally to the stable metabolite 
LTE4.

2,26 In addition to MCs and basophils, myeloid dendritic cells 
(DC), eosinophils, and macrophages also release CysLTs (LTC4, 
LTD4, LTE4).21 Generally, LTs contribute to host defense against 
bacterial infections by influencing local vascular endothelium to 
promote rolling and recruitment of neutrophils and eosinophils.2 
Specifically, the small quantity of LTB4 produced acts as a potent 
neutrophil chemoattractant.2 However, despite their beneficial 
effects in bacterial defense, CysLTs play a significant role in allergic 
inflammation by inducing smooth muscle contraction and airway 
constriction, and increasing microvascular permeability.21 Mouse 
models suggest CysLT amplifies Th2 responses through three dis-
tinct receptors (CysLT1R, CysLT2R, GPR99), with effects achieved 
at concentrations up to 1000-fold lower than histamine.21 In clini-
cal practice, CysLT1R antagonists (e.g., montelukast, zafirlukast) 
and 5-LO inhibitors (e.g., zileuton) are used in the management 
of asthma.4 Notably, a recent study demonstrated montelukast-
sensitive MC activation by LTE4 through CysLT1R, inducing pro-
duction of PGD2 and thromboxane A2 (TXA2).

26

Platelet-Activating Factor
PAF is synthesized de novo from membrane lysophosphatidyl-
choline by several cell types including MCs, eosinophils, plate-
lets, neutrophils, monocytes, basophils, epithelial and endo-

thelial cells in response to stress and other stimuli.25 Effects 
attributed to PAF include platelet aggregation, vasodilation, and 
potent bronchoconstriction.25 PAF is rapidly hydrolyzed and 
degraded to its inactive metabolite, lysoPAF, by intracellular and 
plasma types of the PAF acetylhydrolase (PAF-AH) enzyme.21,25 
Many of the cells that produce PAF are also targets for its bio-
activity through G protein-linked receptors (PAF-r). PAF recep-
tor binding leads to mobilization of intracellular calcium and 
activation of kinases, resulting in release of arachidonic acid.25 
In human lung MCs and peripheral blood-derived MCs, PAF 
induces histamine and PGD2 release following receptor bind-
ing.25 In human airways, PAF is also a potent mediator of eosino-
phil chemotaxis.25 Notably, PAF has no effect on skin MCs which 
lack PAF-r expression.25 However, increased serum PAF levels 
and decreased PAF-AH have been linked to the development of 
allergic diseases such as rhinitis, asthma, and chronic urticaria. 
PAF is produced during the early and late phases of the aller-
gic response, contributes to nasal congestion and rhinorrhea in 
allergic rhinitis, and is among many proinflammatory mediators 
involved in asthma pathogenesis.25 PAF also plays a role in IgE-
dependent and IgE-independent anaphylaxis; higher PAF levels 
may correlate with more severe reactions.25 PAF has been impli-
cated as a mediator in sepsis, atherosclerosis, and malignancy.25

Cytokines and Chemokines
Cytokines are small secreted proteins essential for cell signaling, 
growth, proliferation, and migration. Via autocrine secretion, 
MCs themselves can be affected by a number of cytokines includ-
ing SCF, IL-4, IL-6, IL-10, transforming growth factor (TGF)-β, 
IL-33, and thymic stromal lymphopoietin (TSLP). The unique 
responses elicited influence the heterogeneity and phenotype 
variation seen among MC populations. The central role of SCF 
in MC growth and differentiation was discussed above. IL-6 is 
critical for human MC maturation.4 TGF-β, classically immu-
nosuppressive, enhances early MCp differentiation, but reduces 
survival of late-stage precursors. TGF-β also elicits MC chemo-
taxis, reduces FcεR1 expression IgE-induced cytokine produc-
tion, and inhibits IL-33 production.4 IL-33 is produced by barrier 
cells in response cell damage or inflammation and can activate 
MCs, as well as promote their survival, maturation, adhesion, 
and cytokine production.4 TSLP is also expressed by barrier cells 
and promotes MC proliferation.4 Much research has focused on 
MC-derived IL-4 as a major contributor to symptom develop-
ment in allergy and asthma.4 IL-4 elicits Th2 differentiation of 
naïve T cells, and amplifies type 2 inflammatory responses via a 
positive feedback loop between MCs, Th2, and ILC2 cells.4 The 
effect of MC cytokine production in food allergy has also been 
suggested by a recent study demonstrating MCps in the intestinal 
mucosa as an important source of IL-9 and IL-13.12 Conversely, 
MCs can express antiinflammatory cytokines TGF-β and IL-10.4 
As a part of the innate immune response to microbial infection, 
MCs generate TNF-α, IL-6, and IL-1β.2 In addition to an array of 
cytokines, MCs produce chemokines, notably CCL5 and CXCL8, 
which help recruit immune cells to sites of infection.5 Chemo-
kines were previously discussed in the context of MC homing.

NORMAL MAST CELL FUNCTION
As previously discussed, MC development, migration, and sur-
vival are influenced by growth factors, most notably SCF.4 In 
healthy individuals, tissue-resident MCs are maintained in con-
stant numbers at baseline and their numbers are upregulated 
after allergic or inflammatory triggers. MCs are involved in host 
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immune defenses, immune tolerance, tissue repair, neutraliza-
tion of venoms, and homeostasis.2

Immune Response to Infection
MCs contribute to both innate and adaptive immune responses. 
Although found in most tissues, the strategic distribution of 
MCs at surfaces with environmental exposure, such as skin and 
mucosal surfaces,2 supports a role in pathogen recognition and 
host defense.

Innate Immunity
MCs contribute to the innate immune response through  
toll-like receptors (TLRs), NOD-like receptor (NLR), RIG-like 
receptor (RIG), and complement receptor recognition of vari-
ous antigens, toxins, and pathogens,4 resulting in the release 
of inflammatory mediators help to contain and clear infection 
and aid in the recruitment of effector cells (e.g., neutrophils and 
macrophages). TLR-2 recognizes peptidoglycans from gram-
positive bacteria, gram-negative bacteria, and mycobacteria, 
resulting in cytokine release (TNF-α, IL-1β, IL-4, IL-5, IL-6, 
IL-13), production of LTC4, and MC degranulation.2,4 Similarly, 
TLR-4 binds lipopolysaccharides (LPSs) from gram-negative 
bacteria, lipid A, fibrinogen, and Mycobacterium tuberculosis, 
to induce cytokine release (TNF-α, IL-1β, IL-6, IL-13) without 
degranulation.2,4 MCs are able to directly eliminate microbes 
through intracellular and extracellular antimicrobial mecha-
nisms. MCs release peptides with direct bactericidal effects (e.g., 
cathelicidins, defensins, and psidins), and are also capable of 
phagocytosis and production of reactive oxygen species to aid in 
bacterial killing.2 To help ensnare and kill extracellular bacteria 
that may have evaded phagocytosis, activated MCs can produce 
aptly named MC extracellular traps (MCETs).2 MC proteases 
can also degrade endogenous peptides and venoms, thereby 
limiting their toxicity.2 In early parasitic infections, MCs and 
basophils release IL-4 and IL-13 to promote IgE production, 
immune cell recruitment, and regulation of gastrointestinal per-
meability which, in addition to growth factors IL-3, SCF, and 
IL-9 effects, promote the expulsion of the parasite and contain-
ment of a chronic infection.2 The role of MCs in viral infections 
is less well defined. In response to viral products, activated MCs 
express IL-1β, IL-6, CCL3, CCL4, CCL5, and CCL8.2 MC viral 
recognition is also thought to incite cellular responses, specifi-
cally, the recruitment of CD8 T lymphocytes to the site of infec-
tion and the production of IFN-1 to promote viral clearance.2

Adaptive Immunity
In addition to their interaction with adaptive immune systems 
through involvement in allergic reactions through high affinity 
receptor for IgE, studies on the role of MCs in adaptive immu-
nity have shown that MCs, like DC, are capable of antigen pro-
cessing and presenting via MHCI and MHCII complexes.2 MC 
mediators promote DC function, phenotypical maturation, and 
migration to lymph nodes.2 MCs can also directly activate T 
lymphocytes through the release of TNF.2 In contrast to their 
significant role in the propagation of adaptive immunity, MCs 
can also temper the duration and magnitude of the immune 
response via expression of antiinflammatory cytokines such as  
IL-10 and TGF-β.2

Immune Tolerance
Although long considered mediators of inflammation and 
immediate hypersensitivity, MCs can also act as modulators of 

the immune response. MC-derived IL-10 and TGF-β, for exam-
ple, can downregulate the expression of the IgE-receptor FcεRI 
to limit IgE-mediated MC degranulation.2,5

Mast Cell Homeostasis
Several studies have demonstrated the importance of proinflam-
matory and antiinflammatory effects of IL-4, IL-10, and TGF-β 
on pathways of MC homeostasis.4 In an effort to balance cell 
growth, MCs have pathways for both apoptosis and autophagy.4 
While MCs are susceptible to Fas- or TNF-related apoptosis-
inducing ligand (TRAIL)-mediated apoptosis via caspase acti-
vation, SCF can inactivate pro-apoptotic proteins and increase 
expression of pro-survival proteins.4 A separate process, autoph-
agy, involves the degradation and reuse of intracellular organelles 
and proteins. Dysregulation of MC autophagy has been impli-
cated in chronic rhinosinusitis, asthma, and systemic sclerosis.4

KEY CONCEPTS
Normal Mast Cell Function

• Mast cells have roles in both innate and adaptive immune responses,
and are strategically distributed at environmental interfaces to opti-
mize pathogen recognition and host defense.

• Mast cells mediate inflammation and immediate hypersensitivity, but
can also act as response modulators to promote immune tolerance.

• Pathways for both apoptosis and autophagy help maintain mast cell
homeostasis.

• Mast cells also produce growth factors to promote tissue repair.

MAST CELL RELATED DISEASE

Role of Mast Cells in Allergic Disease
MCs are perhaps best known for their pathogenic role in aller-
gic diseases such as asthma and allergic rhinitis. In most cases, 
clinical signs of allergic response (e.g., increased vascular 
permeability, bronchospasm, erythema, smooth muscle contrac-
tion, augmented mucus production) result from localized effects 
of MC mediators released in response to allergen recognition and 
activation of the IgE-bound FcεR1 receptor in sensitized individ-
uals.2,4,25

Anaphylaxis
Anaphylaxis is an acute, potentially life-threatening, multisys-
tem clinical reaction caused by immunological or nonimmu-
nological activation of MCs and basophils leading to precipi-
tous release of mediators into the circulation.25 In the clinical 
setting, triggers of anaphylaxis can include food allergies, drug 
allergies, venom, exercise, or idiopathic etiology. Systemic 
mediator release can lead to rapid development of urticaria, 
gastrointestinal upset, respiratory distress, and cardiovascu-
lar collapse, the hallmarks of anaphylaxis. Although histamine 
and β-tryptase are released together, histamine is a less reliable 
clinical biomarker of MC degranulation due to its short half-life 
and other non-MC sources.21 An acute rise in serum β-tryptase 
levels therefore remains the best marker of systemic MC activa-
tion in anaphylaxis.21 The classic mechanism of anaphylaxis can 
be considered a severe form of IgE-mediated type I hypersen-
sitivity, although anaphylaxis can also be independent of IgE-
mediated activation.25 Recent studies have also suggested PAF 
may amplify the physiologic manifestations of both IgE- and 
IgG-mediated anaphylaxis.25,27 PAF response is partially depen-
dent on calcium influx, and therefore downregulation of signal-
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ing through PAF-r occurs with epinephrine and other vasoac-
tive agents that activate adenylate cyclase, thereby increasing 
intracellular calcium.25,27 In drug-induced anaphylaxis, both 
immunological and nonimmunological mechanisms have been 
proposed, including immune-complex–mediated and immune-
complex–independent complement activation.19,25 Opiates and 
vancomycin have been shown to directly activate MCs, and 
some drugs (e.g., muscle relaxants) are thought to mediate ana-
phylaxis through activation of MRGPRX2 or other related sur-
face receptors.19,20

Asthma
Asthma is a disease of chronic airway inflammation defined 
by the presence of variable obstruction and airway hyper-
responsiveness (Chapter 43). MCs release numerous proin-
flammatory mediators that contribute to bronchoconstriction, 
impaired gas exchange, increased mucus secretion, inflamma-
tory cell infiltration, and airway remodeling seen in asthma. 
Abnormal localization of MCs to airway smooth muscle bundles 
may be seen in bronchial biopsies of asthmatic subjects, and 
studies demonstrate a strong correlation between smooth muscle 
MC density and airway hyper-responsiveness.28 A substantially 
higher proportion of (Mast cell tryptase and chymase) MC tissue 
culture cells was also noted on biopsy samples from subjects with 
severe asthma, as compared to those with mild asthma.27,28 In 
clinical practice, the efficacy of anti-IgE monoclonal antibodies 
(e.g., omalizumab), LT antagonists, and MC stabilizers (e.g., cro-
molyn), as well as improvements with allergen immunotherapy, 
emphasizes MC involvement in early- and late-phase asthma 
responses.17,21

Aspirin-Exacerbated Respiratory Disease
MCs play a significant role in AERD, a triad disorder of asthma, 
severe rhinosinusitis, and nasal polyposis associated with dis-
tinct respiratory reactions to aspirin and other COX-1 inhibi-
tors.29 Notably, AERD is associated with elevated baseline levels 
of MCA products, including tryptase, PGD2 and LTE4, which 
further increase with aspirin or COX-1 inhibitor challenge.29 
COX-1 inhibitors are thought to cause reactions by depleting 
homeostatic PGE2 from surrounding tissue.29 The role of MCs in 
AERD is also implied by the attenuating effects of MC stabiliz-
ers (e.g., cromolyn and nedocromil) on bronchoconstriction.30 
In clinical practice, high-dose daily aspirin therapy, following 
successful desensitization, has been used in an effort to suppress 
AERD-associated nasal polyp growth. The 5-LO inhibitor zileu-
ton may reduce baseline respiratory symptoms in AERD.29 The 
novel anti-IL-4 and IL-13 monoclonal antibody dupilumab has 
been shown to reduce urinary PGD2 metabolites and LTE4

29 and 
is now approved for the treatment of chronic rhinosinusitis with 
nasal polyposis, asthma, and atopic dermatitis.

Allergic Rhinitis
Allergic rhinitis is characterized by the inflammatory response 
of nasal mucosa to seasonal and perennial airborne allergens 
(Chapter 88). Classic symptoms include sneezing, rhinorrhea, 
nasal and palatal itch, and nasal congestion. Increased num-
bers of activated MCs can be found in the nasal epithelium of 
patients with both seasonal and perennial allergic rhinitis.27 
Currently, intranasal corticosteroids, oral antihistamines, and 
oral LT inhibitors remain mainstays of therapy for allergic rhi-
nitis. Allergen immunotherapy is beneficial in selected patients 
as a second-line therapy.

Food Allergy
Type 1 hypersensitivity reactions are the most widely studied 
mechanism of food allergy. Food allergens cross-link IgE bound 
to the FcεR1 receptors of MCs, with subsequent MCA and 
release of mediators, most notably histamine. Peanut-induced 
anaphylaxis in mice and humans is thought to be influenced by 
MC release of histamine and PAF, specifically12 FcεR1 receptor 
expression is positively regulated by increased IgE concentra-
tion.2 Symptoms of allergic reaction can involve a single or mul-
tiple organ system, generally manifesting within 2 hours of food 
allergen ingestion. As previously discussed, tissue microenviron-
ment can influence differentiation of MC subpopulations. MCT 
dominate in the normal lung and intestinal mucosa, while (Mast 
cell tryptase and chymase) MCtC dominate within deep connec-
tive tissue. A recent study by Benedé and Berin suggested MC 
heterogeneity as an important contributor to the range of food 
allergy symptoms.12 Murine model of food allergy implied that 
the connective tissue MC subset, specifically, is key in the devel-
opment of severe systemic anaphylaxis.12

Role of Mast Cells in Nonallergic Disease
MCs may contribute to the pathogenesis of other nonallergic 
diseases, and have been implicated in cardiovascular disease, 
several autoimmune diseases, and even cancer. In coronary 
artery disease, cardiac MCs may contribute to the development 
of coronary inflammation and cardiac ischemia, while increased 
numbers of MCs can be found in atherosclerotic plaques.2 MC–
derived tryptase and chymase induce proteolytic changes in 
HDL particles and thereby are thought to promote formation of 
foam cells.2 Notably, chymase is also a potent angiotensin con-
verting enzyme and main producer of the coronary constrictor 
angiotensin II in humans.2 MCs have been implicated in multi-
ple autoimmune diseases including Crohn disease, rheumatoid 
arthritis, psoriasis, multiple sclerosis (MS), rheumatoid arthri-
tis, Type 1 diabetes mellitus, Guillain-Barre syndrome, aller-
gic encephalitis, bullous pemphigoid, and Sjögren syndrome.4 
However, the precise role of MCs in autoimmune pathophysiol-
ogy remains mostly unclear and remains the focus of continued 
debate and research.

KEY CONCEPTS
Mast Cells in Allergic and Nonallergic Disease

• Mast cells significantly contribute to the pathogenesis of allergic dis-
eases like asthma and allergic rhinitis, as well as anaphylaxis.

• An acute rise in serum β-tryptase levels therefore remains the best
marker of systemic MC activation in anaphylaxis.

• Aspirin-exacerbated respiratory disease (AERD) is a triad disorder of
asthma, severe rhinosinusitis with nasal polyposis, and distinct respi-
ratory reactions to aspirin and other COX-1 inhibitors, in which mast
cell activation can be demonstrated at baseline and after induction
with COX-1 inhibitors.

• Mast cells have also been implicated in cardiovascular disease, sev-
eral autoimmune diseases, and even cancer.

MAST CELL DISORDERS

Disorders in which MCs are involved (MCDs) can be globally 
classified as primary, secondary, or idiopathic. In a primary 
MCD, there is an inherent defect within the MC or its progeni-
tor resulting in pathology. Primary MCDs are typically clonal 
disorders as is the case in mastocytosis.5,31 In secondary MCDs, 
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FIG. 44.2 Cutaneous Mastocytosis and Histopathology. Urticaria pigmentosa is the most common form of cutaneous mastocy-
tosis. In childhood, lesions are disseminated and consist of well-demarcated hyperpigmented macules (e.g., arrows) (A). In adults, 
lesions may be numerous with less well-demarcated brownish-red macules and papules (B). Histopathology of cutaneous mastocyto-
sis shows many mast cells containing abundant tryptase immunoreactive cytoplasmic granules in the papillary dermis (antitryptase, 
AA1 clone, Dako; original magnification approximately ×400) (C). Bone marrow pathology of indolent mastocytosis is characterized 
by paratrabecular lymphoid nodule containing small, well-differentiated lymphoid cells around substantial numbers of fusiform cells 
with prominent granules in the tryptase stain (arrow) (antitryptase, AA1 clone, Dako; original magnification approximately ×250) (D). 
(Courtesy of Cem Akin.)
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there is a primary disease process, such as an IgE-mediated 
allergy that results in nonclonal MCA. In idiopathic MCDs, 
MCA occurs in the absence of a clearly identifiable MC abnor-
mality or systemic disease triggering secondary MCA (exam-
ples of this include idiopathic anaphylaxis and idiopathic mast 
cell activation syndrome or iMCAS).23

Mastocytosis
Mastocytosis is characterized by abnormal clonal MC expan-
sion driven by D816V KIT mutation and neoplastic MC accu-
mulation in one or more organ systems.5,31 Mastocytosis can be 

broadly categorized as cutaneous (CM) or systemic (SM) and 
then further subcategorized based on additional features.31 CM 
is most commonly diagnosed in children while SM is the pre-
dominant category in adults (Fig. 44.2).

WHO classification and diagnostic criteria for mastocytosis 
are listed in Table 44.3. Monoclonal mast cell activation syn-
drome (MCAS) is diagnosed when the patient does not meet 
full criteria for SM but only D816V KIT mutation or CD25+ 
MCs are detectable. Appropriate classification of mastocytosis is 
critical as treatment and prognosis varies by type. For example, 
patients with cutaneous mastocytosis who do not meet criteria 
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for systemic mastocytosis have the best disease prognosis and 
typically require minimal therapy.5,31 Patients with indolent sys-
temic mastocytosis also have good prognosis with life expec-
tancy similar to that of the general population and typically can 
be managed by symptomatic therapy.5 The signs and symptoms 
of mastocytosis are due to MC mediator release and include 
pruritus, flushing, nausea, vomiting, diarrhea, abdominal pain, 
and hypotension. In addition, signs of tissue dysfunction (such 
as cytopenias, liver failure, malabsorption, pathologic fractures) 
due to MC burden and co-existing hematologic disorders are 
observed in advanced cases.

For this reason, therapy is often directed toward either 
mast cell mediators (avoidance of triggers to reduce mediator 
release as well as direct anti-mediator therapy) or reducing mast 
cell burden in advanced cases (cytoreductive therapy) (Table 
44.4). Approximately 80% of patients with SM have a somatic 
gain of function mutation in KIT with the most common 
being in codon 816 (D816V).5 This mutation causes KIT to be 
continuously active and leads to uncontrolled MC differentia-
tion and survival that results in pathology. Given these findings, 
KIT inhibitors have become an area of active investigation as 
treatment for mastocytosis.31 Other forms of mastocytosis such 
as aggressive systemic mastocytosis (ASM), mast cell leukemia 
(MCL), and systemic mastocytosis with associated hemato-
logic neoplasm (SM-AHN) often have more rapid and complex 

disease courses that require multidisciplinary care including a 
referral to hematology as well as antineoplastic therapies.31 SM-
AHN is frequently associated with myeloid neoplasms which 
often negatively affects prognosis. SM and AHN components 
are treated separately. Conversion between different forms of 
mastocytosis is rare, but does occur; thus these patients require 
regular follow-up for monitoring of disease progression and 
complications.5,31

Mast Cell Activation Syndrome
MCAS is heterogeneous disorder characterized by (1) severe, 
multisystem, and episodic symptoms of MC mediator release; 
(2) improvement or resolution of symptoms with anti-mediator 
therapy; and (3) laboratory evidence of MCA.23 Diagnostic test-
ing for MCAS includes serum tryptase and urinary metabo-
lites of MC mediators.23 As a number of different processes can 
mimic MCA symptoms, the differential diagnosis can be over-
whelming; thus it is essential that all three consensus criteria be 
fulfilled before the diagnosis is established. It has been proposed 
that idiopathic anaphylaxis be viewed as the quintessential pre-
sentation of MCAS, thus establishing the paradigm that MCAS 
is a severe systemic reaction resulting from mast cell media-
tor release.23 As such, therapy for MCAS should be focused on 
reducing MCA (avoiding triggers, use of MC stabilizers, etc.) 
and pharmacologically counteracting MC mediators. As our 

TABLE 44.3 Mastocytosis

Type Diagnostic Criteria Subtypes/Variants Clinical Pearls

Cutaneous 
mastocytosis

Typical skin findings on exam.
Typical infiltrates of MCs in a multifocal 

or diffuse pattern on skin biopsy.
Does not meet diagnostic criteria for SM.

Urticaria pigmentosa (UP)/Maculopapu-
lar cutaneous mastocytosis (MPCM)

Diffuse cutaneous mastocytosis (DCM)
Mastocytoma of the skin

UP/MPCM is the most common skin mani-
festation of mastocytosis.

CM is the most common form of mastocy-
tosis in children and typically resolves by 
puberty.

Adults w/skin findings have a higher likeli-
hood of having SM and thus should be 
evaluated for SM.

Patients with CM w/o evidence of SM have 
the best prognosis.

Systemic 
mastocytosis

Major criterion – multifocal, dense 
infiltrates of MCs (≥15 in aggregates) 
detected in biopsy (bone marrow and/
or an extra cutaneous organ). Minor 
criteria

• 25% MCs in infiltrate (on biopsy) are
spindle shaped, have atypical morphol-
ogy, or are immature.

• Detection of an activating point mutation
(codon 816/D816V) in biopsy or blood.

• MCs in biopsy or blood express CD25
(w/ or w/o CD2).

• Serum total tryptase greater than 20
ng/mL (unless there is an associated 
myeloid neoplasm).

Diagnosis is made if one major and one 
minor criterion are met or if three minor 
criteria are met.

Indolent systemic mastocytosis (ISM)
Smoldering systemic mastocytosis 

(SSM) = SM + “B findings”a

Systemic mastocytosis associated with 
a hematologic neoplasm (SM-AHN)

Aggressive systemic mastocytosis 
(ASM) = SM + “C findings”b

Mast cell leukemia (MCL)

Patients w/elevated tryptase and a hx of 
anaphylaxis and/or negative HAT testing 
should be evaluated for SM.

On biopsy, it is important to assess for 
abnormalities in other hematopoietic cell 
lines.

After CM, ISM and SSM have the best 
prognosis.

Skin lesions are present in most cases of 
ISM & frequently absent in ASM & MCL.

Mast cell sarcoma Unifocal mast cell tumor with a 
destructive growth pattern.

Does not meet criteria for SM.

N/A Poor prognosis.
May transform to MCL.

*B findings—30% MC infiltration on bone marrow biopsy, dysplasia, and/or proliferation of other marrow cell lines, but not enough to meet criteria for another diagnosis, and hepa-
tosplenomegaly and/or lymphadenopathy without signs of dysfunction.
**C findings—Bone marrow dysfunction caused by MC infiltration, hepatosplenomegaly with dysfunction, osteolytic lesions (with or without fracture), and malabsorption and/or 
weight loss (presumably due to gastrointestinal MC infiltration).
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TABLE 44.4 Treatment of Mastocytosis

Target Drug/Intervention Clinical Pearls

MC mediator 
symptoms

H1 blockers
H2 blockers
Leukotriene antagonists
Mast cell stabilizers
Epinephrine
Corticosteroids (oral and topical)
Anticholinergics
Light therapy

Most patients with mastocytosis require at least an H1 blocker.
H2 blockers are often used an adjunct to H1 blockers for cutaneous symptoms and 

also to target GI symptoms.
Cromolyn (mast cell stabilizer) can be used as an adjunct to H1 blockers and may 

help with GI symptoms.
Patients with diarrhea tend to respond well to oral steroids. An alternative to con-

sider are anticholinergics.
Topical steroids can improve lesions and symptoms in patients with UP or DCM.
8-Methoxypsoralen in conjunction with ultraviolet phototherapy can be used for 

adults with refractory cutaneous disease and symptoms
Osteoporosis Calcium supplementation

Estrogen replacement
Bisphosphonates
Denosumab
Radiotherapy

All patients with SM should be screened for osteoporosis.
Radiotherapy can be used in a palliative setting for management of isolated bone 

lesions in aggressive disease.

Cytoreductive 
therapies

Interferon alpha2b (IFN-α2b)2-chloro-2-
deoxyadenosine (cladribine, 2-CdA)

Tyrosine kinase inhibitors (TKI)
• Imatinib (Gleevec)
• Midostaurin
• Investigational TKIs (including avapritinib

(D816V selective KIT inhibitor and ripretinib
(switch pocket inhibitor)Hematologic stem cell
transplant

Typically used in advance disease.
IFN-α2b is historically first line therapy for ASM, but has poor tolerance and relapse 

is common after discontinuation.
Cladribine/2-CdA is also historically a first-line therapy for ASM, but is associated 

with many toxicities (myelosuppression, opportunistic infection, etc.).
Efficacy of imatinib is limited by its lack of activity against D816V KIT mutation, the 

most common mutation in mastocytosis. Imatinib is effective for patients with 
juxtamembrane or transmembrane KIT mutations, wild-type KIT, or FIP1L1-PDG-
FRA fusion oncogene (all rare findings in systemic mastocytosis).

Midostaurin is a multikinase inhibitor with activity against wild type and D816V mu-
tated KIT, and avapritinib is a D816V selective tyrosine kinase inhibitor, both of which 
are FDA approved is FDA approved for treatment of ASM, SMAHN, and MCL.

Stem-cell transplant may be considered for select patients (ASM, SMAHN, and 
MCL); survival benefit seems to be greatest in SMAHN.

understanding of mast cell biology evolves we may be better 
able to identify aberrancies that lead to MCAS as well as future 
targets for therapy.

BASOPHILS AND RELATED DISORDERS
Basophils are granulocytic cells that share many morphologic 
and biochemical features with MCs. In contrast to MCs, baso-
phils complete maturation in the bone marrow and are released 
into peripheral circulation as mature end-stage cells. Basophil 
development and maturation is regulated by a number of cyto-
kines. One of the most critical cytokines for human basophil 
growth is IL-3. Granulocyte/macrophage colony stimulating 
factor (GM-CSF), IL-5, TGF-β, and TSLP are also thought to 
play a role in basophil development.

Basophils share many of the same mediators (e.g., histamine 
and CysLTs) as well as mechanisms of activation (e.g., IgE/
FcεR1) with MCs.21 For this reason, basophils may also con-
tribute to pathology involving IgE-mediated MC activation 
and degranulation. Basophils are an important source of IL-4 
and IL-13 after antigen exposure,32 suggesting that they play an 
important role in Th2-mediated allergic disease. Several stud-
ies have shown that basophils in allergic individuals undergo a 
process known as priming whereby phenotypic and functional 
changes increase basophil propensity for stimulation by aller-
gen exposure.33 Basophils also migrate to sites of inflammation 
in allergic disease such as the nose as well as the lung and play 
an important role in the generation of the late phase allergic 
response.34,35 While basophils and MCs share many similari-
ties, basophils do not produce significant amounts of PGD2 
and have a limited cytokine profile after activation (predomi-

nantly Th2). Collectively, these findings suggest that basophils 
are a critical component of Th2- and IgE-mediated disease  
processes.

Given the role basophils play in allergic disease, flow cytom-
etry–based tests of basophil activation have been developed for 
the assessment of immediate hypersensitivity. Two of the most 
common markers used in the basophil activation test (BAT) are 
CD63 and CD203c which are induced on the basophil surface 
after an allergen-IgE complex binds to FcεR1.21 The BAT has the 
potential to be used both for the detection of immediate hyper-
sensitivity as well as monitoring for the induction of a hyposen-
sitized state (Fig. 44.3).

Basophils are found to be decreased in blood and have 
alterations in their IgE-receptor–mediated activation in 
patients with chronic spontaneous urticaria (CSU). This is 
thought to reflect their migration to tissue from blood and 
their possible involvement in symptomatology of CSU. In 
addition to diseases in which basophils are co-activated with 
MCs, basophils can be increased in hematologic neoplasias. 
Basophilic leukemia (defined by >40% circulating basophils) 
can be classified as acute (>20% blasts) or chronic (<20% 
blasts), primary (where there is an inherent basophil issue), 
or secondary (where another hematopoietic disorder such as 
chronic myeloid leukemia results in a secondary basophilia). 
The treatment of basophil-mediated symptomatology is simi-
lar to that of MC disease and dependent upon presence of 
cell activation and total cell burden. In the case of activation, 
treatment is focused on avoidance of triggers, and counter-
acting released mediators. In the case of increased basophil 
cell burden, antineoplastic or cytoreductive therapy may be 
sought.
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FIG. 44.3 (A) Transmission electron micrograph of a human basophil in a preparation of peripheral blood leukocytes obtained by sepa-
ration over Ficoll-Hypaque. All of the cytoplasmic granules (some indicated by solid arrows) contain particulate electron-dense mate-
rial. N, Nucleus. (Original magnification approximately ×19,800.) (B) A human basophil 2 minutes after exposure to antigen in vitro. The 
cell exhibits extrusion of granules from six separate sites on the plasma membrane (small arrows). At this time after cell stimulation, 
particle-filled granules retain their shape and characteristic structure even after exposure to extracellular milieu. Cationized ferritin 
coats the cell surface and enters culs-de-sac that contain exteriorized granules. The cell exhibits no fully intracytoplasmic typical baso-
philic granules, but one of the smaller kind of granules (curved arrow) can be observed in the perinuclear region. N, Nucleus. (Original 
magnification approximately ×19,200.) (From Dvorak AM, Newball HH, Dvorak HF, Lichtenstein LM. Antigen-induced IgE-mediated 
degranulation of human basophils. Lab Invest. 1980;43:126–139, with permission from Nature Publishing Group Ltd.)
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KEY CONCEPTS
Basophils

• Basophils originate from the bone marrow and are of myeloid lineage, 
but, unlike MCs, complete their maturation in the marrow before be-
ing released into the peripheral circulation as mature cells.

• Basophil development occurs in various stages and is regulated by
multiple factors with one of the most important being IL-3.

• The basophil activation test (BAT) is a flow cytometry–based test that looks
for expression of CD63 and CD203c on the basophil surface in response to
allergen-IgE complex stimulation to assess immediate hypersensitivity.

• Basophil-related disease is due to either basophil activation, increased 
basophil number, or a combination of both. Treatment is similar to that 
of mast cell disorders and includes foiling cell activation and reducing
cell number.
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First described in the 1800s by Paul Ehrlich, eosinophils are 
rare cells of the myeloid lineage that are characterized by a bi-
lobed nucleus and abundant secondary granules that bind the 
acidic red dye, eosin. Best known for their role as innate effector 
cells in allergic inflammation and helminth infection, eosino-
phils or eosinophil-like cells have been found in all vertebrates 
examined to date, including fish and even invertebrate cock-
roaches.1 Conservation of eosinophils across species over mil-
lions of years combined with the lack of evidence for congenital 
eosinophil deficiency in humans2 suggest that eosinophils play 
important biologic roles. Despite the viability of genetically en-
gineered “eosinophil-less” murine models and the lack of safety 
signals in clinical trials of eosinophil-depleting therapies, recent 
data from murine and human studies support this hypothesis 
and are beginning to delineate roles for eosinophils in a wide 
variety of homeostatic processes. This is of particular interest as 
the number of therapeutic agents targeting eosinophils increas-
es. After a brief summary of the basic biology of eosinophils and 
eosinophil activation, this chapter focuses primarily on the role 
of eosinophils in health and disease, including novel therapeutic 
approaches and their contribution to our understanding of the 
role that eosinophils play in homeostasis and pathogenesis.

EOSINOPHIL BIOLOGY

Eosinophil Life Cycle
The relative numbers of eosinophils in the bone marrow, 
blood, and tissue at any one time depend on the balance be-
tween eosinophilopoiesis, migration to and from the blood-
stream, and apoptosis. Eosinophils develop from pluripotent 
CD34+ hematopoietic stem cells in the bone marrow through 
the complex interplay of transcription factors, cytokines, and 
growth factors (reviewed in Fulkerson and Rothenberg3). A 
key step in this process is the generation of lineage-committed 
eosinophil precursors (EoPs) from a common eosinophil/mast 
cell progenitor that expresses the transcription factor GATA-1. 
Gata1 gene expression is essential for eosinophil development 
in mice and humans and occurs via an eosinophil-lineage-
specific enhancer in the gene itself. This double palindromic 
enhancer is also present in genes encoding other characteristic 
eosinophil proteins, such as eosinophil peroxidase (EPX), in-
terleukin-5  receptor α (IL-5RA), and the eotaxin receptor gene 
CCR3; targeted deletion of the enhancer led to the creation of 
one of the first mouse strains completely lacking eosinophils.4 
Additional events in early eosinophil lineage differentiation 
include downregulation of friend of GATA-1 (FOG1) in the 
context of expression of CCAAT/enhancer binding protein 

(C/EBP)α C/EBPε, interferon regulatory factor (IRF8), PU.1, 
and tribbles homolog 1 (TRIB1).

EoPs are blastic cells that have fine intracytoplasmic gran-
ules and express both CD34 and IL-5RA on their surface.5 As 
they differentiate into mature eosinophils, they lose expression 
of CD34 and acquire the characteristic morphologic features of 
mature eosinophils. Although EoPs are programmed to become 
eosinophils even in the absence of IL5, increased IL5 levels, as 
seen in helminth infection and allergic reactions, stimulate their 
proliferation and terminal differentiation. Other cytokines and 
chemokines, including IL33, IL3, granulocyte–macrophage col-
ony-stimulating factor (GM-CSF), and members of the eotaxin 
family, can induce eosinophil differentiation in vitro in the ab-
sence of IL5, adding to the complexity of the process.

Mature eosinophils (and small numbers of EoPs) exit the 
bone marrow into the peripheral circulation, where, under ho-
meostatic conditions, they remain for approximately 1 day before 
migrating to the tissue.6 As is true for other circulating leuko-
cytes, eosinophil egress from the bloodstream involves multiple 
steps and surface expression of various selectins and integrins 
important in endothelial interactions, including tethering, roll-
ing, and transendothelial migration (reviewed in Klion et al.7; 
Fig. 45.1). Whereas eotaxin-1 (CCL11) appears to be the ma-
jor driver of eosinophil trafficking to the thymus, lymph nodes, 
spleen, stomach, and intestine in healthy individuals, local pro-
duction of additional mediators, including eotaxin-3 (CCL26) 
and prostaglandin D2, in response to allergen stimulation, tis-
sue damage, or other factors, can attract eosinophils to almost 
any tissue in the setting of eosinophilic disease. This has clinical 
implications since therapeutic agents that affect expression or 
block function of these molecules, such as natalizumab (anti-
CD49d), vedolizumab (anti-α4β7), and dupilumab (anti-IL4 
receptor α), can cause impaired eosinophil tracking to affected 
tissues resulting in increased blood eosinophilia.

The life span of eosinophils in the tissue under homeostatic 
conditions is generally believed to be less than a week. In the 
setting of inflammation and local secretion of anti-apoptotic cy-
tokines, including IL5, eosinophils likely persist longer. More-
over, in situ eosinophilopoiesis from EoPs in response to local 
production of IL5 and other mediators may contribute to tissue 
eosinophilia in some cases.8

Eosinophil Structure
Mature resting eosinophils are characterized by a bilobed nu-
cleus and a cytoplasm containing abundant specific granules 
(Fig. 45.2). These granules are composed of an electron-dense 
core of major basic protein (MBP) and a matrix, containing 
the highly cationic eosinophil granule proteins (MBP, EPX, 
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eosinophil-derived neurotoxin [EDN], and eosinophil cationic 
protein [ECP]), as well as a multitude of preformed cytokines, 
chemokines, growth factors, and receptors.9 In addition to the 
cellular machinery typical of any blood cell, the cytoplasm of 
eosinophils contains a complex vesiculotubular network and 
galectin-10 (Charcot-Leyden crystal protein). Galectin-10, one 
of the most abundant eosinophil proteins, appears to play an 
essential role in specific granule formation.10 Although not pres-
ent in resting eosinophils, lipid bodies, cytoplasmic organelles 
rich in arachidonic acid that synthesize inflammatory lipid me-
diators, including leukotriene C4 and prostaglandin D2, are rap-
idly formed following eosinophil activation.11

Eosinophil Activation and Degranulation
Eosinophil activation can be intrinsic (i.e., due to activating mu-
tations in the myeloid lineage) or in response to external stimuli, 
including cytokines, chemokines, and alarmins. Depending on 
the stimulus, activation can lead to degranulation by one of sev-
eral mechanisms: (1) exocytosis (fusion of one or multiple gran-
ules creating a channel for extracellular release of mediators), 
(2) piecemeal degranulation (shuttling of selected granule con-
tents to the cell surface through the tubulovesicular network via 
specific receptors), and (3) cytolysis (granule release during cell 
death with or without the release of nuclear DNA in the form 
of eosinophil extracellular traps [EETs]).12 Activation-induced 
rapid release of mitochondrial DNA nets containing granule 
proteins has also been described in the absence of cytolysis.

Another prominent feature of eosinophil activation is al-
tered surface receptor expression. In addition to upregulation 
of adhesion molecules involved in egress from the bloodstream, 

changes in expression levels of chemokine receptors, immuno-
globulin receptors, vesicle-associated membrane proteins (e.g., 
CD63), and activation markers (e.g., CD69, CD25) have been 
described.7 Other events accompanying eosinophil activation 
include the secretion of lipid mediators and reactive oxygen 
species and the formation and release of Charcot-Leyden crys-
tals, characteristic birefringent crystals found at sites of eosino-
philic inflammation in tissues and in association with EETs.

Irrespective of the mechanism of activation, deposition of 
eosinophil granule protein contents and release of inflammato-
ry mediators contribute to the effector functions of eosinophils 
but can also cause tissue damage, hypercoagulability, and fibro-
sis. Although the factors that determine the outcome of eosino-
philic inflammation in a given tissue or individual are poorly 
understood and remain a topic of investigation, the generation 
of murine models lacking eosinophils and the availability of 
therapies specifically targeting eosinophils in humans have led 
to recent advances in our understanding of eosinophil function 
in health and disease.

ROLE OF EOSINOPHILS IN HOMEOSTASIS
Whereas eosinophil-deficient mice have no apparent develop-
mental defects and normal life spans, an expanding number 
of abnormalities in basic homeostatic functions have been re-
ported, including reduced body fat mass, glucose intolerance, 
impaired vaccine recall responses, and alterations in immune 
responses and microbiome composition in the gut.12 Most of 
these functions have been attributed to eosinophil secretion of 
mediators that modulate the development and function of other 

FIG. 45.1 Eosinophil life cycle (from Klion, Ackerman and Bochner (artist: Jacqueline Schaffer). Annu Rev Pathol; PMID 31977298).
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immune cells, although eosinophils likely play a more direct 
role in some processes, including tumor surveillance.

The applicability of these findings to humans has been more 
difficult to unravel. Many of the relationships between num-
bers of eosinophils and other cell types have been confirmed in 
humans; however, the functional consequences of these asso-
ciations remain unclear. Congenital absence of eosinophils has 
not been reported to date, and although rare cases of acquired 
eosinophil deficiency have been described, they do not appear 
to be associated with consistent abnormalities related to eosino-
phil deficiency. More recently, the availability of therapeutics 
that target eosinophils has begun to directly address the con-
sequences of eosinophil depletion in humans. Although studies 
to date have failed to confirm many of the murine findings (e.g., 
impaired responses to immunization, glucose intolerance, pre-
disposition to malignancy), additional studies over longer time 
frames are needed. Moreover, subclinical effects of eosinophil 
reduction may be potentiated when the function of other cell 
types is compromised, either as a result of the underlying dis-
ease process or therapeutic intervention.

Recent data from murine models have convincingly dem-
onstrated the existence of a distinct subset of lung-resident eo-
sinophils (rEOs) that play a regulatory role in the absence of 
inflammation.13 These rEOs are functionally IL-5-independent 
(but express IL-5Rα) and have a distinct surface immunophe-
notype and RNA expression profile compared to eosinophils 

that enter the tissue following allergen challenge and steady-
state eosinophils in the small intestine in mice. Whereas hu-
man eosinophils exhibit phenotypic heterogeneity in different 
microenvironments, the existence of a distinct terminally dif-
ferentiated regulatory eosinophil subset in humans remains 
controversial.

EOSINOPHILIA AND EOSINOPHILIC DISORDERS

Definition of Eosinophilia
Eosinophilia is defined as an absolute eosinophil count (AEC) 
of approximately greater than 500/mm3 and hypereosinophilia 
(HE) as an AEC at least 1500/mm3 in the peripheral blood, or 
markedly increased tissue eosinophilia. Whereas the prevalence 
of eosinophilia ranges from approximately 5% in healthy mili-
tary recruits to more than 30% in selected immigrant groups, 
HE is much less common and more likely to be associated with 
clinical manifestations. Hypereosinophilic syndromes (HES) 
are a rare group of heterogeneous conditions characterized 
by HE and confirmed or presumed eosinophil-driven clinical 
manifestations. Whereas the level of blood eosinophilia can 
be helpful in monitoring disease activity, especially in an indi-
vidual patient with HES, this does not always reflect the extent 
and severity of organ or tissue damage involvement. The use of 
targeted therapeutics with differing effects on blood and tissue 

FIG. 45.2 Eosinophil Structure. Resting (upper panels) and activated (lower panels) eosinophils are shown by light and electron 
microscopy. Specific granules are indicated by solid arrows and lipid bodies by an open arrow. (Adapted from Klion et al. Blood 2004 
PMID 14988154.)
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underlying causes. In this regard, a comprehensive history, 
including onset of the eosinophilia, travel and potential expo-
sures, current and recently discontinued medications, prior 
medical history, and current symptoms, is essential. A complete 
physical examination with assessment of lymphadenopathy, 
splenomegaly, and skin findings, complete blood count with dif-
ferential and routine biochemical testing should be performed 
in all patients with additional laboratory and diagnostic stud-
ies dictated by the preliminary clinical findings. Of note, intact 
eosinophils may be absent in biopsies despite immunohisto-
chemical evidence of eosinophil degranulation. Although an 
in-depth discussion of all of the potential causes of eosinophilia 
is beyond the scope of this chapter, the following section pro-
vides a system-based discussion of some of the more common 
eosinophil-associated disorders. Clinically distinct syndromes 
and hypereosinophilic disorders restricted to a single organ sys-
tem (i.e., overlap HES) are included in the system-based sec-
tion. Multisystem eosinophilic disorders, including rare clinical 
subtypes of HE/HES, are discussed separately.

eosinophils has further complicated the interpretation of blood 
eosinophil levels.

Diagnostic Approach to the Patient With Eosinophilia
The causes of eosinophilia and eosinophil-associated disease are 
myriad (Table 45.1) and range from disorders with relatively be-
nign manifestations and only minimal peripheral eosinophilia, 
such as allergic rhinitis and chronic rhinosinusitis, to more se-
vere conditions with marked eosinophilia and severe end-organ 
manifestations, including eosinophilic granulomatosis with 
polyangiitis (EGPA) and eosinophilic myeloid malignancies. 
Although helminth infections likely still account for the highest 
percentage of mild to moderate eosinophilia worldwide, their 
prevalence is decreasing. In contrast, the prevalence of atopic 
conditions associated with eosinophilia, including asthma, 
chronic rhinosinusitis, atopic dermatitis, and drug-related eo-
sinophilia, continues to rise.

The urgency of evaluation and need for treatment depend  
on the degree of eosinophilia, clinical context, and potential  

TABLE 45.1 Eosinophil-Associated Disorders and Clinical Syndromes

Broad Categories Examples (not exhaustive)

Allergic and atopic Atopic dermatitis, eosinophilic asthma, chronic rhinosinusitis
skin and soft tissue Atopic dermatitis — allergic and in the setting of immune dysregulatory disorders

Bullous diseases (pemphigoid and pemphigus) 
Eosinophilic folliculitis
Eosinophilic cellulitis (Wells syndrome)
Eosinophilic fasciitis
Episodic angioedema with eosinophilia
Cutaneous manifestations of parasitic infection, such as cutaneous larva migrans and onchocercal dermatitis
Drug hypersensitivity reactions
Cutaneous T-cell lymphoma

Pulmonary Acute and chronic eosinophilic pneumonia
Allergic bronchopulmonary aspergillosis
Helminth infection, including Loeffler syndrome (transpulmonary migration of helminth parasites) and tropical pulmonary eosinophilia
Fungal infection, including coccidiomycosis, cryptococcosis, and histoplasmosis
Drug hypersensitivity pneumonitis
EGPA

Gastrointestinal Eosinophilic gastrointestinal disorders (EGIDs) 
Eosinophilic hepatitis — idiopathic, autoimmune, drug, or helminth-associated
Eosinophilic cholecystitis
Inflammatory bowel disease

Renal or urinary Acute interstitial nephritis, often medication-induced
Eosinophilic vasculitis
Eosinophilic cystitis, including primary and secondary (e.g., to urinary schistosomiasis)

Cardiac Endomyocardial fibrosis, eosinophilic myocarditis, or eosinophilic pericarditis, typically in the setting of EGPA or rare HES variants
Neuromuscular Mononeuritis multiplex, typically in the setting of EGPA or rare HES variants

Eosinophilic meningitis due to medication, fungal or parasite infection, and rarely lymphoma
Eosinophilic myositis, including calpain-3 associated, autoimmune, and infectious (e.g., trichinosis and sarcocystosis)

Drug and toxin-related Drug hypersensitivity reactions, including DRESS
Drug effects, such as those due to IL-2, GM-CSF infusion
Eosinophilia-myalgia syndrome

Infectious Helminth infection, ectoparasites (scabies, myiasis), various fungal infections, human immunodeficiency virus
immune Rheumatologic disorders, including EGPA, IgG4-related disease and rheumatoid arthritis

Sarcoidosis
Primary immunodeficiency disorders, such as DOCK8 deficiency, and Omenn syndrome
Transplant rejection

Hematologic and 
neoplastic

Myeloid HESs, including those associated with abnormalities in PDGFRA, PDGFRB, JAK2, and FGFR1 and chronic eosinophilic 
leukemia-not otherwise specified

Systemic mastocytosis
Lymphocytic leukemias, especially T-cell leukemia and pre-B-cell ALL, and varied lymphomas
Solid tumors, especially adenocarcinoma

Other Rare HESs, hypoadrenalism, cholesterol embolism, serosal surface irritation, familial hypereosinophilia

ALL, Acute lymphocytic leukemia; GM-CSF, granulocyte–macrophage colony-stimulating factor; DOCK8, dedicator of cytokinesis 8; DRESS, drug rash with eosinophilia and 
systemic symptoms; EGPA, eosinophilic granulomatosis with polyangiitis; GM-CSF, granulocyte–macrophage colony-stimulating factor;HES, hypereosinophilic syndrome; IgG4, 
immunoglobulin G4; IL-2, interleukin-2.
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Eosinophilia by Organ System
Dermatologic and Soft Tissue Disorders
Eosinophilic skin infiltration is extremely common and can oc-
cur in the context of a wide variety of diagnoses with or without 
concomitant peripheral eosinophilia (reviewed in Leiferman and 
Peters14). The clinical manifestations of skin and soft tissue eo-
sinophilia are protean and include pruritus, urticaria, angioedema, 
maculopapular eruptions, bullae, ulcers, and fibrosis. Although 
clinical findings are sometimes pathognomonic (e.g., the “groove 
sign” in eosinophilic fasciitis or the serpiginous pruritic track of 
cutaneous larva migrans), this is the exception rather than the 
rule. Common conditions, such as atopic dermatitis, can present 
with moderate to marked blood eosinophilia and can be particu-
larly difficult to differentiate from the initial presentation of a sys-
temic HES. In addition, eosinophilic dermatologic conditions can 
sometimes be a clue to an underlying non-eosinophilic diagnosis, 
as in the case of eosinophilic pustular folliculitis and human im-
munodeficiency virus (HIV) infection.

Parasitic infections, infestations (e.g., scabies), and envi-
ronmental or drug hypersensitivity reactions, which can in-
clude drug reaction with eosinophilia and systemic symptoms 
(DRESS), are among the most frequent secondary causes of eo-
sinophilia, and dermatologic involvement should be considered 
in the setting of an appropriate exposure history. Autoimmune 
blistering disorders (e.g., pemphigoid and pemphigus), immu-
noglobulin G4 (IgG4)-related diseases, vasculitic disorders (not 
limited to EGPA), and various lymphoproliferative and myelo-
proliferative disorders, including T-cell lymphoma and systemic 
mastocytosis, commonly present with eosinophilic infiltration 
of the skin and mild to marked peripheral eosinophilia. Exten-
sive skin involvement and significant eosinophilia in a young 
child or in the context of recurrent or unusual infections should 
prompt consideration of a primary immunodeficiency, such as 
dedicator of cytokinesis 8 (DOCK8) deficiency.

Rare idiopathic eosinophilic conditions that predominantly 
involve the skin and soft tissues include eosinophilic cellulitis 
(Wells syndrome) and eosinophilic fasciitis. Although varied 
triggers have been reported, the pathogenesis of eosinophil-
ic cellulitis remains unknown. It can occur in the absence of 
other clinical manifestations or as part of a systemic eosino-
philic disorder. Dermal involvement is common, and typical 
histopathologic findings include superficial and deep dermal 
inflammation with histiocytes, lymphocytes, and eosinophils. 
Eosinophil granule deposition in the dermis can result in 
characteristic “flame figures” on histopathology. Eosinophilic 
fasciitis is primarily a disease of the fascia and perimysium, 
although skin involvement can be present. Antecedent dermal 
edema followed by skin tightening, induration, and eventual scle-
rosis is typical. Fascial involvement and fibrosis may result in the 
characteristic “groove sign,” skin tightening, muscle atrophy, and 
potentially irreversible contractures. Both eosinophilic cellulitis 
and eosinophilic fasciitis can occur as paraneoplastic syndromes.

Pulmonary Disorders
Eosinophilic conditions affecting the upper and lower airways 
include various allergic and immunologic disorders, of which 
eosinophilic asthma and chronic rhinosinusitis with and with-
out nasal polyposis are the most common. Although each of 
these conditions can occur in isolation, they can also be the pre-
senting symptom of another allergic or immunologic diagnosis, 
such as aspirin-exacerbated respiratory disease, allergic bron-
chopulmonary aspergillosis/mycosis, hypersensitivity pneumo-

nitis, or EGPA. Features suggestive (but not diagnostic) of the 
latter include HE and failure to respond to standard or low-dose 
topical therapies. Although the role of eosinophils in the patho-
genesis of chronic obstructive pulmonary disease is controver-
sial, sputum and blood eosinophilia occur and biologics that 
target eosinophils have shown efficacy in some clinical trials.

The differential diagnosis of eosinophilia and pulmonary pa-
renchymal disease is very broad and includes allergic, infectious, 
rheumatologic, neoplastic, and idiopathic disorders. A careful his-
tory and routine laboratory testing are useful in narrowing the dif-
ferential, and computed tomography (CT) imaging of the chest can 
provide valuable information, especially when characteristic fea-
tures are present. Nevertheless, bronchoalveolar lavage (BAL) and/
or lung biopsy are often necessary for definitive diagnosis. Acute 
eosinophilic pneumonia (AEP) is a diagnosis of exclusion in a pre-
viously healthy patient presenting with fever, cough, and dyspnea 
of less than 7 days’ duration and radiologic evidence of pulmonary 
infiltrates. There is frequently a history of recent initiation of ciga-
rette smoking or significant smoke, sand, or dust exposure. BAL 
reveals greater than 25% eosinophils and no evidence of an under-
lying cause. Although hypoxemia and need for intubation are com-
mon, most patients recover, and recurrent episodes are extremely 
rare. In contrast, chronic eosinophilic pneumonia is a chronic ill-
ness most commonly diagnosed in women with a history of asth-
ma. Symptoms are subacute and include cough, fever, weight loss, 
and dyspnea. Bilateral pleural-based or peripheral infiltrates are 
characteristic radiologic findings. Moderate blood eosinophilia is 
frequent, and BAL shows greater than 25% eosinophils.

Pleural fluid eosinophilia is defined by the presence of greater 
than 10% eosinophils and is a normal response to air or blood in 
the pleural space in the context of both accidental or iatrogenic 
trauma (e.g., following thoracotomy or repeated thoracente-
sis). Other causes include malignancy, especially lung cancer, 
drug hypersensitivity, pulmonary embolism, and a wide range 
of infectious pathogens, including helminths, fungi, viruses, 
and mycobacteria and bacteria (reviewed in Kalomenidis and 
Light15). Rarely, eosinophilic pleural effusions occur in the set-
ting of immunologic disorders, including rheumatoid arthritis, 
EPGA, and sarcoidosis. The cause of pleural eosinophilia is not 
identified in up to 25% of cases.

Gastrointestinal Disorders
Gastrointestinal (GI) disorders associated with blood and/or tis-
sue eosinophilia include those where eosinophils play a key role 
in pathogenesis (e.g., eosinophilic GI disorders [EGIDs], eosino-
philic hepatitis, eosinophilic cholecystitis, eosinophilic pancre-
atitis) and those where eosinophilia is common but of unknown 
clinical significance (e.g., inflammatory bowel disease [IBD], 
celiac disease, autoimmune hepatitis). Moreover, eosinophilic 
infiltration of the GI tract can occur in isolation or as part of a 
multisystem disorder, including EGPA, PDGFRA-associated my-
eloid neoplasm, and other rare HES variants. Secondary causes of 
GI eosinophilia are many and include helminth infection, drug 
hypersensitivity reactions, and immune dysregulatory disorders.

EGIDs are rare disorders with characteristic symptoms and 
histopathologic evidence of eosinophils in the GI tract in the 
absence of a secondary etiology.16 Although eosinophils are be-
lieved to play a key role in the pathogenesis of EGIDs, addition-
al cell types, including mast cells, T cells, and fibroblasts, have 
also been implicated. The nomenclature of EGIDs continues to 
evolve as diagnostic criteria are developed for EGID involving 
different segments of the GI tract and/or layers of tissue involve-
ment (e.g., mucosal vs. serosal).
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Eosinophilic esophagitis (EoE) is a chronic, immune-mediated 
disorder defined by the presence of greater than 15 eosinophils 
per high power field (hpf) in the mucosa of the esophagus and 
food-related symptoms. The current incidence of EoE is esti-
mated at 5 to 10 cases per 100,000 individuals with a prevalence 
of 0.5 to 1 case per 1000 individuals in the United States and a 
male predominance. The prevalence of EoE is increased in fam-
ily members of affected patients, and monogenic causes have 
been described (e.g., Loeys-Dietz syndrome [LDS] and DOCK8). 
Children commonly present with food refusal, failure to thrive, 
abdominal pain, and vomiting or regurgitation, whereas adults 
are more likely to complain of nausea, vomiting, dysphagia, food 
impaction, and chest pain. IgE-mediated food allergy and atopic 
disease are frequent concomitant diagnoses and peripheral eosin-
ophilia, when present, is generally mild unless other GI segments 
are also involved. Endoscopy may reveal normal-appearing mu-
cosa, edema, erythema, longitudinal furrows, plaques, and exu-
dates, or a “crepe paper” appearance (Fig. 45.3). Trachealization 
and strictures can be seen in more advanced stages of the disease. 
Histologic assessment with adequate sampling is recommended 
even when the mucosa appears grossly normal. Tissue eosino-
philia and other histologic features (EoEHSS) are useful for diag-
nosis.17 Esophageal eosinophilia due to gastroesophageal reflux, 
achalasia, Crohn disease, connective tissue disorders, helminth 

A B

C D

FIG. 45.3 Endoscopic Findings in Eosinophilic Esophagitis. Representative endoscopic pictures of active eosinophilic esopha-
gitis showing loss of vascularity and red furrows (A), whitish exudates (B), corrugated rings (C), and a long-distance stricture 
with a deep laceration after dilatation (D).

• Eosinophilic GI disorders (EGIDs) are rare, chronic/relapsing atopic condi-
tions of the gastrointestinal tract that are diagnosed using a combination 
of clinical and pathologic features.

• Pediatric EGIDs may be more complex in presentation owing to
nutritional deficiencies, growth delay, and need for feeding tubes for
enteral nutrition. Developmental delay and behavioral disturbances
have been described.

• Uncommon in isolated eosinophilic esophagitis (EoE), marked periph-
eral eosinophilia frequently accompanies EGID involving the stomach, 
small bowel, and/or colon, blurring the lines between EGID and sys-
temic hypereosinophilic syndrome (HES) with GI involvement.

• Histologic features of EoE include eosinophilic inflammation with dis-
ruption of the epithelial architecture, basal zone hyperplasia, dilated
intracellular spaces, and lamina propria fibrosis.

• Although the pathogenesis of EGIDs is incompletely understood,
non-IgE-mediated reactions to food antigens play a role in the patho-
genesis of EoE and EG in many patients.

• Treatment is generally indicated in EoE irrespective of symptom se-
verity as chronic inflammation in the esophagus can lead to fibrosis,
stricture formation, and food impactions. Choice of treatment of non-
EoE EGIDs is generally guided by the severity of symptoms and pres-
ence of complications.

• Current therapeutic options for EGIDs include dietary interventions
and swallowed and systemic glucocorticoids. Several promising bio-
logic therapies are currently in clinical trials.

KEY CONCEPTS
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infections, and drug hypersensitivity reactions must be excluded 
to make a diagnosis of EoE.

Non-EoE EGIDs (i.e., eosinophilic gastritis, enteritis, and 
colitis) have been less well studied. Estimated prevalences range 
from 3.3 to 8.4 per 100,000 individuals but are confounded by 
the lack of consensus diagnostic criteria. Tissue eosinophilia (30 
or more eosinophils/hpf in 5 high powered fields in the stom-
ach, greater than 30/hpf in the small bowel, and greater than 60/
hpf in the colon) in the absence of IBD or a known secondary 
cause supports the diagnosis but may be absent in patients with 
disease restricted to the deep submucosal, muscularis, or serosal 
layers. Males and females appear to be equally affected. Symp-
toms reflect the location and extent of intestinal involvement 
and can include early satiety, nausea, vomiting, abdominal pain, 
bloating, and diarrhea. Complications include iron deficiency 
anemia, protein-losing enteropathy, malabsorption, ascites 
(with serosal involvement), ulceration, and, rarely, perforation. 
Extraintestinal eosinophilic involvement of the liver, gallblad-
der, or pancreas has also been reported.

Renal and Genitourinary Disorders
The most common cause of eosinophilic infiltration of the kid-
ney is acute interstitial nephritis (AIN) as a manifestation of 
drug hypersensitivity or a systemic eosinophilic disorder, such 
as EGPA or IgG4-related disease. Patients with AIN typically 
present with renal dysfunction accompanied by eosinophilia, 
rash, and/or fever. The presence of eosinophiluria was previ-
ously considered pathognomonic for this syndrome; however, 
eosinophils and their granule proteins can also be present in the 
urine of patients with systemic eosinophilic disease with and 
without renal abnormalities and in patients with eosinophilic 
cystitis. Renal vein thrombosis should be considered in hyper-
eosinophilic patients with reduced creatinine clearance in the 
absence of an active urinary sediment.

Idiopathic eosinophilic cystitis is a rare disorder of unknown 
etiology that affects all ages, with approximately 20% of cases 
in children. Patients typically present with frequency, urgency, 
suprapubic pain, urinary incontinence, and/or retention. Pe-
ripheral eosinophilia and elevated IgE are common. This and 
an association with EGID in some cases suggest that idiopathic 
eosinophilic cystitis may be allergen-driven. Secondary causes 
of eosinophilic cystitis include drug hypersensitivity reactions, 
especially to medications delivered intravesically, urinary schis-
tosomiasis, and bladder cancer. Rarely, eosinophilic cystitis oc-
curs as a manifestation of idiopathic HES.

Cardiac Disorders
Eosinophilic cardiac involvement18 is most commonly a mani-
festation of HES, where it occurs in up to 20% of patients and 
is an important cause of mortality. Etiologies of particular con-
cern, because of the therapeutic implications, are eosinophilic 
myeloid neoplasms, especially those associated with muta-
tions in PDGFRA and JAK2, helminth infection, EGPA, and 
DRESS. Although endomyocardial fibrosis (EMF) with valvu-
lar involvement, apical thrombus formation, and a high risk of 
thromboembolic events is characteristic (Fig. 45.4), additional 
manifestations include eosinophilic myocarditis, eosinophilic 
pericarditis, and eosinophilic coronary arteritis (in EGPA). 
Myocardial disease can be patchy, and tissue biopsies may not 
demonstrate intact eosinophils, especially in EMF. Immunohis-

tochemical staining for granule proteins can be helpful in this 
regard. Eosinophilic infiltration of cardiac tissues has been de-
scribed in other conditions, including viral myocarditis, sarcoid, 
and amyloid, but the role of eosinophils in the pathogenesis of 
these conditions remains controversial.

Neuromuscular Disorders
Eosinophilic involvement of the nervous system can mani-
fest as peripheral neuropathy, meningitis, or central nervous  
complications. Eosinophil-related peripheral neuropathy is 
most frequently seen in the context of HES, including EGPA. 
Clinical manifestations range from mild sensory abnormalities 
to severe sensorimotor impairment involving multiple nerves 
(i.e., mononeuritis multiplex). Eosinophilic meningitis may 
be due to drug hypersensitivity, infection (e.g., angiostrongyli-
asis, schistosomiasis, and cryptococcosis), or hematologic ma-
lignancy. Diagnosis requires the presence of greater than 10 
eosinophils/μL (or 10% or more eosinophils) in the cerebro-
spinal fluid in a patient with clinical signs of meningitis. The 
most common central nervous complications of eosinophilia 
are thromboembolic, although rare cases of encephalitis have 
been reported.

The differential diagnosis of inflammatory eosinophilic myo-
sitis is broad and includes drug-induced myopathy, infectious 
(typically parasitic) or toxin-associated myositis, autoimmune 
(e.g., dermatomyositis or polymyositis), and genetic causes 
(e.g., calpain-3-associated limb-girdle myopathies). When no 
cause is identified, primary eosinophilic myositis should be 
considered. There are several clinically defined phenotypes of 
primary eosinophilic myositis that can be differentiated using 
a combination of clinical, histopathologic, and radiologic find-
ings (reviewed in Selva-O’Callaghan et al.19); however, classical 
eosinophilic myositis presents with pain, overlying erythema, 
weakness, and tenderness with muscle biopsies demonstrating 
myonecrosis and endomysial inflammation. Eosinophilic fas-
ciitis may be associated with myopathy and perimyositis with 
elevated aldolase but does not typically cause true myositis or 
muscle atrophy (except as a result of disuse in the setting of con-
tractures).

Drug and Toxin-Related Eosinophilia
Drug-related eosinophilia is one of the most common causes  
of peripheral eosinophilia and can occur in response to any  

FIG. 45.4 Eosinophilic Endomyocardial Disease.
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prescription or over-the-counter medication, nutritional sup-
plement, or herbal remedy. Manifestations of drug hypersen-
sitivity range in severity from asymptomatic eosinophilia to 
the potentially life-threatening systemic involvement seen in 
DRESS, a nonimmediate hypersensitivity that typically presents 
with fever greater than 38°C, skin rash, lymphadenopathy, organ 
involvement, atypical lymphocytosis, and eosinophilia at least 
3 weeks after drug initiation. Whereas many drugs can cause 
DRESS, the most common offending agents include anti-epi-
leptics, reverse transcriptase inhibitors, dapsone, minocycline, 
and allopurinol. Skin, liver, and kidneys are most often affected, 
but lung and heart abnormalities are reported. Drug-specific T 
effector cells, viral reactivation, especially human herpes virus-6 
(HHV-6), and decreased regulatory T cells have all been impli-
cated in the pathogenesis of DRESS. Long-term-sequelae can 
include autoimmune disorders, such as thyroiditis, lupus, and 
diabetes.

Some drugs are associated with characteristic clinical  
syndromes (e.g., tetracyclines and eosinophilic hepatitis,  
L-tryptophan, and eosinophilia-myalgia syndrome); whereas 
others cause pleiomorphic clinical manifestations (e.g., check-
point inhibitors, cephalosporins). Yet others drive eosinophilia  
as a consequence of their mechanism of action, including 
some cytokine therapies (IL-2, GM-CSF) and monoclonal an-
tibodies (e.g., dupilumab and vedolizumab).

Infectious and Immune Causes of Eosinophilia
A wide range of infectious agents, including parasites, fungi, 
viruses, and bacteria, can cause peripheral and/or tissue eosino-
philia (reviewed in O’Connell and Nutman20). Since many of 
these are geographically or environmentally restricted, an ap-
propriate exposure history and assessment of endemicity and 
travel is essential. The clinical picture is sometimes strongly sug-
gestive of a particular diagnosis (e.g., periorbital edema and my-
ositis in a patient with trichinosis or a subconjunctival worm in 
an African patient with loiasis). More commonly, clinical mani-
festations are nonspecific but can help narrow the differential 
diagnosis. The pattern of organ involvement and duration and 
degree of eosinophilia are particularly helpful in this regard.

Helminths are the most common cause of infection-related 
eosinophilia worldwide and can be broadly categorized into 
those that cause acute eosinophilia and those that cause per-
sistent or chronic eosinophilia. Acute eosinophilia is a com-
mon early feature of infection with parasites that migrate 

through the lungs, including Ascaris, hookworm, and schis-
tosomes. Acute marked eosinophilia can also be seen with se-
rosal membrane involvement (i.e., echinococcal cyst rupture, 
eosinophilic meningitis due to Angiostrongylus infection) and 
in hyperresponsive syndromes, such as tropical pulmonary 
eosinophilia (a rare presentation of lymphatic filariasis) and 
eosinophilic enteritis due to Anisakis. Among the multitude 
of helminths that cause chronic eosinophilia, Strongyloides is 
of particular concern due to its worldwide distribution, abil-
ity to persist for decades in an infected host, and propensity 
to disseminate with glucocorticoid administration. Hypersen-
sitivity reactions to ectoparasite infestations, such as scabies 
and myiasis, can present with varying degrees of peripheral 
eosinophilia and should be considered in patients with con-
sistent skin findings. Conversely, protozoan infections are 
almost never the cause of eosinophilia with the exception of 
acute watery diarrhea due to Cystoisospora belli infection and 
eosinophilic myositis due to Sarcocystis infection (restricted to 
southeast Asia). Whereas mild to moderate peripheral and/or 
tissue eosinophilia is frequently seen in a variety of cutaneous 
and systemic fungal infections, marked eosinophilia is char-
acteristic of only a few, of which coccidioidomycosis is most 
common. Viral infections cause eosinopenia with rare excep-
tions, of which the most notable is HIV infection.

Primary disorders of immune dysregulation or immunode-
ficiency can present with peripheral eosinophilia that may or 
may not be associated with eosinophil-related clinical mani-
festations (reviewed in Williams et al.21). Onset at birth or in 
early childhood, characteristic features, and/or recurrent or 
atypical infections should prompt consideration of an under-
lying genetic cause. Some immunodeficiencies typically pres-
ent very early in life with peripheral eosinophilia and eosino-
philic manifestations, such as the exfoliative dermatitis seen in 
Ommen syndrome; others, such as autosomal dominant hy-
per-IgE syndromes (HIES) and DOCK8 deficiency, are more 
often diagnosed later in childhood in the setting of recur-
rent infections, elevated IgE levels, and HE with eosinophilic  
skin and GI involvement. Other disorders characterized by 
peripheral eosinophilia and eosinophilic tissue involvement 
include phosphoglucomutase 3 deficiency (PGM3); adenosine  
deaminase-severe combined immunodeficiency (ADA-SCID); 
immunodysregulation, polyendocrinopathy, enteropathy,  
X-linked syndrome (IPEX), and IPEX-like disorders; LDS; 
severe dermatitis, multiple allergies and metabolic wasting 
(SAM); and Wiskott-Aldrich syndrome (WAS). Asymptomatic 
peripheral eosinophilia has also been reported in up to 10% 
of patients with autoimmune lymphoproliferative syndrome 
(ALPS) and is associated with increased mortality.

Eosinophilia is common following immune reconstitution 
after hematopoietic cell or solid organ transplantation. Causes 
include drug reactions, infections, acute severe graft-versus-
host disease, and in the case of hematopoietic cell transplanta-
tion, immune reconstitution itself.

Finally, eosinophilia can be associated with a wide range 
of rheumatologic and idiopathic inflammatory conditions. In 
some cases, eosinophils are implicated in the pathogenesis of 
the clinical manifestations, such as eosinophil-associated myop-
athies, eosinophilic synovitis, eosinophilic panniculitis, EGPA, 
and IgG4-associated disease. In others, mild to moderate pe-
ripheral eosinophilia of uncertain clinical significance has been 
reported with some frequency (e.g., sarcoidosis, rheumatoid 
arthritis, dermatomyositis, and Sjögren  syndrome).

CLINICAL PEARLS
Drug Hypersensitivity

• Eosinophilia and eosinophil-related complications can occur in
response to any drug (prescription or over-the-counter) or dietary
supplement.

• The clinical manifestations of drug hypersensitivity range from
asymptomatic eosinophilia to severe life-threatening complications.

• Some clinical presentations may suggest a particular class of offend-
ing agent (e.g., DRESS and anti-epileptic medications, eosinophilia-
myalgia syndrome, and tryptophan), whereas others (e.g., rash,
pulmonary infiltrates) are less specific.

• Eosinophilia may not resolve for many months after the causative
drug is discontinued and glucocorticoids or other immunosuppressive 
therapy may be needed to treat eosinophil-associated clinical mani-
festations.
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EGPA, previously known as Churg-Strauss syndrome, is a  
systemic vasculitic disorder defined in part by blood and/or 
tissue eosinophilia in the setting of preceding asthma and/
or sinus disease.22 Clinical complications are related primar-
ily to eosinophilic infiltration and vasculitis and include 
myocarditis and/or pericarditis with resultant cardiomy-
opathy, peripheral neuropathy and thromboembolic events, 
migratory pulmonary infiltrates, skin involvement includ-
ing purpuric and necrotic lesions, renal involvement, and, 
rarely, tracheal stenosis or optic neuritis. Anti-neutrophil 
cytoplasmic antibody (ANCA) positivity is often considered 
a hallmark of the disease; however, there are likely multiple 
phenotypes of EGPA and greater than 50% of patients with 
profound eosinophilia and characteristic clinical manifesta-
tions are ANCA-negative. Although eosinophil-rich inflam-
matory infiltrates and granulomatous inflammation in small 
to medium-sized vessels with vasculitis are diagnostic, these 
features may be absent in patients receiving glucocorticoid 
or other systemic therapies.

Hematologic and Neoplastic Causes of Eosinophilia
Eosinophilia can be the presenting manifestation of many acute 
and chronic lymphocytic neoplasms, including Hodgkin lym-
phoma, T-cell leukemia/lymphoma, and pre-B-cell acute lym-
phoblastic leukemia, and is a frequent feature of myeloid neo-
plasms and myeloproliferative disorders, including acute and 
chronic eosinophilic leukemia, chronic myelomonocytic leuke-
mia, and systemic mastocytosis. The 2016 WHO classification 
of myeloid/lymphoid neoplasms with eosinophilia defines the 
following molecular abnormalities as the most common culprits: 
PDGFRA, PDGFRB, FGFR1, and PCM1-JAK2; however, other 
fusion partners (e.g., ETV6) and molecular abnormalities associ-
ated with a myeloid picture with eosinophilia (e.g., JAK2 V16F, 
and JAK2 exon 13 mutations, particularly V617F) have also been 
described.23 Whereas peripheral eosinophilia is relatively uncom-
mon in solid tumors, eosinophils are frequently present in the 
tumor microenvironment where they may play a role in the anti-
tumor response.24 Solid tumors, especially adenocarcinomas, are 
a rare cause of HES.

Hypereosinophilic Syndromes
HES are a heterogeneous group of disorders defined by AEC great-
er than or equal to 1500/mm3 and evidence of eosinophil-mediated 
clinical manifestations. Although any organ can be affected, der-
matologic, GI, and pulmonary manifestations are most common. 
Life-threatening cardiac and neurologic complications develop in 
up to 20% of patients over time. Following the landmark paper by 
Chusid and colleagues in 1984, describing 14 patients with “idio-
pathic” HES, a number of classification schemes have been pro-
posed in an attempt to incorporate advances in our understanding 
of the drivers and pathogenesis of eosinophilic disease. The follow-
ing categories are based on the consensus classification developed 
by the International Cooperative Working Group on Eosinophil 
Disorders (ICOG-EO) in 2012 and have proven useful in predict-
ing treatment responses to a number of agents, including glucocor-
ticoids, imatinib, and targeted biologics.25

Myeloid Hypereosinophilic Syndromes
Myeloid HES (MHES) is defined as HES due to definite or pre-
sumed clonal eosinophilia. Clinical features suggestive of MHES 
include markedly increased dysplastic eosinophils and EoP on 
peripheral smear, anemia or erythrocytosis, thrombocytopenia, 
increased serum vitamin B12 and/or tryptase levels, splenomega-
ly, and characteristic findings on bone marrow examination. The 
most common etiology of MHES, accounting for greater than 
80% of cases in most series, is an interstitial deletion in chromo-
some 4 leading to the imatinib-sensitive fusion gene FIP1L1-
PDGFRA. This mutation is almost exclusively seen in males and 
likely accounts for the male predominance and poor prognosis of 
“idiopathic” HES in early series. Clonal abnormalities involving 
PDGFRB, JAK2, FGFR1, and KIT, and chromosomal deletions 
and translocations account for most of the remaining cases of 
MHES with an identified cause.

Lymphoid Hypereosinophilic Syndromes
Lymphoid or “lymphocytic” HES (LHES) is defined by the pres-
ence of a phenotypically aberrant or clonal T-cell population 

• A wide variety of inherited immune disorders are associated with blood
and/or tissue eosinophilia

• Presentation in infancy, recurrent or atypical infections, and syndromic
features are clues to an underlying inherited immune cause of eosino-
philia

• Disorders commonly associated with eosinophilia include
• IL6 pathway disorders: autosomal dominant hyper-IgE syndromes

(HIES)-STAT3 deficiency
• Actin dysregulatory disorders: DOCK8 deficiency
• CID with T-cell receptor abnormalities or associated syndromic fea-

tures: ARPC1B deficiency (small series), Omenn syndrome, ADA-SCID, 
ZAP-70 deficiency, TCR α or γ deficiency

• Conditions of immune dysregulation: STAT5b gain of function
• Disorders in which eosinophilia has been reported in a subset of affected

individuals include
• Autoinflammatory disorders: neonatal-onset multisystem inflamma-

tory disease (NOMID), chronic infantile neurological cutaneous and
articular (CINCA), Blau syndrome

• IL6 pathway disorders: IL6 receptor mutations, autosomal recessive
HIES (e.g., ZNF341-deficiency)

• Actin dysregulatory disorders: Wiskott-Aldrich syndrome, CARMIL2
deficiency syndrome (small series)

• CID with T-cell receptor abnormalities or associated syndromic fea-
tures: immunoskeletal dysplasia with neurodevelopmental abnor-
malities (EXTL3; small series), Comel-Netherton syndrome (SPINK5
deficiency) and EPHKE syndrome (small series or case reports), ataxia-
telangiectasia (rare), PGM3 deficiency (up to 50%)

• Disorders associated with CARD11 variants
• Loeys-Dietz syndrome
• SAM syndrome
• Combined immunodeficiencies and disorders of T-cell receptor genera-

tion: CD40/CD40L deficiency (case reports), CARD9 deficiency
• Conditions of immune dysregulation: autoimmune lymphoprolifera-

tive syndrome (ALPS), JAK1 gain of function, IPEX and IPEX-like syn-
dromes (seen in many affected individuals, counts frequently not re-
ported)

GENETIC IMMUNE DISORDERS ASSOCIATED WITH HYPEREOSINOPHILIA

ADA-SCID, Adenosine deaminase-severe combined immunodeficiency; CADINS, CID with early-onset asthma, eczema and food allergies, autoimmunity ID with atopic dermatitis; 
CARD, caspase recruitment domain family member; CARMIL2, capping protein, Arp2/3, myosin-I linker 2; DOCK8, dedicator of cytokinesis 8; IPEX, Immunodysregulation, polyendocri-
nopathy, enteropathy, X-linked syndrome; PGM3, phosphoglucomutase 3; SAM, severe dermatitis, multiple allergies, and metabolic wasting; STAT3, signal transducer and activator of 
transcription 3; SPINK5, serine peptidase inhibitor Kazal type 5; TCR, T-cell receptor; ZAP-70, zeta-chain-associated protein kinase 70.21,33
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producing Type 2 cytokines that drive reactive HE. The most 
commonly identified aberrant T-cell population is CD3− CD4+, 
followed by CD3+ CD4+ CD8+ and CD3+ CD4− CD8−. Clonal-
ity can frequently, but not always, be demonstrated by assess-
ment of the γ chain of the T-cell receptor by polymerase chain 
reaction (PCR) and/or Vβ chain assessment by flow cytometry. 
Although patients with LHES can present with a wide range of 
clinical manifestations, skin involvement (e.g., erythroderma, 
pruritic dermatitis, poikiloderma), lymphadenopathy, and el-
evated IgE are characteristic. Exclusion of lymphoma is impor-
tant at presentation and periodically thereafter since progres-
sion to lymphoma has been reported in 5% to 30% of patients, 
sometimes decades after the initial diagnosis of LHES. Aberrant 
CD3− CD4+ T-cell populations have been described in patients 
with asymptomatic hypereosinophilia (HEus) and episodic an-
gioedema with eosinophilia (Gleich syndrome), although their 
contribution to the underlying disease process is unknown.

Overlap Hypereosinophilic Syndromes
By far the most confusing clinical category is overlap HES, 
which includes single-organ hypereosinophilic disorders (e.g., 
eosinophilic pneumonia, EGID, eosinophilic fasciitis) and de-
fined syndromes associated with HE and eosinophilic mani-
festations (e.g., EGPA). These disorders overlap in presentation 
with idiopathic HES but are considered separately due to differ-
ences in treatment approaches (see below).

Associated Hypereosinophilic Syndromes
Associated HES is the term used for HES secondary to a known 
cause, such as drug hypersensitivity, infection, neoplasia, or im-
munodeficiency, where definitive treatment is directed at the 
underlying cause.

Familial Hypereosinophilic Syndromes. Hereditary cases of HES 
are extremely uncommon. Dominant mutations of STAT3 under-
lie the rare multisystem disorder characterized by recurrent boils, 
cyst-forming pneumonias, eosinophilia, and extreme elevations of 
IgE. Autosomal dominant transmission of HES has been mapped 
to chromosome 5q31-33 in one large kindred with dysregulation 
of IL5 expression. Familial clustering has been described in EoE; 
however, with the exception of EoE as part of a Mendelian syn-
drome (e.g., Loeys-Dietz, SAM), the underlying mechanism of in-
heritance appears complex. Rare cases of EGPA occurring in two 
members of the same family have also been reported.

Idiopathic Hypereosinophilic Syndromes. Idiopathic HES is 
the term used to describe patients with HES who do not fit into 
any of the categories above. In some cases, patients present with 
persistent asymptomatic HE without evidence of end-organ 
manifestations or tissue involvement in the absence of therapy 
(HEus). Although rare, HEus presents a unique problem as the 
risk of progression to HES is unknown.

THERAPY OF EOSINOPHIL-ASSOCIATED 
DISORDERS

General Treatment Approach
The approach to treatment of eosinophilic disorders depends 
on a variety of factors, including the severity of clinical mani-
festations, most likely diagnosis, and role of eosinophils in dis-
ease pathogenesis.26 As such, the initial approach to the patient 

with mild to moderate eosinophilia does not differ from the 
approach to the patient with HE. In a patient with presumed 
eosinophil-related manifestations requiring urgent intervention 
(e.g., active cardiac involvement or thromboembolic events), 
glucocorticoid therapy is considered first-line therapy unless 
there is clear evidence of a hematologic malignancy or another 
disorder that requires rapid therapy directed at the underlying 
cause. Ivermectin therapy should be administered concurrently 
if there is a potential history of exposure to Strongyloides to pre-
vent glucocorticoid-induced hyperinfection syndrome. Early 
initiation of other agents (e.g., cytotoxic therapy in EGPA or 
imatinib in PDGFR-associated myeloid neoplasms) depends on 
the level of suspicion for a particular underlying etiology.

Once the patient is stabilized, and in cases where treatment is 
not urgently needed, evaluation should focus on assessment of 
end-organ manifestations and the most likely etiology of the eo-
sinophilia (Table 45.2). If a secondary cause, such as a helminth 
infection, drug hypersensitivity, or primary immunodeficiency, 
is identified, this should be treated, and resolution of the eo-
sinophilia confirmed (if appropriate). In some cases, concomi-
tant therapy directed at the eosinophilia may be necessary to 
manage clinical manifestations prior to definitive treatment (for 
example, glucocorticoid therapy to treat severe eczema prior 
to stem cell transplant in a patient with DOCK8 deficiency or 
pulmonary manifestations in a patient with tropical pulmonary 
eosinophilia prior to definitive therapy with diethylcarbam-
azine). At the opposite end of the spectrum, mild to moderate 
eosinophilia in an asymptomatic patient without evidence of 
end-organ manifestations can be observed without treatment. 
The decision to withhold therapy in the setting of HE is more 
complex and requires additional evaluation.

Whereas the optimal treatment for symptomatic patients 
with mild to moderate eosinophilia has not been systematically 
studied (necessitating an individualized approach), the treat-
ment approach for patients with blood and/or tissue HE (i.e., 
HES) has evolved considerably in recent years due in large part 
to the availability of new diagnostic tests and novel targeted 
agents. The most dramatic example of this is certainly the dis-
covery of FIP1L1-PDGFRA as a driver of myeloid HES and the 
dramatic response of these patients to imatinib.

Historically, the most common agents used to treat all forms 
of HES were, in order of frequency, glucocorticoids, hydroxyurea, 
and interferon-α. Although these agents have been used for de-
cades, and in the case of glucocorticoids, are highly effective in 
the short term, many patients become refractory over time and 
long-term toxicity is significant.27 Consequently, a wide variety 
of cytotoxic, immunomodulatory, and immunosuppressive drugs 
have been tried with varying success. The development of ima-
tinib and its ultimate approval in 2006 for the treatment of HES 
marked a major shift in approach by providing a targeted therapy 
for a defined subset of HES patients. More recently, regulatory 
approval of biologics that target eosinophils for the treatment of 
asthma, atopic dermatitis, EGPA, and, in the case of mepolizum-
ab (anti-IL5 antibody), HES, is beginning to alter conventional 
approaches to therapy of many eosinophilic disorders.

Approach to Therapy of Hypereosinophilic Syndromes
There are considerable data to support a role for clinical subtype 
in determining therapeutic responses in HES as outlined below. 
Additional factors to consider include medication side effects, 
comorbid conditions, concomitant medications, and cost and 
convenience of therapy.
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Myeloid Hypereosinophilic Syndromes
Prior to the recognition of FIP1L1-PDGFRA as a major cause 
of glucocorticoid-resistant HES, 5-year mortality in patients 
presenting with HE and myeloid features exceeded 30%. 
With the availability of imatinib, outcomes have dramati-
cally improved in this group of patients due, in large part, to 
the near-universal imatinib responsiveness in patients with 
molecular abnormalities involving PDGFRA or PDGFRB. 
Imatinib responses in the absence of a detectable PDGFR 
abnormality vary depending on the series but features sug-
gestive of a primary myeloid disorder (i.e., MHES) strongly 
predicted response in one series. Side effects of imatinib 
include transient cytopenias, elevated transaminases, swell-
ing, diarrhea, and muscle cramps. Pre-treatment with glu-
cocorticoids is recommended for patients with evidence of 
eosinophilic cardiac involvement due to rare reports of car-
diac necrosis in this population. Second-generation tyrosine 
kinase inhibitors, such as nilotinib, have shown efficacy in 
the setting of imatinib intolerance. Although there are rela-
tively little data addressing treatment duration, cures have 
been reported and a large retrospective study of PDGFRA-
positive patients found that length of therapy-induced remis-
sion prior to drug discontinuation was a major predictor of 
relapse-free survival.28

Whereas therapies targeting other molecular abnor-
malities, including mutations and translocations in JAK2, 
FGFR1, and KIT, are currently available or in development, 
data in patients presenting with HES are limited. Other 
therapies that have shown some efficacy in MHES include 
hydroxyurea, interferon-α, cytarabine, and stem cell trans-
plantation.

Idiopathic Hypereosinophilic Syndromes
Systemic glucocorticoids remain first-line treatment for IHES, 
although rare patients do not respond, and many patients re-
quire moderate to high doses and ultimately require steroid-
sparing therapies. Until recently, hydroxyurea and interferon-α 
were the preferred second-line steroid-sparing agents, with ef-
ficacy rates in the 30% to 40% range, followed by a wide range 
of cytotoxic and immunosuppressive agents that have been 
tried with varied success and considerable toxicity. The recent 
approval of mepolizumab for HES treatment and promising 
data from a phase 2 trial of benralizumab have already begun to 
change this paradigm. Although a number of questions remain, 
including the predictors of response and relapse, available data 
suggest that biologics targeting IL-5 or its receptor are safe, well-
tolerated, and effective in a majority of patients with IHES.

Lymphoid Hypereosinophilic Syndromes
The general approach to LHES is similar to that for IHES, al-
though patients with LHES are more likely to require higher 
doses of glucocorticoids. Second-line therapies are typically 
directed at suppression of T lymphocytes and/or IL-5 with 
interferon-α at the top of the list due to its multifaceted ef-
fects on clonal T-cell numbers and cytokine production. Other 
agents that have shown some efficacy in case reports and small 
series include cyclosporine, mycophenolate mofetil, alemtu-
zumab, and JAK inhibitors. Although mepolizumab is effective 
in controlling symptoms in LHES patients, it was significantly 
less effective in suppressing AEC to the normal range in LHES 
patients in the phase 2 study and does not have a direct effect on 
the clonal population.

TABLE 45.2 Evaluation of the Patient With Hypereosinophilia
Test Comment

All Patients with HES
Complete blood counta

Routine chemistries, including liver function testsa

Quantitative serum immunoglobulin levels, including IgE
Serum troponin,a echocardiogram If abnormal, cardiac MRI should be considered as this may show characteristic 

features of eosinophilic involvement; tissue involvement may be patchy limiting 
the utility of biopsy

Pulmonary function testsa

Chest/abdomen/pelvis CTa To assess for splenomegaly, lymphadenopathy, and occult neoplasms
Bone marrow biopsy, including cytogeneticsa Recommended in all patients with AEC >5.0 × 109/L and features of M-HES or 

L-HES. Should be considered in other patients
Biopsies of affected tissues (if possible)a

Other testing as indicated by history, signs, and symptoms Including parasitic serologies, anti-neutrophil cytoplasmic antibodies, and HIV
Serum tryptase and vitamin B12 levels
FIP1L1/PDGFRA analysis by FISH or RT-PCR Testing of peripheral blood is sufficient
T- and B-cell receptor rearrangement studies
Lymphocyte phenotyping by flow cytometrya At a minimum CD3, CD4, and CD8 and CD19 or 20 staining should be performed 

to assess for aberrant CD3−CD4+, CD3+ CD4+ CD8+, and CD3+CD4−CD8− 
 populations and B-cell lymphoproliferative disorders

Patients with Features of M-HES
Additional testing for BCR-ABL1, PDGFRB, JAK2, FGFR1, and KIT 

mutations by PCR, FISH, or other methods, as appropriate
Testing should be guided by bone marrow findings

Patients with Evidence of L-HES
Consider PET scan,a lymph node biopsya

EBV viral load

AEC, Absolute eosinophil count; CT, computed tomography; EBV, Epstein–Barr virus; FISH, fluorescence in situ hybridization; HES, hypereosinophilic syndromes; HIV, human 
im munodeficiency virus L-HES, lymphoid HES; M-HES, myeloid HES; MRI, magnetic resonance imaging: PET, positron emission tomography; RT-PCR, reverse transcription poly-
merase chain reaction.
aSubstantially affected by corticosteroid therapy.
From Klion AD. How i treat hypereosinophilic syndromes. Blood 2015;126(9):1089–1077.
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OVERLAP HYPEREOSINOPHILIC SYNDROMES
A general guide to the treatment of overlap HES is precluded by 
the number and diversity of conditions included in this category, 
each of which requires an individualized approach. Consequent-
ly, for the purpose of this chapter, discussion is limited to two of 
the more common diagnoses encountered by subspecialists in al-
lergy and immunology: namely. EGID and EGPA.

Eosinophilic Gastrointestinal Disorders
Current treatment modalities for EoE include dietary approaches, 
pharmacologic therapy, and endoscopic management (i.e., food 
disimpaction and dilation of strictures).29 Consequently, an in-
terdisciplinary approach involving allergists, gastroenterologists, 
registered dieticians, and in some cases psychologists with experi-
ence in food-related disorders, is most effective. Since clinical and 
histologic improvement may be discordant in EoE and persistent 
inflammation can lead to long-term sequelae, including fibrosis 
and stricture formation, endoscopy remains the gold standard for 
evaluation of treatment response. Less-invasive assessment tools, 
such as the Esophageal String Test™, have been used in research 
settings and are in clinical development.

Dietary elimination using a hypoallergenic formula has been 
shown to induce histopathologic remission and symptomatic 
improvement in both children and adults. Consequently, di-
etary interventions are frequently initiated as first-line treat-
ment. Empiric approaches include six-food elimination diets 
(SFED; milk, gluten, egg, soy, peanut, tree-nut, fish, and shell-
fish) and single- or step-up elimination approaches starting 
with the most common culprits (2-FED; milk and gluten) with 
extension to four foods (4-FED; milk, gluten, egg, and legumes) 
if the 2-FED diet is unsuccessful.30 Data directly comparing the 
different dietary approaches are not currently available, and 
targeted testing with specific IgE is not helpful in identifying 
culprit foods in the absence of IgE-mediated food allergy in this 
patient population. Since the feasibility of an initial dietary ap-
proach and continuation as maintenance therapy requires sig-
nificant resources and effort, shared decision making with the 
patient and family should be implemented when appropriate.

Pharmacologic interventions include acid suppression with 
proton pump inhibitors, topical (swallowed) steroids, and novel 
biologics. Acid suppression with proton-pump inhibitors leads 
to clinical improvement in some patients but frequently fails to 
induce histologic remission in EoE. In contrast, fluticasone and 
off-label modification of preparations of standard delayed re-
lease or liquid preparations of glucocorticoids used in asthma 
or IBD have shown efficacy in reducing dysphagia scores and 
peak eosinophil counts. Inhaled fluticasone can be swallowed 
or delayed-release capsules (e.g., Entecort) can be opened and 
enteric-coated granules crushed, made into a slurry or liquid 
preparation in thickeners of various sorts (e.g., sucralose or 
honey), and swallowed on an empty stomach. New delivery 
methods for oral suspensions and ready-to-use dispersible tab-
lets for direct delivery to the esophagus are under investigation.

Although biologic therapies that target eosinophil-active cy-
tokines, their receptors, or eosinophils themselves are in devel-
opment for EoE, none are currently Food and Drug Adminis-
tration (FDA)-approved for this indication.

Clinical trials using anti-IL-5 antibodies (mepolizumab and 
reslizumab) have been generally disappointing despite reduc-
tion in tissue eosinophil levels. The reasons for this are likely 
multifactorial and include study design, incomplete tissue de-
pletion, and irreversible structural changes. A number of other 
biologics, including benralizumab, an afucosylated antibody to 

IL-5 receptor that efficiently depletes eosinophils in the blood 
and tissue through antibody-dependent cell cytotoxicity; dupi-
lumab, an antibody to IL-4 receptor α that reduces eosinophil 
tracking to the tissue; and lirentelimab (AK002), an afucosyl-
ated antibody to Siglec-8 that both depletes eosinophils and 
inhibits mast cell degranulation, are currently in phase 3 trials 
after promising results in smaller studies.

There are currently no consensus guidelines for treatment 
of non-EoE EGIDs. Solitary gastric involvement is frequently 
treated in the same way as EoE. Patients with severe disease or 
more extensive GI involvement often require treatment with 
systemic glucocorticoids or other immunosuppressive agents. 
Phase 3 clinical trials of benralizumab and lirentelimab for eo-
sinophilic gastritis and duodenitis are in progress. Treatment 
options for eosinophilic colitis remain largely unexplored.

Eosinophilic Granulomatosis with Polyangiitis
Whereas EGPA treatment guidelines have been established by 
the EGPA Consensus Task Force,31 the importance of suppress-
ing eosinophil counts to normal ranges and the most appropri-
ate monitoring parameters for EGPA remain controversial. Glu-
cocorticoids are recommended as first-line treatment and can 
be used as monotherapy to induce remission in patients with 
mild disease. When life-threatening or severe clinical manifes-
tations are present, additional immunosuppressive agents (e.g., 
cyclophosphamide) are recommended to induce remission. 
This has typically been followed by maintenance therapy with 
azathioprine or methotrexate, although this is likely to change 
with the recent regulatory approval of mepolizumab (300 mg 
subcutaneously) for EGPA treatment.32 Phase 3 trials are ongo-
ing with rituximab (anti-CD20 antibody) and benralizumab, 
both of which have shown efficacy in preventing relapse in case 
reports and small open-label studies in EGPA.

Familial Eosinophilia
Familial EGID, EGPA, or symptomatic HES should be treated 
no differently than sporadic cases. The role for preemptive treat-
ment in asymptomatic patients with familial eosinophilia has 
not been established. These patients should, however, be moni-
tored for development of clinical manifestations.

HEus
The most appropriate approach to the asymptomatic patient 
with HE without clinical manifestations remains unclear, as 
predictors of progression have not been identified. At a mini-
mum, such patients should undergo evaluation, including bone 
marrow examination, to exclude an occult myeloid neoplasm 
(MHES) requiring treatment. A number of factors, including 
the level of the AEC, potential side effects of treatment, and 
comfort level of the patient and physician should be considered 
in deciding whether to treat empirically.

• A better understanding of the underlying mechanisms that drive
 eosinophilia in varied eosinophilic disorders is needed for more
 accurate diagnosis and treatment of eosinophil-associated disorders.

• With the increasing availability of therapeutic agents that target eo-
sinophilia, biomarkers and patient-reported outcome tools that cor-
relate with eosinophilic disease activity are paramount in assessing
the comparative efficacy of different treatments.

• Elucidating the role of eosinophils in homeostatic processes is a key
factor in predicting the long-term effects of eosinophil-depleting ther-
apies in humans.

ON THE HORIZON
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Urticaria is a common skin disease that may be associated with 
a substantial disease burden.1 Recent advances in our knowl-
edge and understanding of its pathophysiology offer new diag-
nostic and treatment approaches for many patients.

DEFINITION
Urticaria is characterized by itchy wheals, angioedema, or 
both.2 Urticarial lesions resulting from localized edema of the 
upper dermis are called wheals (Fig. 46.1), whereas acute revers-
ible swelling of the lower dermis, subcutaneous and submucosal 
tissues is known as angioedema (Fig. 46.2).

EPIDEMIOLOGY
Urticaria is common, affecting up to 20% of the general popula-
tion at least once over their lifetime. The lifetime prevalence of 
chronic urticaria (CU) of all types is estimated at 1.4% and point 
prevalence at 0.7%.3

Acute urticaria mainly affects young adults, patients with 
atopic diseases, and has an obvious female preponderance, 
whereas CU is more common in adults, affecting mainly mid-
dle-aged women.2,3 By definition, acute urticaria resolves within 
6 weeks, whereas CU may last for years, rarely for more than 10 
years. In adults, CU resolves spontaneously in 35% to 57% of 
patients within 1 to 1.2 years from the onset of the symptoms. 
In children, annual resolution rate of CU is approximately 10%.4

GENETICS
Although there is no indication of Mendelian inheritance, the 
frequency of chronic spontaneous urticaria (CSU) is higher in 
first-degree relatives of patients. CSU was linked to several HLA 
risk alleles including HLA class I (e.g., Bw4, B14, B44) and HLA 
class II (e.g., DRB1*01, DRB1*04, DRB1*0901, DRB1*12, DQ1, 
DQB1*0302).5 Genetic variation in histamine-related genes, 
including FCERI and HNMT, and leukotriene-related genes, 
such as ALOX5, LTC4S and the PGE2 receptor gene PTGER4, 
were reported to be linked to CU. Additionally, variation in 
genes associated with autoimmunity such as PTPN22 appeared 
to be relevant to CSU.6

Rarely, cold-induced urticarial lesions can be a cutaneous 
manifestation of several monogenic disorders such as PLCG2-
associated antibody deficiency and immune dysregulation 
(PLAID) syndrome7 and cryopyrin-associated periodic syn-
dromes (CAPS),8 including newly described FXII-associated 
cold autoinflammatory syndrome (FACAS).9

CLINICAL PATTERNS
Urticaria is classified by the duration of continuous activity into 
acute (less than 6 weeks) or chronic (6 weeks or more).2 It may 
be spontaneous and/or inducible. Inducible urticarias may be 
triggered by mechanical, thermal, or other stimuli.

ETIOPATHOPHYSIOLOGY
Although many aspects of the pathophysiology of urticaria 
remain unclear, our understanding has advanced considerably 
over the last two decades (Table 46.1).

Mast Cell–Dependent Mechanisms
Skin mast cells (MCs) are key players in the pathogenesis of 
urticaria. They are predominantly located around the small 
blood vessels and lymphatic vessels, as well as around peripheral 
nerves. The MC density is greatest at distal body areas, includ-
ing the face, hands, and feet. A threefold increase in the density 
of cutaneous MCs in the lesional skin of CSU patients has been 
reported.10

Human skin MCs contain preformed mediators in their 
granules, including histamine, proteases (tryptase, chymase), 
and heparin. They express many membrane receptors, includ-
ing high-affinity immunoglobulin E (IgE), low-affinity IgG 
receptors (FcγRIII), and the inhibitory receptor Siglec-8. Unlike 
MCs elsewhere (e.g., lung and gastrointestinal [GI] tract), skin 
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• Urticaria is an illness characterized by wheals, angioedema, or both.
• Wheals are superficial swellings of the skin: they are pale and itchy 

with surrounding redness when they appear and then become pink 
before fading.

• Angioedema is a deeper swelling below the skin or mucosa that usu-
ally lasts longer than wheals and may be painful rather than itchy.

• Wheals may occur with or without angioedema in urticaria.
• Acute urticaria lasts less than 6 weeks.2 It is common and often pre-

cipitated by viral infections. Urticaria caused by drugs and foods falls 
in this category and here the cause is usually clear from the history.

• Chronic urticaria lasts 6 or more weeks with continuous disease activ-
ity.2 A cause may not be found.

• When angioedema occurs without wheals, C1 esterase inhibitor defi-
ciency should be excluded.

• Neonatal urticarial rash raises the possibility of a hereditary autoin-
flammatory disease or other rare genetic syndromes. 

KEY CONCEPTS
Definition of Urticaria
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MCs have high expression of complement C5a receptors and 
the neuropeptide receptors MRGPRX2.11

Skin MC activation is central to the pathophysiology of CU. 
MCs can be activated by a variety of immunological and non-
immunological triggers (Fig. 46.3). Immunological and nonim-
munological pathways of MC activation are characterized by 
distinct patterns of mediator release. In CSU, immunological 
activation of MCs is thought to occur by cross-linking of high-
affinity IgE receptors (FcεRI) by autoantigens binding specific 
IgE12 or by MC activating autoantibodies (anti-FcεRIα or anti-
IgE antibodies). Histamine release (HR) peaks at 5 to 10 min-
utes, followed by de novo synthesis of lipid-derived mediators 
(leukotriene C4 [LTC4] and prostaglandin D2 [PGD2]) and cyto-

kines/chemokines. In contrast, nonimmunological stimulation 
of MCs by neuropeptides, opiates, or C5a leads to rapid HR 
within 15 to 20 seconds, without generation of eicosanoids or 
cytokines.12

Allergic Urticaria
The classic example of immunological MC activation via FcεRI 
is IgE-mediated urticaria (often termed allergic urticaria). 
Cross-linking of receptor-bound IgE leads to the release of pre-
formed mediators and newly synthesized lipid mediators and 
cytokines, resulting in the early- and late-phase IgE-mediated 
allergic inflammatory responses.

IgE-mediated MC activation can present as acute urticaria in 
those individuals previously sensitized to exogenous allergens 
such as foods, drugs, and latex. Allergic urticaria to inhaled 
allergens (e.g., latex, animal epithelia) is often accompanied by 
respiratory symptoms. Generalized allergic urticaria may prog-
ress to anaphylaxis. Allergic urticaria resolves rapidly on with-
drawal of allergen exposure and recurs with each re-exposure to 
the allergen or cross-reactive agents.

Autoimmune Urticaria
Two types of autoimmunity (type I and type IIb) are proposed 
in CSU.13 IgE-mediated type I autoimmunity is referred to as 
autoallergy.13 Autoallergens are thought to activate MCs by 
cross-linking of receptor-bound IgE autoantibodies. In CSU 
patients, IgE autoantibodies have been demonstrated to thyro-
peroxidase and thyroglobulin, double-stranded DNA, interleu-
kin-24 (IL-24) and tissue factor.12,13 There is currently no direct 
evidence for this theory, which remains controversial, but type I 
autoimmunity may play a role in CSU based on (1) IgE sensi-
tization to a wide range of autoantigens,12 (2) a correlation of 
total IgE with CSU severity, and (3) the therapeutic efficacy of 
anti-IgE monoclonal antibody omalizumab in CSU.

FIG. 46.1 Spontaneous Wheals in Severe Spontaneous Urti
caria Showing Superficial Pink Swellings with Pale Edema
tous Centers.

FIG. 46.2 Angioedema of the Mouth in Acquired C1 Ester
ase Inhibitor Deficiency.

TABLE 46.1 Etiopathogenesis of Urticaria
Acute
Idiopathic
Infection-related
Allergic (mediated by specific IgE)

Chronic
Idiopathic
Autoimmune (IgG against IgE or FcεRI)
Infection-related
Drug-induced
Diet-related

CodineAnti-IgE

IgE

Allergen

IgE

Anti-FceRI

C5a

Stem cell factor

Substance P

FIG. 46.3 Schematic Representation of a Mast Cell or Baso
phil. Activation of the immunoglobulin E (IgE) receptor by cross-
linking with immunological stimuli (allergen/specific IgE binding, 
anti-IgE, or anti-FcεRI autoantibodies) or independent activation 
by nonimmunological stimuli (substance P, stem cell factor, co-
deine, or C5a), leading to degranulation.
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Type IIb autoimmunity in CSU is mediated by functional 
autoantibodies directed against the extracellular α-chain of 
FcεRI on dermal MCs and basophils or, less frequently, against 
receptor-bound IgE, which can lead to degranulation in vitro. 
As determined by Western blotting or immunoenzymomet-
ric assays, the rates of IgG-anti-FcεRI in CSU ranged from 4% 
to 64% and that of IgG-anti-IgE, from 0% to 69%.13 It is cur-
rently accepted that only functional autoantibodies (e.g., with 
histamine-releasing activity) are clinically relevant in CSU.

Although direct evidence for type II autoimmunity in animal 
models of CSU is lacking, the indirect evidence is compelling: 
(1) the detection of histamine-releasing IgG1/IgG3 anti-FcεRIα
autoantibodies in CSU but not in other cutaneous diseases such 
as pemphigus vulgaris, dermatomyositis, systemic lupus erythe-
matosus, bullous pemphigoid; (2) the functional relevance of 
anti-FcεRIα/anti-IgE autoantibodies demonstrated by in vitro 
activation of basophils and cutaneous MCs by IgG purified from 
CSU sera and by neutralization of serum-induced basophil HR 
by soluble recombinant α-chains of the high- affinity IgE recep-
tors in some patients; (3) passive transfer of the autologous skin 
test response by serum or IgG serum fraction from CSU patients 
to healthy recipients;14 (4) correlation with CSU severity; and 
(5) a decline of serum HR activity in parallel with CSU clinical 
improvement following plasmapheresis or cyclosporine.15

Immune Complex–Mediated Urticarial Rash
MC activation can result from binding of circulating immune 
complexes to FcγRIII, expressed on MCs. In addition, circulat-
ing immune complexes can activate complement, leading to 
C3a and C5a anaphylatoxin formation. Urticarial rash caused 
by immune complexes can occur acutely in serum sickness-
like reactions, transfusion reactions, some drug-induced urti-
carias, and urticaria associated with infections or autoimmune 
diseases. Immune complex–mediated urticarial rashes usually 

develop 1 to 3 weeks after initial exposure to the antigen and 
disappear several weeks after antigen discontinuation.

Chronic whealing mediated by immune-complex damage 
and associated with histological evidence of leukocytoclastic 
vasculitis is known as urticarial vasculitis (see below). In this 
condition, urticaria can be associated with systemic symptoms, 
such as fever, arthritis, or nephritis, mainly with the uncom-
mon hypocomplementemic variant (hypocomplementemic 
urticarial vasculitis syndrome [HUVS]). Damage to postcapil-
lary venules results from the deposition of immune complexes 
or complement in the vessel wall. Immune complexes are 
formed on exposure to external (drug or infections) or internal 
(collagen-like region of C1q) antigens. Complement activa-
tion via the classical pathway leads to neutrophil chemotaxis 
through cytokine expression and adhesion molecule activa-
tion (Fig. 46.4). Proteolytic enzymes released from neutrophils 
damage vessel walls, leading to wheal formation and red blood 
cell (RBC) extravasation.

Mast-Cell Activation via MRGPRX2 Receptors
In humans, a novel G protein-coupled receptor, Mas-related 
GPRX2 was identified in 2015.16 Numerous agents, including 
neuropeptides (substance P, neuropeptide Y, vasoactive intestinal 
peptide, or somatostatin), major basic protein,  eosinophil per-
oxidase, basic secretagogues (e.g., synthetic compound 48/80), 
antimicrobial peptides, and many drugs (e.g., cationic peptide-
rgic drugs), can activate cells via MRGPRX2.16 The MRGPRX2 
expression in cutaneous MCs was reported to be increased in 
severe CSU patients compared with healthy controls.17

Mast Cell and Basophil Releasability in Urticaria
In patients with CSU, dermal MCs show a decreased activa-
tion threshold to anti-IgE. Although CSU basophils are often 

TNF-α

E-selectin
Histamine C3a

C5a

C5b-9

IL-8

t-PA

Mast cell

Bronchi

Eosinophil

Neutrophil

ICAM-1

FIG. 46.4 Immune Complex–Mediated Urticaria Initiated by Lodging of Antigenic Complexes in Small Blood Vessels Followed 
by C3a and C5a Generation.  This results in mast-cell degranulation and cytokine upregulation of adhesion molecules (intercellular 
adhesion molecule-1 (ICAM-1), E-selectin) by tumor necrosis factor-α (TNF-α) and interleukin-8 (IL-8), which leads to tissue recruitment 
of neutrophils and eosinophils and activation of tissue plasminogen activator (t-PA).
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the lips and tongue, impaired swallowing, and laryngeal edema 
develop occasionally. Aspirin-induced skin symptoms usually 
subside 24 to 48 hours after discontinuing the drug. However, 
severe exacerbations of CSU caused by NSAIDs can last from 
several days to several weeks.

The diagnosis can be established by challenge tests. Patients 
should avoid aspirin and other NSAIDs, but COX-2 inhibitors 
(coxibs) are usually well tolerated and can probably be used 
safely. Long-term low-dose aspirin for thromboprophylaxis is 
often well tolerated and should not be discontinued routinely.

Food-Induced Pseudoallergic Reactions in Chronic 
Spontaneous Urticaria
Pseudoallergic food reactions appear to be important in some 
patients with CSU. Pseudoallergic food triggers include natural 
salicylates in fruit and vegetables and artificial food additives 
in processed foods, such as benzoates and tartrazine. Low-
molecular-weight aromatic compounds in tomatoes, white wine, 
and herbs have also been implicated. Clinically, exacerbations of 
CSU resulting from dietary pseudoallergens gradually subside 
within 10 to 14 days on an exclusion diet in contrast to 1 to 3 days 
in acute allergic urticaria. Responders to a low pseudoallergen 
diet demonstrated normalization of gut mucosal permeability 
and skin symptoms. Although the underlying mechanisms for 
pseudoallergic reactions in CU remain unproven, an impaired 
gastroduodenal barrier function may be a contributory factor.

Bradykinin-Mediated Angioedema
The principal mediator of angioedema resulting from hereditary 
and acquired C1 esterase inhibitor (C1-INH) deficiency is bra-
dykinin. Hereditary angioedema (HAE) attacks are character-
ized by overproduction of bradykinin. Angiotensin- converting 
enzyme inhibitor (ACEI)-induced angioedema results from 
reduced catabolism with accumulation of bradykinin. Idiopathic 
angioedema not responding to antihistamines may be mediated 
by bradykinin in some patients. Increased levels of bradykinin 
lead to activation of bradykinin β2 receptors, thereby increasing 
vascular permeability and causing vasodilatation and edema.18

hyporesponsive to anti-IgE, they are paradoxically hyperrespon-
sive to an as-yet unidentified factor in normal human serum.

Skin Response to Mast Cell Activation in Chronic Urticaria
Despite the existence of different pathways for MC activation, 
the end result is degranulation with release or secretion of medi-
ators. Histamine is crucial for the development of cutaneous 
manifestations of urticaria and is found in high concentrations 
in tissue fluid of wheals. It causes localized redness resulting 
from vasodilatation, wheal formation from increased vascular 
permeability leading to plasma leakage, and a surrounding axon 
reflex-neuropeptide mediated flare-up. Histamine is also the 
main mediator of itch in urticaria. However, histamine-induced 
wheals are short-lived in contrast to urticarial lesions that may 
persist up to 24 hours, implying that other proinflammatory 
mediators and/or cellular infiltrates contribute to CSU patho-
genesis, especially the delayed phase.

Mast Cell–Independent Mechanisms of Urticaria
Pseudoallergy, or nonallergic hypersensitivity, mimics imme-
diate-type allergic reactions clinically without evidence of 
underlying immunological mechanisms. The most common 
triggers of pseudoallergic reactions are aspirin and other non-
steroidal anti-inflammatory drugs (NSAIDs), as well as some 
food ingredients and additives, such as salicylates, benzoates, 
and tartrazine. These reactions do not involve IgE sensitiza-
tion and can, therefore, occur on first exposure. Pseudoallergic 
reactions are dose-dependent and usually occur with chemi-
cally unrelated substances. Diagnosis of nonallergic hypersen-
sitivity is based on a distinctive clinical pattern, time course, 
clinical signs, and response to elimination of the cause. In the 
appropriate clinical context, pseudoallergy can be confirmed 
with oral challenge tests.

Nonsteroidal Anti-Inflammatory Drugs
Aspirin and other NSAIDs inhibit constitutive cyclooxygen-
ase (COX-1) and inducible cyclooxygenase (COX-2), thereby 
diverting arachidonic acid metabolism toward the 5-lipoxy-
genase pathway in some cell types, notably eosinophils. This 
modulation of arachidonic acid metabolism results in overpro-
duction of cysteinyl-leukotrienes LTC4, -D4, and -E4, leading to 
vasodilatation and edema. Furthermore, reduction of PGE2 for-
mation by COX inhibition has two further effects that promote 
urticaria: first, by reducing inhibition of cysteinyl leukotriene 
production and second, by reducing an inhibitory effect on 
immunologically mediated mast-cell degranulation (Fig. 46.5). 
Cross-sensitivity occurs with other nonselective NSAIDs in 
susceptible individuals, depending on their pharmacological 
potency for COX inhibition but not their chemical structure.

Aspirin and NSAIDs can trigger acute urticaria as well as 
causing flare-ups of pre-existing chronic spontaneous (but not 
physical) urticaria. Aspirin-induced exacerbations have been 
reported in up to 30% of patients with CSU although the fre-
quency of NSAID intolerance may fluctuate depending on the 
activity of the underlying CSU. NSAID intolerance may even 
resolve in the remission of CSU in up to one-third of patients. 
In some cases, aspirin can act as a cofactor in food- or exercise-
induced anaphylaxis.

Urticaria can develop from a few minutes to 24 hours after 
aspirin ingestion but usually within 1 to 2 hours. Angioedema of 
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FIG. 46.5 Arachidonic Acid Pathways. Potential Diversion 
from Prostaglandin Synthesis to Cysteinyl leukotrienes 
(LTC4, -D4, -E4) by Blocking Cyclooxygenase (COX), Leading 
to Increased Vasopermeability. Reduction of prostaglandin E2 
(PGE2) also reduces its direct inhibitory effect on leukotriene 
production and on immunological mast-cell degranulation.
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CLINICAL CLASSIFICATION
CU may be spontaneous, inducible, or both.

Spontaneous Urticaria
Spontaneous urticaria is the most common presentation. The 
term “spontaneous” makes no assumption about etiology, which 
may include autoimmunity, allergy, pseudoallergy, or infection. 
Spontaneous urticaria can be further classified by duration of 
attacks into acute and CU.2

Acute Spontaneous Urticaria
Acute urticaria is defined as continuous disease lasting less than 
6 weeks. Individuals with an atopic predisposition are at higher 
risk of acute urticaria; atopic diseases are found in about half 
the patients with acute urticaria. Most acute urticaria resolves 
spontaneously within 6 weeks, but in 10% of patients, it may 
progress to CSU.

Viral infections, foods, or drugs are common identifiable 
causes of acute urticaria. For example, urticaria was reported 
during or after the COVID-19 infection.19 A specific cause 
of acute urticaria will not be found in about 50% of patients. 
Foods may cause acute urticaria in young children but are rarely 
responsible for acute urticaria in adults. In infancy, cow’s milk 
allergy may cause acute allergic urticaria. Acute urticaria is the 
most common presentation of drug hypersensitivity, account-
ing for a quarter of all adverse drug reactions, with penicillin 
and NSAIDs being the most common causes of allergic and 
nonallergic drug-induced urticaria, respectively. Drug-induced 
urticaria is more likely in older adults, perhaps reflecting poly-
pharmacy and age-related pharmacokinetic changes, and in 
patients with human immunodeficiency virus (HIV) infection 
and those with renal or liver diseases.

Chronic Spontaneous Urticaria
CSU is characterized by daily or almost daily itchy wheals on 
skin, with or without angioedema, for more than 6 weeks. CSU 
can be mediated by type I and type IIb autoimmunity (see Auto-
immune Urticaria). However, in 50% of patients, the etiopatho-
genesis of the disease remains unknown (idiopathic) and seems 
to be endogenous. Whatever the primary cause, CSU appears 
to be aggravated by a variety of exogenous exposures, includ-
ing acute infections (most commonly viral upper respiratory 
tract infections), NSAIDs, dietary pseudoallergens, menses in 
women, tiredness, and stress. The contribution of these factors 
probably explains why the clinical course is often erratic and 
unpredictable.

CSU affects women twice as often as men. There is a com-
mon link between CSU and thyroid autoimmunity as well as 
other autoimmune diseases, including Graves disease, vitiligo, 
systemic lupus erythematosus, pernicious anemia, and insulin-
dependent diabetes.20 Adult female patients with a family history 
and a genetic predisposition for autoimmune diseases are at an 
increased risk of autoimmune comorbidity.20 CSU may be asso-
ciated with inducible urticaria (e.g., dermographism or delayed-
pressure urticaria [DPU]). Around 50% of patients present with 
both wheals and angioedema. CU can have a continuous or a 
relapsing course. CU of all types—including CSU—can cause 
serious disability in patients, including loss of sleep and energy, 
social isolation, altered emotional reactions, and difficulties in 

aspects of daily living similar in degree to patients with severe 
ischemic heart disease.

Chronic Inducible Urticarias
Chronic inducible urticarias (CIndUs) are common, account-
ing for around 25% of all cases of CU. These include physical 
urticarias, such as symptomatic dermographism, cold and heat 
urticarias, DPU, solar urticaria, and vibratory angioedema, 
in which symptoms are triggered reproducibly by an external 
mechanical or thermal/ultraviolet stimulus. CIndUs now also 
include cholinergic, adrenergic, aquagenic, and contact urti-
carias, in which the eliciting stimuli for MC degranulation are 
defined by a nonphysical exposure. CIndUs can coexist with 
CSU and more than one CIndU can occur in the same patient 
(e.g., dermographic and cholinergic urticarias), which may lead 
to difficulty in diagnosis. With the exception of DPU, CIndU 
develop rapidly after exposure to the relevant trigger and fade 
within an hour.2

The pathogenesis of CIndUs is unclear except in the case of 
allergic contact urticaria, which is caused by mucocutaneous 
exposure to an allergen in IgE-sensitized individuals, analo-
gous to acute urticaria. A diagnosis of CIndUs is confirmed if 
the symptoms can be reproduced by challenge testing with the 
suspected stimulus.21 Challenge testing can be used for monitor-
ing threshold changes during treatment. In general,  treatment 
of CIndUs involves avoidance of known triggers and taking 
antihistamines. Off-label treatment with omalizumab can be 
beneficial in patients with various CIndUs, with the strongest 
evidence for symptomatic dermographism, cold and solar urti-
carias.22 Sometimes tolerance can be induced for cold and solar 
urticarias but these historical approaches to treatment are now 
rarely used.

Mechanical Urticaria
Symptomatic Dermographism
Dermographism is the most common CIndU, mainly affect-
ing young people. Typical red, itchy, linear wheals are evoked 
within minutes of stroking, friction, rubbing, or scratching the 
skin (Fig. 46.6).

FIG. 46.6 Extensive Induced Dermographic Whealing on the 
Chest of a Patient as a Result of Scratching.
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Delayed-Pressure Urticaria
Isolated DPU occurs in less than 2% of all patients with urti-
caria. DPU has been reported to coexist with CSU in up to 
40% of patients but needs to be distinguished from pressure-
aggravated CSU by provocation testing (below). DPU is the 
most debilitating of CIndUs and is triggered by sustained local 
pressure (e.g., wearing tight shoes, carrying heavy bags, long 
walks, sitting or leaning against firm objects, climbing ladders, 
jogging, driving, or clapping hands). Deep and painful swell-
ings, clinically resembling angioedema, develop 30 minutes to 
12 hours after pressure, and may be associated with ‘flu-like 
symptoms, fever, arthralgia, and fatigue. The most frequently 
affected sites are hands, soles, buttocks, shoulders, and areas 
under straps and belts. DPU lesions last 12 to 48 hours and are 
usually painful rather than itchy, especially on the hands and 
feet. Laboratory investigation reveals transitory leukocytosis 
and elevated erythrocyte sedimentation rate (ESR). Hanging a 
heavy weight suspended on a narrow band over the forearm or 
thigh for 15 minutes may be used as a challenge test, but more 
reliable results can be obtained with special instruments. DPU 
is difficult to treat because it responds poorly to antihistamines.

Vibratory Angioedema
Vibratory angioedema is rare and has been linked to mutations 
in the ADGRE2 gene.23 Local swellings, or rarely wheals, develop 
several minutes to 6 hours after using vibrating machinery, lawn 
mowing, applauding, and jogging, for instance. Systemic symp-
toms may occur (headache, chest tightness, diffuse flare, facial 
flushing). Placing the elbow or hand on a laboratory vortex for 
5 to 15 minutes is a useful challenge test.21 Avoidance of the trig-
ger is the only helpful treatment strategy. In rare cases, antihis-
tamines can relieve the symptoms of vibratory angioedema.

Thermal or Ultraviolet-Induced Urticaria
Cold Urticaria
The incidence of cold urticaria (ColdU) is estimated at 0.05%. 
It occurs in both children and adults and is more common in 
cold climates, in women, and in atopic patients. The majority 
of cases are primary with no identifiable cause, but some cases 
are secondary to internal disease. Clinical manifestations can 
be local or generalized. Mucosal involvement may develop after 
drinking cold beverages. Systemic symptoms may be respira-
tory (laryngeal angioedema, tongue or pharyngeal swelling, 
wheezing), vascular (hypotension, tachycardia), GI (hyper-
acidity, nausea, diarrhea), or neurological (disorientation, 
headache). ColdU can be evoked by low ambient temperature, 
contact with cold objects, food or beverages, or immersion in 
cold water. Wheals develop during the cold exposure or, more 
commonly, on rewarming. The severity of ColdU depends on 
the intensity and duration of the cold stimulus. ColdU is poten-
tially life threatening, with a risk of anaphylaxis and death on 
exposure of large skin areas to cold: for example, jumping into 
cold water and hypothermia in neurosurgical and cardiotho-
racic operations.24

In most studies, cryoproteins (mainly cryoglobulins) can 
be detected in less than 1% of patients (secondary ColdU). 
ColdU can be associated with infections (hepatitis C, infectious 
mononucleosis, syphilis, Mycoplasma infection), autoimmune 
diseases, and lymphoreticular malignancy (Waldenström mac-
roglobulinemia, myeloma), although the evidence for causal 
relationships is weak. ColdU can precede these diseases by 

several years. Secondary ColdU can also be drug-related (peni-
cillin, oral contraceptives).

The diagnosis of ColdU is confirmed by a 5-minute ice cube 
challenge or TempTest.21 In patients with negative provocation 
tests for ColdU, atypical forms or familial cold autoinflamma-
tory syndrome (FCAS) should be considered.

The clinical work-up in ColdU includes differential blood 
count, ESR, or C-reactive protein (CRP).2,21 Additional work-
up includes a search for underlying infections, if indicated by 
patient’s history or required for the differential diagnosis. Cryo-
proteins can be measured, although there is no guidance on 
clinical relevance in ColdU. Patients should be cautious about 
bathing or  swimming in cold water and consuming cold food 
or drinks. Antihistamine treatment is often helpful but does 
not prevent anaphylaxis caused by swimming in cold water. 
Omalizumab can be effective for patients with ColdU. In severe 
ColdU, tolerance induction by repeated cold exposure may be 
attempted but is very difficult to maintain.

Heat Urticaria
Heat-induced urticaria is very rare. It is induced by local heat-
ing of the skin at 38°C to 44°C. Antihistamines are only of lim-
ited therapeutic value, but omalizumab may be effective.

Solar Urticaria
Solar urticaria affects about 1% of all patients with urticaria 
and has a slight female predominance. It can be associated with 
erythropoietic porphyria. Wheals are caused by electromagnetic 
wavelengths ranging from 290 to 760 nm (ultraviolet B [UVB], 
UVA, and visible spectrum). In patients with solar urticaria, the 
action spectrum lies predominantly within longer UVA wave-
lengths and shorter visible light wavelength.25 It develops within 
minutes or hours after sun exposure and fades within 24 hours. 
Lesions are usually confined to sun-exposed skin, although they 
can also develop under clothing. The severity of solar urticaria 
depends on the wavelength, intensity, and duration of irradia-
tion. Short exposures induce flare and pruritus, whereas longer 
exposures cause whealing. In patients sensitive to the visible 
spectrum and UVA, reactions may occur through window glass.

Solar urticaria is diagnosed by phototesting with broadband 
UVR and monochromator sources. Patients are advised to use 
creams with a high sun protection factor (SPF), protective cloth-
ing, and protective window shields and to limit the time spent 
outdoors. Omalizumab may be effective. Phototherapy (PUVA 
and narrow band UV 311 nm) can also be used.

Other Patterns of Inducible Urticaria
Cholinergic Urticaria
Cholinergic urticaria (CholU) is the second most common 
CIndU and occurs mainly in adolescents, young adults who are 
usually atopic. CholU usually follows a rise in core temperature 
resulting from physical exercise, fever, or external passive heat 
(hot bath, shower, sauna), but may also be provoked by emo-
tional stress and spicy food. The characteristic lesions are highly 
pruritic pinpoint pale wheals of 1 to 3 mm surrounded by a 
red flare. The wheals may occur anywhere except the soles and 
palms. Lesions usually begin on the trunk and the neck, extend-
ing outward to the face and limbs. As lesions progress, confluent 
areas of whealing and redness may develop. Severely affected 
patients may develop angioedema and even anaphylaxis. The 
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rash is triggered by activation of cholinergic sympathetic inner-
vation of sweat glands, but the mechanism of activation remains 
unclear. Some patients with CholU have acquired generalized 
hypohidrosis/anhidrosis.26 Decreased blood protease inhibitor 
levels have been reported, and this is the rationale for using ana-
bolic steroids to treat severe, unresponsive disease. The progno-
sis is reasonably favorable, with spontaneous resolution within 
8 years in most patients. However, 30% of patients are affected 
for over 10 years.

CholU can be confirmed by reproducing the rash with exer-
cise to the point of sweating or passive heating in a hot bath or 
shower at up to 42°C. The condition may be refractory for up 
to 24 hours after provocation, and this may enable patients to 
prevent attacks by taking daily exercise. Treatment is primarily 
with antihistamines, but beta-blockers, danazol, ketotifen, and 
montelukast have also been used. Some patients with CholU 
may respond to omalizumab treatment although the evidence 
for its clinical efficacy is limited.22

Aquagenic Urticaria
Aquagenic urticaria is rare. It occurs in women more often than 
in men and is triggered by water contact but not after drink-
ing water. Scattered small papular wheals, similar to CholU but 
with a larger flare, appear within 10 to 20 minutes of water con-
tact and resolve in 30 to 60 minutes. Diagnosis is made by water 
immersion or applying a wet compress at body temperature 
for up to 10 minutes on whichever part of the body is usually 
affected. Associations with HIV and hepatitis B infection have 
been described.

Contact Urticaria
Contact urticaria occurs locally after skin or mucosal contact 
with the eliciting agent.2 Reactions usually develop within a few 
minutes and resolve over 2 hours, although delayed-contact 

urticaria can occur with a latent period up to 48 hours. Contact 
urticaria can be caused by many organic and inorganic stimuli, 
such as latex, animal danders and secretions, foods, plants, topi-
cal drugs, and cosmetics.

Allergic contact urticaria occurs mainly in atopic subjects. 
Foods are the most common cause. Very rarely, contact with 
the allergen may induce anaphylaxis, especially in the context 
of latex allergy. The severity of contact reactions depends on 
many factors (area of exposure, duration of contact, amount 
and concentration of substance, patient reactivity, comorbidity, 
and concomitant treatment).

Nonallergic contact urticaria is common and is usually 
caused by low-molecular-weight chemicals. Nonallergic contact 
urticaria may occur on first exposure and may depend on dose 
and concentration of the chemical.

DIFFERENTIAL DIAGNOSIS OF URTICARIA

Urticarial Vasculitis
Urticarial vasculitis (UV) is characterized clinically by urticar-
ial rash with or without angioedema and histologically by leu-
kocytoclastic vasculitis on lesional skin biopsy. UV is idiopathic 
in most cases but has been reported in association with drugs, 
malignancy, autoimmunity, and infections. It is important to 
differentiate UV from CSU in terms of prognosis, approach to 
diagnostic evaluation, and therapy.

Angioedema Without Wheals
Angioedema occurs in nearly half the patients with CSU; in 
these patients, the disease tends to be more severe and more 
difficult to treat. Angioedema without wheals occurs in about 
10% of patients with CSU but needs investigation to distin-
guish angioedema due to C1 inhibitor deficiency or drugs, such 
as ACEI, although many cases of angioedema without wheals 
remain unexplained (Fig. 46.7).

Without wheals With wheals

Low C4 Normal C4 Diagnose and manage
as for urticaria

Type I HAE

HAE: Hereditary angioedema
AAE: Acquired angioedema

Type II HAE AAE

↓C1-INH
↓ C1-INH functional

Normal C1-INH
↓ C1-INH functional

Normal or low C1-INH
↓ C1-INH functional
↓ C1q

Drug induced
e.g., ACEI

Idiopathic

Episodic angioedema
with eosinophilia

HAE with normal C1
inhibitor (type III HAE)

Angioedema

FIG. 46.7 Diagnostic Pathway for the Differential Diagnosis of Angioedema.
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Angioedema Caused by C1 Inhibitor Deficiency
The diagnosis and clinical presentation of hereditary and 
acquired C1-INH deficiency are covered in Chapter 40.

Angioedema With Normal C1 Inhibitor
Histamine-Mediated Angioedema (without wheals). Histamine-

mediated angioedema differs from bradykinin-mediated 
angioedema by the speed of onset, kinetics of resolution, 
prognosis, and response to treatment. Histamine-mediated an-
gioedema develops rapidly, usually subsides within 48 hours, 
and responds well to antihistamines, corticosteroids, and epi-
nephrine.

Idiopathic. Idiopathic angioedema is diagnosed when no 
cause can be established and can be histaminergic and non-
histaminergic. It is generally self-limiting, but may follow a 
prolonged course. Treatment of idiopathic histaminergic angio-
edema should follow the same pathway as CSU. Antihistamines 
are the mainstay of therapy; corticosteroids (prednisolone 30 to 
40 mg/day in adults) are useful for up to 3 days as rescue treat-
ment to cover more severe episodes of the oropharynx, and epi-
nephrine may be lifesaving in laryngeal angioedema.

Drug-induced. Histaminergic angioedema without wheals 
occasionally occurs with NSAIDs, usually within several hours 
of intake.

Bradykinin-Mediated Angioedema. Bradykininergic  angioedema 
is usually characterized by a slower onset, a longer duration, and 
a little or no response to antihistamines, corticosteroids, and 
epinephrine. Bradykininergic angioedema can be idiopathic, 
due to hereditary or acquired C1 deficiency or ACEI therapy. 
Although the mortality due to angioedema is rare (0.34 deaths 
per 1,000,000 inhabitants), bradykininergic angioedema carries 
a 45 times higher mortality risk of mortality than angioedema 
due to MC-derived mediators.27

Hereditary. The prevalence of bradykininergic angioede-
ma due to hereditary deficiency in C1 inhibitor is between 1.1 
and 1.6 per 100,000.28 HAE due to C1 inhibitor deficiency is 
characterized either by low antigenic and functional levels of 
C1 inhibitor (type1) or by normal (or elevated) antigenic but 
low functional C1 inhibitor levels (type 2). More than 500 mu-
tations in the SERPING1 gene have been reported. Some kin-
dreds have been described with a dominant pattern of angio-
edema inheritance and normal C1 inhibitor, mainly in women, 
in whom a gain-of-function (GOF) mutation of the contact 
pathway of coagulation in F12 has been found in about 20% of 
affected families. This used to be called type III HAE, but the 
term hereditary angioedema with normal C1 inhibitor is now 
preferred. HAE with normal C1 inhibitor can also be associa-
ted with mutations in plasminogen, kininogen 1, angiopoietin-1   
or heparan sulphate 3-O-sulfotransferase 6 genes.

Drug-induced. The prevalence of bradykininergic angio-
edema due to ACEIs is between seven and 26 in 100,000.28

It is thought to result from inhibition of kininase II, which 
breaks down bradykinin, as well as converting angiotensin I 
to angiotensin II in the renin–aldosterone pathway. It usually 
presents with episodic and unpredictable swellings of the head 
and neck, especially of the tongue and oropharynx. Although 
angioedema develops within the first week of treatment with 
ACEIs in most cases, symptom onset may occur after many 
years on treatment. Management involves discontinuation of 
ACEI therapy. Angioedema often recurs on re-exposure to 
ACEIs. ACEIs may also precipitate angioedema in patients 

with angioedema from other causes, including C1-INH defi-
ciency. Rare instances of angioedema have also been reported 
with angiotensin II receptor antagonists. Additionally, dipep-
tidyl peptidase IV inhibitors (gliptins) used for the treatment 
of diabetes can affect bradykinin degradation and can cause 
angioedema. Current guidelines recommend close monitor-
ing, airway intervention if needed, and lifetime avoidance of 
all ACEIs.

Acquired. Acquired deficiency in C1 inhibitor rarely occurs 
in association with lymphoproliferative or autoimmune disor-
ders and is observed in patients over 40 years old and affects 
0.15 per 100,000.29 Acquired angioedema is often characterized 
by C1 inhibitor autoantibody or paraprotein and low C1q.

Idiopathic. Idiopathic non-histaminergic angioedema is 
bradykinin-mediated in approximately 10% of patients. A role 
for bradykinin has been suggested although the mechanisms 
remain unknown. Off-label therapeutic options in acute at-
tacks of idiopathic angioedema include omalizumab, icatibant, 
C1 inhibitor, and ecallantide. Tranexamic acid is effective in 
more than 50% of patients with idiopathic angioedema without 
wheals. For prophylaxis, tranexamic acid, omalizumab, C1 in-
hibitor, and progestin were reported to be effective.

Autoinflammatory Syndromes Presenting With 
Urticarial Rash
Acquired

Schnitzler Syndrome. Schnitzler syndrome is a periodic fever 
syndrome with urticarial rash resembling CSU, bone pain, high 
ESR, and monoclonal IgM, or—very rarely—IgG gammopathy. 
Clinically, patients present with nonpruritic or mildly pruritic 
wheals, mainly affecting the trunk and limbs. The wheals are 
resistant to antihistamines, and angioedema is rare. Fever bouts 
may exceed 38°C, sometimes with chills and nocturnal sweat-
ing. Patients often suffer from bone pain, mainly in the pelvis or 
tibias, arthralgia, and sometimes full-blown arthritis. Lymph-
adenopathy, hepatomegaly, and splenomegaly may be present.

Monoclonal IgMκ and, less commonly, IgMλ or IgG para-
proteins are found on serum electrophoresis. The ESR is persis-
tently elevated at 60 to 100 mm/h, CRP (greater than 30 mg/L), 
with leukocytosis (greater than 10,000/mm3), elevated platelet 
count, and anemia. Skin histology shows dermal neutrophils 
with a tendency to localize around appendages in most cases; 
monoclonal IgM is deposited in the epidermis around the kera-
tinocytes and along basement membranes on direct immuno-
fluorescence. Bone examination may demonstrate hyperostosis 
on radiography and hyperfixation on bone technetium scan-
ning. Bone marrow examination shows normal results in most 
patients, but nonspecific lymphocytic, plasmocytic, or poly-
clonal infiltration is present in about 20%.

The pathophysiology of Schnitzler syndrome is still unclear, 
and the severity of urticarial rash does not depend on the para-
protein level. Evidence of activation of interleukin-1 (IL-1), 
increased IL-6, IL-18, granulocyte macrophage–colony-stimu-
lating factor (GM-CSF), and confirming the efficacy of the IL-1 
receptor antagonist anakinra, anti-IL1-β monoclonal antibody 
canakinumab, or fusion protein IL-1 antagonist rilonacept sug-
gest that cytokines play a leading role in its pathogenesis. The 
outlook for maintaining symptom control is good, but long-
term follow-up is recommended because patients may develop 
B-cell lymphomas 10 to 20 years after its onset. AA amyloidosis 
may also occur without effective treatment.
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Hereditary (Cryopyrin-Associated) Periodic Syndromes
Several hereditary autoinflammatory urticarial syndromes show 
mutations of the NLRP-3 gene on chromosome 1q44. NLRP-3
encodes a protein called cryopyrin, which is involved in apopto-
sis and inflammation. These rare autosomal dominant disorders 
include FCAS, Muckle-Wells syndrome (MWS), and chronic 
infantile neurological, cutaneous, and articular (CINCA) syn-
drome, and newly described (FACAS)9 and are grouped under 
the inclusive term cryopyrin-associated autoinflammatory syn-
drome (CAPS).8 The diagnostic criteria for CAPS include raised 
inflammatory markers (CRP/serum amyloid A) in combination 
with at least two of six CAPS-typical symptoms: urticaria-like 
lesions, cold-triggered episodes, sensorineural hearing loss, 
musculoskeletal symptoms, chronic aseptic meningitis, and 
skeletal abnormalities.8

WORK-UP IN PATIENTS WITH URTICARIA
Evaluation of patients with urticaria requires a detailed history 
and physical examination.2 The history is particularly important 
in patients with urticaria and should include a thorough inquiry 
for all potential comorbidities (e.g., autoimmune diseases), pos-
sible precipitating and aggravating factors, the timing of onset 
and duration of individual wheals, associated symptoms, as well 
as travel history, recent infection, occupational exposure, and 
food and drug intake. The duration of individual lesions can be 
very helpful in distinguishing the different clinical patterns of 
urticaria. Patients should be asked to complete Patient Related 
Outcome Measures and weekly urticarial activity scores for CSU.2

Work-Up in Chronic Spontaneous Urticarias
A complete blood count with differential and ESR or CRP is 
routinely recommended for patients with CSU that is easily 
controlled by antihistamines, unless the history points to an 
underlying disease.2 Studies have shown that random labora-
tory testing very rarely yields evidence of unsuspected internal 
diseases as a cause of CSU.

Extended laboratory evaluation can be considered in patients 
with CSU if indicated by the patient’s history and/or physical 
examination.2 Thyroid-stimulating hormone (TSH), thyroid 
antibodies, liver function tests, tryptase, and routine urinalysis 
will exclude most diseases associated with urticaria. Additional 
testing for infections, including Helicobacter pylori, can be per-
formed if suggested by patient’s history. Lesional skin biopsy 
can be considered if UV is suspected. Allergy testing should not 
be undertaken in chronic continuous urticaria unless the his-
tory indicates that allergy is likely.

The Diagnosis of Autoimmune Chronic  
Spontaneous Urticaria
The diagnosis of autoimmune CSU (type IIb autoimmunity) is 
not straightforward and involves in vivo and in vitro approaches. 
Autologous serum skin testing (ASST) is a simple and useful 
screening method for autoreactivity in patients with CU. The 
test is 80% specific and 70% sensitive as compared to a posi-
tive basophil histamine release assay (BHRA) and is, therefore, 
regarded as a useful test for autoimmune urticaria.

The diagnostic criteria for autoimmune CSU may include 
(1) positive in vivo autoreactivity (a positive ASST) as evidence 
of serum factors capable of inducing an inflammatory wheal 
response; (2) positive in vitro basophil reactivity as evidenced 
by BHRA or basophil activation test (BAT) using the patient’s 
serum on healthy donor basophils or MCs; and (3) a positive 
immunoassay for specific identification of IgG autoantibodies 
against FcεRI and/or anti-IgE (Western blot or enzyme-linked 
immunosorbent assay [ELISA]. Being technically difficult, these 
assays are mainly confined to research centers. Low total IgE 
with positive thyroid antibodies may offer a useful surrogate for 
the BHRA. Results of nonfunctional immunoassays (Western 
blot, ELISA) based on binding of autoantibodies to relevant 
antigens (FcεRIα or IgE) do not correlate well with the results 
of functional assays.

MANAGEMENT OF URTICARIA
Finding effective treatment for urticaria can be challenging. 
Treatment should be tailored to the clinical pattern, duration, 
and severity of the urticaria. Management should include non-
pharmacological measures and drug therapy with a stepwise 
approach.2

General Measures
Causes, triggers, and aggravating factors should be avoided or 
minimized, whenever possible. Patients with CSU should mini-
mize exposure to nonspecific aggravating factors, such as over-
heating, wearing tight clothes and shoes, stress, alcohol, dietary 
pseudoallergens, and some drugs. NSAIDs aggravate up to 30% 
of patients with CSU and are best avoided. This does not apply 
to the physical urticarias, in particular DPU, where NSAIDs 
may be used as treatment. ACEIs are contraindicated in angio-
edema without wheals that may be mediated by kinins, but not 

CLINICAL PEARLS
Diagnosis of Clinical Patterns of Urticaria

• The duration of individual wheals can help define the pattern of urti-
caria.

• Wheals lasting no more than 1 h are usually induced rather than spon-
taneous except delayed-pressure urticaria, which lasts longer.

• Localized wheals lasting up to 2 h may be caused by skin or mucosal 
contact with an allergen or other contactant.

• Wheals that take 1 to 24 h to fade are usually a presentation of chronic 
spontaneous urticaria.

• Wheals lasting more than 24 h may be caused by delayed-pressure 
urticaria or urticarial vasculitis.

• Urticarial rash in a neonate may be a symptom of cryopyrin-associated 
periodic syndromes. 

Work-Up of Acute Urticaria
No routine testing is recommended for the patients with acute 
urticaria.2 When allergens are suspected as the cause, there 
should be a close temporal relationship to the time of exposure—
usually starting within minutes—a history of previous exposure 
causing sensitization, and prompt resolution on allergy with-
drawal. Allergy testing can be performed if indicated.

Work-Up in Chronic Inducible Urticarias
When CIndU is suspected, appropriate challenge testing should 
be performed to confirm the diagnosis.21 Generally, there is 
no need for further investigation, except for cold or solar urti-
caria.21 In ColdU, a differential blood count, ESR or CRP, and 
cryoproteins are recommended and other photodermatoses 
should be considered in the diagnosis of solar urticaria.



595CHAPTER 46 Urticaria, Angioedema, and Anaphylaxis

in other patterns of urticaria. Cooling lotions and creams, such 
as 1% menthol in aqueous cream, may help relieve pruritus. 
Some patients with spontaneous, but not inducible CU appear 
to respond to a low pseudoallergen diet. However, controlled 
clinical trials are lacking.

First-Line Therapy
Antihistamines are the cornerstone of treatment for acute and 
CSU. Second-generation antihistamines offer several advan-
tages over classic H1 antihistamines, including lack of sedation 
and impairment of performance, longer duration of action, and 
absence of anticholinergic side effects. Meta-analysis suggests that 
63.2% of CSU patients respond to updosing of second-generation 
antihistamines although this approach is more effective against 
itching than whealing.30 Second-generation antihistamines are 
inverse agonists of H1 receptors, and stabilize H1 receptors in the 
inactive conformation. Second-generation antihistamines are 
most effective in CSU when taken regularly for prophylaxis. The 
timing of antihistamine intake should be adjusted to suit the diur-
nal pattern of urticaria for each individual.

Second-Line Therapy
It has become common practice to increase second-generation 
antihistamines above their licensed doses up to fourfold when 
CU does not respond because clinical experience and updosing 
studies show that this achieves better control in some patients.

When urticaria does not respond to second-generation anti-
histamines, systemic corticosteroids may be used as short-term 
rescue therapy for acute urticaria or severe exacerbations of 
CSU. Long-term treatment with oral corticosteroids is not rec-
ommended because of safety concerns.

Third-Line Therapy
Omalizumab (anti-IgE) is licensed as add-on therapy for CSU 
not responding to antihistamines. The recommended dose is 
300 mg by monthly subcutaneous injection, although clinical 
experience indicates that effective monthly doses may vary from 
150 to 600 mg in different patients and the interval between treat-
ments can be extended in good responders. Clinical experience 
and meta-analysis suggest that when used off-label, it may also 
be effective for many patients with CIndUs, with the strongest 
evidence for symptomatic dermographism, cold and solar urti-
carias.22 Omalizumab was reported to rapidly reduce circulating 
free IgE, to downregulate high-affinity IgE receptors on MCs 

and basophils, resulting in a stabilizing effect. The mechanisms 
of omalizumab action in CSU remain certain but are likely to 
include reducing MC releasability, reversing basopenia, reduc-
ing activity of IgG autoantibodies against FcεRI and IgE, reduc-
ing activity of IgE autoantibodies against an as-yet undefined 
antigen or autoantigens, reducing the activity of intrinsically 
“abnormal” IgE and decreasing in vitro coagulation abnormali-
ties.31 Although experience to date suggests that omalizumab is 
often highly effective for control of urticaria symptoms, patients 
with serum autoreactivity as demonstrated by serum-induced 
BHRA and/ASST have a slower response.

Fourth-Line Therapy
The best-studied immunosuppressive therapy is cyclosporine, 
shown to be effective at low to moderate doses ranging from 1 to 
4 mg/kg daily in patients with CSU. Patients must be monitored 
carefully for renal impairment and hypertension; treatment 
should normally be limited to 4 months. Cyclosporine is con-
traindicated in patients with previous malignant disease except 
nonmelanoma skin cancer.

MANAGEMENT OF HEREDITARY ANGIOEDEMA
The swellings of HAE are mediated by bradykinin rather than 
histamine, so the management of HAE is completely different 
from MC-dependent angioedema. The primary aim of therapy 
is to replace the missing functional C1 esterase inhibitor or sta-
bilize the coagulation, fibrinolysis, complement, and  kallikrein–
kinin pathways. ACEIs should be avoided because ACE is a key 
enzyme involved in the breakdown of bradykinin. Exogenous 
estrogens (oral contraceptives and hormone replacement ther-
apies) should be avoided in women as they activate kallikrein 
through activated factor XII. Lifestyle events that exacerbate 
HAE vary in their importance among individuals, but may 
include local trauma (e.g., dental extraction, sport activities), 
stress, tiredness, and intercurrent infections.

Attacks involving the extremities or abdomen are the most 
common. Up to 50% of patients will experience oropharyngeal 
swelling, with risk of asphyxiation at some point in their lives, 
so treatment for both emergencies and prophylaxis are essential. 
The intention of treatment is to reduce or curtail the severity of 
a swelling and to reduce the period of disability or disfigure-
ment during or following the attacks.

Treatment of the Acute Attack
International guidelines strongly recommend early administra-
tion of C1 inhibitor concentrate, icatibant, or ecallantide for the 
treatment of the acute attacks.32 Plasma-derived (pd-C1-INH) or 
recombinant C1 esterase inhibitor concentrate given by intrave-
nous infusion is effective for oropharyngeal or GI attacks. Initial 
improvement in the swelling may be seen within 30 to 60 min-
utes, and time to clearance is usually in the order of 24 hours 
after pd-C1-INH. Self-administration can reduce the severity of 
attacks by allowing earliest treatment and should be encouraged.

If a C1 inhibitor concentrate, ecallantide, or icatibant is not 
available, solvent detergent-treated plasma should be used. If 
not available, up to three units of fresh frozen plasma (contain-
ing C1 inhibitor and its substrate, complement) may be given 
as an alternative in an emergency when C1-INH concentrate is 
not available.

Icatibant (a bradykinin 2 receptor antagonist) and ecallan-
tide (a kallikrein inhibitor) are also highly effective for acute 

• Eliminate infectious, drug, or food causes.
• Minimize nonspecific aggravators, including heat, stress, alcohol, 

nonsteroidal anti-inflammatory drugs, and pressure.
• Regular oral second-generation H1 antihistamines are the first line of 

therapy for all spontaneous and inducible urticarias.
• Updosing of second-generation antihistamines is the second line of 

treatment for all spontaneous and inducible urticarias.
• Short courses of oral corticosteroids may be necessary as rescue 

medication for chronic spontaneous urticaria flare-ups, especially with 
oropharyngeal angioedema.

• Omalizumab (monoclonal anti-IgE) is often effective in chronic sponta-
neous urticaria refractory to H1 antihistamines

• Immunosuppressive therapies should be reserved for patients with 
severe urticaria not responding to omalizumab. Careful monitoring for 
renal toxicity or hypertension is required with cyclosporine. 

THERAPEUTIC PRINCIPLES
Management of Urticaria
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episodes of HAE. Both are given by subcutaneous injection, 
which provides an easier route for administration than intra-
venous infusion. Ecallantide should be given under medical 
supervision, since there is a risk of allergic reactions. Icatibant 
is licensed for self-administration, which provides a potential 
advantage. Treatments developed for HAE with C1 inhibitor 
deficiency such as C1 inhibitor concentrate and icatibant are 
also effective in HAE with normal C1 inhibitor.

Laryngeal angioedema is a medical emergency and intuba-
tion or surgical airway intervention should be considered in the 
context of progressive respiratory compromise due to upper air-
way angioedema.

Antifibrinolytics (e.g., tranexamic acid) or androgens should 
not be used for acute treatment of HAE attacks.

Short-Term Prophylaxis
It has become common practice to give prophylactic treatment 
with pd-C1-INH before procedures involving local trauma to 
the oropharynx, including dental extraction, intubation for gen-
eral anesthesia for invasive interventions. Common practice is 
to give 1000 units or a dose of 20 units/kg of pd-C1-INH as close 
as possible to the start of the procedure. Fresh frozen plasma 
can be used as a second-line agent for short-term prophylaxis. 
Another strategy is the prophylactic treatment with anabolic 
steroids for 5 days before and 2 to 3 days after the procedure. 
However, frequent short courses may lead to side effects. Spe-
cific guidance on dosing for adults and children can be found 
elsewhere. Tranexamic acid is no longer recommended for 
short-term prophylaxis.32

Long-Term Prophylaxis
Long-term prophylaxis is required in patients with frequent 
attacks. pd-C1-INH is the preferred first-line long-term pro-
phylaxis for HAE attacks, usually given subcutaneously at doses 
of 40 to 60 units/kg bodyweight twice a week.6

Attenuated androgens are commonly used as second-line 
long-term prophylaxis as they increase intrinsic C1 inhibitor 
production by the liver in heterozygotes with a functioning 
allele and promote bradykinin degradation through an increase 
in aminopeptidase P. The dose should be titrated against the 
clinical response but not against blood levels of C1-INH to the 
lowest level that prevents or ameliorates the condition. Virilizing 
side effects may be a problem for women, and anabolic steroids 
are avoided in children due to growth retardation. Monitoring 
of liver function and lipid profiles should be undertaken peri-
odically. Performing a liver ultrasound examination once every 
2 years to screen for development of hepatoma is recommended 
in patients on long-term prophylaxis. Currently, tranexamic 
acid is not recommended for long-term prophylaxis given the 
lack of efficacy data and the availability of effective alternatives 
such as C1 inhibitors. However, tranexamic acid is preferred in 
children when C1 inhibitor concentrate is not available. Thera-
peutic advances include subcutaneous lanadelumab, a recom-
binant fully human monoclonal antibody against plasma kal-
likrein, which is currently licensed for HAE prophylaxis and 
berotralstat, a new oral kallikrein inhibitor.

Gene Therapy
Gene therapy using gene editing techniques or viral vector gene 
transfer is considered a potential treatment option for HAE 
patients in the future. The first report by Haslund and colleagues 

demonstrated an enhanced C1 inhibitor secretion in patient-
derived fibroblasts transfected with wild-type SERPING1 gene 
variant, pointing towards the potential of gene therapy in HAE.33

Anaphylaxis
Anaphylaxis is an acute, potentially life-threatening, systemic 
allergic reaction with variable clinical presentations. Its clinical 
features and management have been summarized in interna-
tional guidelines.34 A diagnosis of anaphylaxis is fulfilled if any 
one of the following are fulfilled: (1) acute onset (minutes to 
hours) with involvement of skin, mucosal tissue, or both with 
either respiratory involvement or reduced blood pressure (BP) 
and/or associated symptoms of end-organ dysfunction; (2) two 
or more of the following (skin-mucosal symptoms, respiratory 
involvement, reduced BP, GI symptoms) occurring rapidly on 
exposure to a culprit allergen; (3) reduced BP in response to 
exposure to a known allergen.34

Epidemiology of Anaphylaxis
The incidence of anaphylaxis in the general population in Europe 
varies from 1.5 to 7.9 cases per 100,000 per annum.35 Lifetime 
prevalence of anaphylaxis is estimated at 0.3% in Europe35,36 and 
varies between 1.6% and 5.1% in the United States. The mortal-
ity rate in anaphylaxis is estimated to be between 0.47 and 0.69 
per million persons (1% of hospitalizations and 0.1% of emer-
gency department visits).37 There is a trend for increasing rates 
of anaphylaxis admissions in the UK, United States, Canada, 
and Australia.37 The incidence of anaphylaxis in children ranges 
from 10.5 to 70 episodes per 100,000 persons-years.

Pathophysiology of Anaphylaxis
Although anaphylaxis can be mediated by immunological and 
nonimmunological mechanisms, the clinical presentation is 
similar in both, and most authorities no longer make a distinc-
tion. Immunological anaphylaxis is further classified as IgE-
dependent and IgE-independent anaphylaxis. In IgE-mediated 
anaphylaxis, allergen cross-links allergen-specific IgE on the 
surface of MCs and basophils, leading to their degranulation. 
Release of mediators causes bronchoconstriction, mucus secre-
tion, diminished cardiac contractility, increased vascular per-
meability, vasoconstriction of coronary and peripheral arteries, 
and vasodilation of venules, thereby producing clinical symp-
toms of anaphylaxis. IgE-mediated reactions occur in presen-
sitized patients (e.g., those experiencing penicillin-, insulin-, 
latex-, or peanut-induced anaphylaxis). IgG- or IgM-related 
transfusion reactions should be classified as immunological, 
IgE-independent anaphylaxis. In contrast, opioids, radiocon-
trast media, vancomycin, and some muscle relaxants are capa-
ble of directly inducing HR from basophils and MCs without 
involvement of IgE. Although reactions to NSAIDs are consid-
ered pharmacological rather than immunological (because of 
the downstream effects of COX inhibition), an IgE-mediated 
mechanism has been suspected in some patients. In murine 
models IgG-mediated FcγRIII-dependent anaphylaxis elicited 
by a high dose of allergen has been described, however, there 
is not yet definitive evidence of IgG-mediated anaphylaxis in 
humans. Monocytes and macrophages are likely to play a role in 
in this type of anaphylaxis; however, the extent of their contribu-
tion is yet to be established. Cytokine storm–like reactions were 
reported in patients with chemotherapy-induced anaphylaxis.
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Etiology of Anaphylaxis
Anaphylaxis is most commonly caused by foods, drugs, general 
anesthetic agents, insect stings, and, rarely, latex. Exercise can 
occasionally cause anaphylaxis either on its own (exercise-induced 
anaphylaxis) or after ingestion of a food in presensitized individu-
als (food- and exercise-induced anaphylaxis). The incidence and 
severity of anaphylaxis in patients with mastocytosis is four to six 
times higher than that in the general population. Up to 50% of 
patients with mastocytosis present with anaphylaxis during their 
lifetime.38 Anaphylaxis occurs in the perioperative setting. Idio-
pathic anaphylaxis is diagnosed when no cause can be found.

Some anaphylactic cases are multifactorial. Cofactors are 
thought to lower the threshold for the induction of anaphylaxis 
and are implicated in about 30% of anaphylaxis cases in adults. 
The risk of severe anaphylaxis is increased in patients taking 
beta-blockers, ACEIs, or both. Rare causes include vaccines, 
semen, and aeroallergen inhalation.

The most common routes of allergen exposure are oral and 
parenteral, although inhalation of allergens (e.g., fish or legume 
allergens after cooking, latex particles in healthcare settings) or 
percutaneous penetration after skin contact can induce anaphy-
laxis in highly sensitized patients.

Food-Induced Anaphylaxis
According to a meta-analysis of 34 studies, food-induced ana-
phylaxis was reported to occur with an incidence of 0.14 cases 
per 100,000 person-years at all ages and up to seven per 100 
person-years in children aged 0 to 4 years.39 Fatal food-induced 
anaphylaxis causes from 0.03 to 0.3 deaths per million inhabit-
ants per year.40 According to the European Anaphylaxis Regis-
try, foods are a predominant cause of anaphylaxis in children 
and young adults.40 Young adults with a history of asthma, pre-
viously known food allergy, particularly to peanuts/tree nuts, 
are at higher risk of fatal food-induced anaphylaxis.

Peanuts, tree nuts, fish, and shellfish are the most frequent 
culprits in food-induced anaphylaxis, but almost any food can 
be implicated. Many cases of severe anaphylaxis are caused by 
unintended exposure to hidden food allergens. In addition, 
cofactors, such as alcohol, NSAIDs, exercise, and stress may 
increase the severity of a food-induced allergic reaction.41

Drug-Induced Anaphylaxis
Drug-induced anaphylaxis is more common in hospitalized 
patients than in the community. The incidence of drug-induced 
anaphylaxis is estimated at 0.04% to 3.1%42 with the mortality 
rate of 0.65%. NSAIDs and antibiotics are the most common 
causes for drug-induced anaphylaxis. Anaphylaxis has been 
reported after treatment with monoclonal antibodies (basilix-
imab, rituximab, infliximab, omalizumab, etc.). IgE antibod-
ies to the oligosaccharide galactose-α-1,3-galactose (α-gal) in 
mammalian meat and certain monoclonal antibodies (cetux-
imab, epidermal growth factor receptor inhibitor used for some 
cancers) may cause anaphylaxis with a delay of several hours on 
first exposure to cetuximab.

All routes of administration can potentially be fatal, includ-
ing oral, intravenous, subcutaneous, intraarticular, intrauter-
ine, inhalational, rectal, or topical, but the risk is greatest after 
parenteral administration. Patients older than 50 years with 
preexisting cardiovascular diseases are at higher risk of fatal 
drug-induced anaphylaxis.

Perioperative Anaphylaxis
The estimated incidence of perioperative anaphylaxis is 
1:11,752.43 Neuromuscular-blocking agents and antibiotics are 
the most common causes for perioperative anaphylaxis. Other 
causes may include blood and blood products, dyes, chlorhexi-
dine, colloids or, rarely, natural rubber latex. Reactions to neu-
romuscular-blocking agents mostly occur on first exposure and 
have been associated with a 70% rate of cross-reactivity in this 
group; risk factors for fatal anaphylaxis include male gender, 
history of cardiovascular disease, emergency setting, and use of 
beta-blockers. The antiseptic chlorhexidine is increasingly rec-
ognized as a cause of IgE-mediated perioperative anaphylaxis.

Insect Sting–Induced Anaphylaxis
Insect sting–induced anaphylaxis is reported in 3% of adults and 
less than 1% of children.44 Insect stings account for 10% to 20% of 
anaphylaxis but up to 50% of severe anaphylaxis.45 Occupational 
anaphylaxis caused by venom allergy can occur in beekeepers, 
gardeners, forestry or greenhouse workers, farmers, truck driv-
ers, and masons. The severity of reaction depends on the type of 
insect, amount of venom, location of sting, the patient’s sensitiv-
ity, older age, preexisting diseases, previous less-severe systemic 
reactions, concomitant treatment, MC disorder, and elevated 
baseline tryptase. Allergen-specific immunotherapy with venom 
extracts has been shown to be safe and effective in patients with 
Hymenoptera venom allergy, providing some clinical protection 
within the first 8 weeks of treatment and a long-lasting effect 
after 3 to 5 years of maintenance treatment (see Chapter 47). 
Noteworthy, patients with systemic mastocytosis are at risk of 
potentially fatal anaphylaxis to insect stings even if they are not 
presensitized to venom: this may be attributed to venom compo-
nents, such as phospholipase A2, acting as MC liberators.

Other Rare Causes of Anaphylaxis
Anaphylaxis occurs during 1 in 20,000 to 47,000 transfusions 
of blood or blood products, especially in patients with IgA 
deficiency. IgA deficiency affects 1 in 500 to 700 Caucasians. 
One-third of these patients have circulating anti-IgA antibod-
ies, which are associated with serious life-threatening anaphy-
lactic reactions to blood products containing IgA. Seminal fluid 
allergy is extremely rare, mostly affecting young women with 
atopy, with 20% of cases developing life-threatening anaphy-
laxis. These reactions can be prevented with condom use or 
intravaginal desensitization with seminal fluid. Latex-induced 
anaphylaxis is now rarely reported but can be fatal. More than 
half the patients with latex allergy report allergic reactions to 
fruits, such as banana, avocado, kiwi fruit, chestnut, pear, pine-
apple, grape, and papaya. Bites by wild or laboratory animals 
can rarely cause anaphylaxis in sensitized individuals.

Anaphylaxis in Clonal Mast-Cell Disorders
There is a link between unexplained anaphylaxis and clonal 
mast-cell disease (systemic mastocytosis or monoclonal MC 
activation syndrome). In systemic mastocytosis, anaphylaxis 
may occur to Hymenoptera stings and drugs (NSAIDs, opioids, 
and drugs used in the perioperative setting, biologics, radio-
contrast media, rarely vaccines). Patients with unexplained ana-
phylaxis should be evaluated for mast-cell clonality to exclude 
systemic mastocytosis or mast-cell activation syndrome.
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Clinical Diversity of Anaphylaxis
Anaphylaxis can be preceded by prodromal symptoms, such as 
tingling and redness of the palms and soles, anxiety, sense of 
impending doom, and disorientation. Anaphylaxis most com-
monly begins in skin and mucous membranes, is followed by 
involvement of the respiratory and GI tracts and the cardiovas-
cular system, and may finally proceed to cardiac and/or respi-
ratory arrest. Generalized wheals with angioedema is the most 
common manifestation of anaphylaxis, observed in over 90% of 
cases, but may be absent. Respiratory symptoms may vary from 
rhinitis to potentially life-threatening laryngeal edema and 
airway obstruction. Cardiovascular manifestations in anaphy-
laxis include hypotension and/or cardiac arrhythmias. In adults, 
reduced BP is regarded as systolic BP of less than 90 mm/Hg 
or more than 30% decrease from that person’s baseline values.46

Some patients present with only cardiovascular collapse in the 
absence of other signs of anaphylaxis, especially during general 
anesthesia. Anaphylaxis is usually associated with tachycardia 
caused by increased cardiac sympathetic drive in response to a 
decreased effective vascular volume, but bradycardia may also 
occur. Anaphylaxis may result in up to 35% of intravascular 
fluid leaking into the extracellular space. A two-phase reaction 
to the hypovolemia may present with tachycardia as the first 
phase, followed by bradycardia when effective blood volume 
falls by 20% to 30%.

Diagnosis of Anaphylaxis
Measurement of blood tryptase is now widely used as a marker 
of MC degranulation for in vitro confirmation of anaphylaxis. 
Beta-tryptase is released from MCs, but not from basophils, 
and diffuses more slowly compared with histamine. The con-
centration of tryptase peaks 1 to 2 hours after the onset of 
reaction, with a half-life of approximately 2 hours. Samples for 
tryptase testing should be collected as soon as possible after 
emergency treatment of the patients and within 1 to 2 hours 
(but not later than 4 hours) of anaphylaxis onset, and again 
after 24 hours (baseline sample) to check that the value has 
returned to normal.

Normally, mature tryptase is below detection limits in the 
serum of healthy subjects, whereas it is elevated in most cases 
of anaphylaxis with vascular compromise, especially if it is par-
enterally induced. However, a normal tryptase result does not 
exclude anaphylaxis. Tryptase within the normal range during 
anaphylaxis is often observed in food-induced anaphylaxis and 
can occur in indolent mastocytosis. In infants, tryptase may 
not be elevated after anaphylaxis, although the baseline levels 
may be increased. The diagnostic value of the measurements of 

histamine, platelet-activating factor, chymase,  carboxypeptidase 
A3, dipeptidyl peptidase I, basogranulin, and CCL-2 in anaphy-
laxis is under investigation.

In anaphylaxis, component-resolved diagnosis can be useful 
to stratify risk in certain clinical scenarios. For example, patients 
with wheat-dependent, exercise-induced anaphylaxis should be 
tested for omega-5-gliadin sensitization, whereas patients with 
anaphylaxis to vegetables, fruits, nuts, and cereals may have IgE 
to nonspecific lipid transfer proteins (mostly Pru p 3 and Tri a 14).   
In delayed anaphylaxis to mammalian meat or anaphylaxis 
to cetuximab, tests for IgE against galactose-α-1,3-galactose 
(α-gal) should be considered.

Differential diagnosis in anaphylaxis includes capillary leak 
syndrome, postural orthostatic tachycardia syndrome, carci-
noid syndrome, neuroendocrine tumors, vasovagal reactions, 
seizures, and intoxications.

Management of Anaphylaxis
Early recognition of anaphylaxis facilitates removal of the cause 
and prompt institution of treatment. The patient with anaphy-
laxis should lie down with the lower limbs elevated to increase 
venous blood return and maintain cardiac output. Changes 
in posture may trigger decompensation and fatal outcome. In 
drug-induced or insect-induced anaphylaxis a tourniquet may 
be placed proximal to the site of the injection or insect sting to 
slow absorption of injected antigens. The tourniquet should be 
released for 3 minutes at 5-minute intervals, with the total dura-
tion of application not exceeding 30 minutes.

Epinephrine should be administered as first-line treatment 
by an intramuscular injection in the mid-outer thigh at the 
first sign of respiratory failure or cardiovascular collapse and 
repeated after 5 to 15 minutes if the response to the first injec-
tion is suboptimal. Epinephrine autoinjectors for self-adminis-
tration are available, but a single epinephrine autoinjector may 
be insufficient to reverse severe reactions. Use of these epineph-
rine autoinjectors in anaphylaxis outside hospital can be lifesav-
ing. Overall, prompt diagnosis of anaphylaxis, early administra-
tion of epinephrine, and fast transport to emergency rooms are 
crucial factors for successful management.

Epinephrine is both an α- and β-adrenergic agonist with 
cyclic adenosine monophosphate (cAMP)–mediated pharma-
cological effects on target organs. In patients with anaphylaxis, 
stimulation of α1-adrenergic receptors increases peripheral 
vascular resistance, thereby improving BP and coronary perfu-
sion, reversing peripheral vasodilation, and decreasing angio-
edema. Activation of β1-adrenergic receptors increases myocar-
dial contractility (inotropy, chronotropy) while stimulation of 
β2-adrenoreceptors causes bronchodilation and decreases the 
release of inflammatory mediators from MCs and basophils.

Current guidelines recommend the intramuscular route for 
epinephrine administration because of faster absorption and 
higher plasma level of epinephrine after intramuscular injec-
tion compared with subcutaneous injection.46 The appropri-
ate dosage of epinephrine is 0.01 mg/kg of a 1:1000 (1 mg/mL)   
solution, to a maximum of 0.5 mg in adults and 0.3 mg in chil-
dren (0.15 mg between 6 months and 5 years). Epinephrine has 
a rapid but short action, so the dose may need to be repeated 
every 5 to 15 minutes until symptoms improve. Intravenous 
administration of epinephrine should be reserved for severe 
anaphylaxis with profound life-threatening hypotension that is 
refractory to other treatment because of a risk of potentially 
fatal cardiac arrhythmias and myocardial infarction.

CLINICAL PEARLS
Diagnosis of Anaphylaxis

• Anaphylaxis—an acute, potentially life-threatening systemic allergic 
reaction with a wide range of clinical manifestations (see diagnostic 
criteria in Anaphylaxis section).

• It is nearly always accompanied by tachycardia, usually by flushing, 
urticaria, and panic, and sometimes by vomiting and diarrhea.

• Panic attacks do not cause airways obstruction, hypotension, or urti-
caria but may be accompanied by faintness or tetany of the hands as 
a result of hyperventilation.

• Vasovagal attacks present with fainting, nausea, slow pulse, and pal-
lor without respiratory difficulty, diarrhea, or urticaria. 
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Common pharmacological adverse effects of epinephrine 
include anxiety, fear, headache, pallor, tremor, dizziness, and 
palpitation. In the event of an overdose, unwanted effects may 
include increased Q–T interval on electrocardiography, ventric-
ular arrhythmias, angina, myocardial infarction, increased BP, 
pulmonary edema, and intracranial hemorrhage. Patients with 
cardiovascular diseases or thyrotoxicosis and cocaine users are 
particularly susceptible to the adverse effects of epinephrine.

The efficacy of epinephrine can be decreased by concomi-
tant therapy with beta-blockers, which is associated with unop-
posed stimulation of α-adrenoreceptors and reflex vagotonic 
effects, leading to bradycardia, hypertension, coronary artery 
constriction, bronchoconstriction, and augmented mediator 
release. Anaphylaxis in patients on beta-blockers can be severe, 
protracted, and unresponsive to treatment. Patients treated with 
beta-blockers may require fluid replacement and treatment with 
glucagon, which increases intracellular cAMP independently of 
β-adrenergic receptors. Glucagon may improve hypotension 
in 1 to 5 minutes with maximal effect at 5 to 15 minutes. Side 
effects of glucagon include nausea and vomiting.

Corticosteroids are often administered in anaphylaxis to 
minimize the risk of recurrent anaphylaxis, although convinc-
ing evidence is lacking and it is still unclear how they may work 
for prevention of biphasic anaphylaxis.

If there is no response to epinephrine, life support measures 
should be instituted. The treatment choice depends on the clini-
cal presentation. In hypotension, large volumes of fluids should 
be given rapidly using 0.9% normal saline to compensate for 
peripheral vasodilatation and for fluid loss into the extravas-
cular space. Crystalloid normal saline should be preferred to 
colloids for intravenous fluid resuscitation. Other vasopressors 
(dopamine, glucagon) may be needed to reverse severe hypo-
tension. Oxygen should also be administered in circulatory 
or respiratory failure. Bronchospasm should be treated with 
nebulized or inhaled β2-agonists. If there is severe laryngeal 
edema, endotracheal intubation and even emergency tracheos-
tomy may be needed to maintain the airway. Methylene blue, a 
selective nitric oxide cyclic guanosine monophosphate (cGMP) 
inhibitor, can prevent vasodilatation and has been reported to 
be effective in refractory anaphylaxis. Extracorporeal life sup-
port (extracorporeal membrane oxygenation) can be used in 
patients with refractory anaphylaxis.

Patients presenting with severe anaphylaxis or those who 
require more than one dose of epinephrine should be consid-
ered for longer observation time. Patients with a higher risk 
of biphasic anaphylaxis or risk factors for anaphylaxis fatality 
should be observed for up to 6 hours or longer.

Prevention of Anaphylaxis
The first step in prevention is to identify those at risk of anaphy-
laxis using predictors from epidemiological and clinical studies. 
Machine-learning approaches have been attempted for predic-
tion of anaphylaxis.47 Therefore, all patients with a history of ana-
phylaxis should be referred for assessment and undergo allergy 
evaluation. Patients should be instructed how to avoid culprit 
allergens and cross-reactive agents and should be advised on safe 
alternatives. The education of patients, their families, and, in the 
case of children, caregivers and school staff, about anaphylaxis 
and availability of first-aid measures is of primary importance. 
Written personalized emergency action plans should be pro-
vided to patients at special risk, such as school children. Emer-
gency medications, such as epinephrine autoinjectors, should be 

dispensed, and patients should receive training on their correct 
use. Patients should be advised to carry an epinephrine autoin-
jector with them at all times. Immunotherapy is very effective 
for prophylaxis of bee- and wasp venom–induced anaphylaxis 
in sensitized patients and can be lifesaving. Drug-induced ana-
phylaxis can be prevented by avoidance of culprit drugs and 
cross-reacting agents. Current guidelines support the use of 
premedication with glucocorticosteroids and/or antihistamines 
to prevent anaphylaxis or infusion-related reactions for spe-
cific agents in chemotherapy protocols although premedication 
prior to radiocontrast media use is not supported. In rare cases, 
drug desensitization can be used for antibiotics, chemothera-
peutic agents, insulin, vaccines, and biological agents. For food-
induced anaphylaxis, avoidance of the culprit food is essential; 
oral immunotherapy is available in some allergy centers. In idio-
pathic anaphylaxis, patients with frequent episodes (more than 
six episodes per year or two or more episodes within 2 months) 
can be treated with steroids to prevent further episodes.

Omalizumab have been reported to be effective in preventing 
anaphylaxis in patients with systemic mastocytosis, exercise-
induced anaphylaxis, intraoperative anaphylaxis, anaphylaxis 
during allergen-specific immunotherapy, and idiopathic ana-
phylaxis. IgE immunoadsorption has been reported to decrease 
the reactivity thresholds to foods in food-induced anaphylaxis.48
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• Not every swelling after an insect sting is an allergy.
• Systemic allergic reaction to hymenoptera venom are usually caused 

by immunoglobulin E ((IgE)-mediated immunological mechanisms).
• Although hymenoptera venom allergy is not as prevalent as respira-

tory allergies, severe systemic reactions—even fatal—occur regularly 
worldwide.

• It is crucial to recognize specific risk factors for hymenoptera venom 
allergy and identify persons at risk for severe reactions or treatment 
failure.

• Every patient who has experienced a systemic allergic sting reaction 
should be investigated in consideration of venom specific immuno-
therapy.

• All patients with history of systemic reaction upon stinging should be 
provided with adrenaline auto-injectors (AAIs). 

 CLINICAL RELEVANCE

ENTOMOLOGICAL ASPECTS1,2

Stinging hymenoptera belong to the suborder Aculeata, with 
the families Apideae, Vespidae, Formicidae (Table 47.1).

Apidae1

In this family, the honeybee (Apis mellifera) (Fig. 47.1A) is clin-
ically the most important cause of allergies. Bumblebees (see 
Fig. 47.1B) may occasionally cause allergic sting reactions (see 
Table 47.1).

Vespidae3

The vespids are divided into the subfamilies Vespinae and Polis-
tinae, which differ morphologically in the junction between 
thorax and abdomen (see Fig. 47.1C and D). The subfamily Ves-
pinae contains the three genera Vespula, Dolichovespula, and 
Vespa (see Table 47.1). Vespula are called wasps in Europe and 
yellow jackets in the United States. Most species of Dolichovesp-
ula look very similar to Vespula, with black and yellow stripes 
on the abdomen and only a slightly larger size. They can be dis-
tinguished from Vespula by the larger distance between the eyes 
and the mandibles. The genus Vespa (European hornet) is easy 
to distinguish from other vespids due to its much larger size. 
The Asian hornet (V. velutina) is naturally distributed in Asia 
from Afghanistan to eastern China, Indochina, and Indonesia. 
Vespa velutina is one of the most aggressive Hymenoptera spe-
cies in China, where it is known as killer-wasp. Vespa velutina 
nigrithorax (VVN) has spread rapidly across France and the 
Basque Country in the North of Spain, Portugal, Italy, and the 
UK. Anaphylactic Reactions due to VVN are an emerging prob-
lem in Spain.4 The species Polistes dominula and Polistes gallicus
are European paper wasps and of particular relevance in Medi-
terranean areas of Europe; P. dominula has also spread to the 
northeastern United States and been reported in Australia. 
Polybia wasps, particularly P. paulista, are present in South 
America.3

Ants (Formicidae)2

In South and Central America and in the southern states of the 
United States, fire ants (Fig. 47.2) are responsible for many sys-
temic allergic sting reactions. Occasional allergic sting reactions 
to Pogonomyrmex, the North American harvester ant, have 
been described, and extremely rarely to the European red ant, 
Formica rufa. The species of Myrmicinae are an important cause 
of allergic sting reactions in southern Australia. Another group 
of aggressive ants is the Pachycondyla, in the Far East and Mid-
dle East (see Table 47.1).

ALLERGENS IN HYMENOPTERA VENOMS
The best-characterized venom is that of the honeybee, Apis 
mellifera, with more than 100 identified proteins. Among 
them, Api m1, Api m2, Api m3, Api m5 and Api m 10 can be 
defined as major allergens for which more than 50% of patients 
show IgE reactivity.5 Prominent yellow jacket venom (YJV) 
allergens include phospholipase A1 (Ves v 1) and antigen 5 
(Ves v 5). A detailed proteomic analysis of pure P. dominula
venom (PDV) led to the identification of 47 proteins (unpub-
lished data). These and other allergens of Hymenoptera Ven-
oms are listed in Table 47.2.5 The amount of venom injected 
during a sting varies between and within species, especially in 
vespids. Bees release 50 to 140μg venom per sting, and vespids 
between 2 and 17μg.

CLINICAL PICTURE
The clinical presentations following insect stings are classified 
into normal, large local, systemic allergic, systemic toxic, and 
unusual reactions (Table 47.3).

Normal Local Reactions
The normal local reaction of a nonallergic subject to a hyme-
noptera sting consists of a painful, sometimes itchy, local wheal 
flare reaction with swelling up to 5 to 10 cm in diameter, which 
unusually resolves within a few hours. The fire ant (S. invicta) 
attaches to the skin by means of its powerful mandibles and 
stings, releasing venom that produces a characteristic fire-like 
pain. After the ant stings, a vesicle is left behind, which later 
develops into a pustule that only heals after 1 to 2 weeks.2
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Large Local Reactions
Large local reactions (LLRs) are defined as swellings around the 
sting site exceeding 10 cm in diameter and lasting more than 
24 hours. LLRs may cause significant discomfort, especially 
when they last for days or even weeks and involve a whole limb, 
eyelids, or lips. The development of local infection, abscesses, or 
a phlegmon at the sting site is usually inhibited by the bacterio-
static effect of hymenoptera venoms.

Systemic Reactions
Systemic reactions (SRs) are usually caused by immunoglobulin 
E ((IgE)-mediated immunological mechanisms). Affected organs 
include skin, the gastrointestinal tract, the respiratory tract, and 
the cardiovascular system (see Table 47.3). Cutaneous involve-
ment is very frequently observed in both adults and children, 
accounting for 80% and more than 90% of SR reactions, accord-
ingly. Respiratory involvement is observed in around half of SRs.6
The hypotension and cardiovascular collapse might occur inde-
pendently of other symptoms, especially in case of systemic indo-
lent mastocytosis. Recurrence of symptoms after 4 to 12 hours 
from the resolution of the first anaphylactic episode, without re-
exposure to stings (biphasic anaphylaxis), is reported in 0.4% to 
14.7% of cases. Known risk factors for biphasic reactions are his-
tory of previous anaphylactic episodes and delayed treatment 
with adrenaline.7

Several classifications were proposed to assess the degree of 
severity of anaphylaxis; the most used in clinical practice are 
Mueller’s and Ring’s.6

Systemic Toxic Reactions
Toxic reactions are dose-dependent. Toxic reactions and allergic 
reactions are etiologically different conditions. Clinically signifi-
cant toxic effects appear after multiple stings—usually 50 to sev-
eral hundred—and develop within hours to days (see Table 47.3). 
The number of stings needed to cause a fatal reaction in adults 

varies between 200 and 1000. In small children, however, fewer 
than 50 stings may be lethal. In most cases, death is not immedi-
ate but occurs after several days.

Unusual Reactions
Unusual sting reactions are rare and appear after hours to days, 
and more than half of them follow local or SRs.8 Non–IgE-
mediated immunological mechanisms are likely involved. The 
causal relation to the sting event often remains uncertain (see 
Table 47.3).

EPIDEMIOLOGICAL ASPECTS

Prevalence of Allergy to Hymenoptera
Cumulative lifetime sting rates of 61% to 95% have been reported 
in people aged 16 to 65 years. Of course, this can vary consider-
ably in different regions of the world. Asymptomatic sensitization 
with the development of specific IgE to bee and wasp venoms is a 
frequent finding and has been reported in up to 40% of individu-
als.9 Hymenoptera venom allergy (HVA) can occur at any age. In 
general, because of their higher level of outdoor activities, men 
are more frequently stung than women, and children are more 
frequently stung than adults. The reported cumulative lifetime 
prevalence of LLRs ranges from 2% to 26%, and that of SRs up to 
8.9% in the adult European population. Among beekeepers, it 
varies between 14% and 32%. SRs are more frequently caused by 
vespids than by honeybees.9 In the southern states of the United 
States and in Australia, ants are important causes of SR.2

Risk Factors for Developing Hymenoptera Allergy
The risk of developing a sting allergy increases with the number 
of stings, especially if two stings occur within a short period (up 
to 2 months). However, beekeepers stung less than 10 times a 
year have a much higher risk for SRs compared with those stung 

TABLE 47.1 Taxonomy and characteristics of Hymenoptera

Families/Subfamilies Genera Species Characteristic

Apidae
Apinae

Apis
Bombus

A. mellifera
B. terrestris

• Apis stings occur in the vicinity of beehives or when the insect feels threatened
• Apis stings can occur in spring, summer, and occasionally on warm winter days
• Apis usually lose their barbed sting when stinging

Vespidae
Vespinae
Polistes

Dolichovespula
Vespula
Vespa

D. maculata,
D. arenaria,
D. media
V. germanica
V. vulgaris,
V. maculifrons
V. carbo,
V. orientalis
P. dominula
P. gallicus
P. exclamans,
P. annularis,
P. fuscatus
Polybia

• Dolichovespula build their nests in tree branches or under the roofs of houses
• Dolichovespula sting almost exclusively in the vicinity of their nests
• Vespula stings occur near the nests and while victims are eating outdoors
• Vespids do not usually lose their stinger
• Vespula stings occur in summer and fall
• Hornet stings are rare and occur almost exclusively in the vicinity of nests
• Polistes commonly build nests on human habitation
• Polistes although generally not aggressive, they can be provoked into defending 

their nests
• Some Polybia species produce enough honey to be collected and eaten by local 

people

Formicidae
Myrmicinae

Solenopsis
Myrmicinae
Pachycondyla

S. invicta
S. richteri
M. pilosula
P. chinesis
P. senna
P. arensis

• Fire ants build their mounds in yards/playgrounds/fields and are responsible for 
many systemic allergic sting reactions

• Jack-jumper ants are an important cause of allergic sting reactions in southern 
Australia
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more than 200 times a year.10 Atopy is not more frequent in 
patients with hymenoptera sting allergy than in the general 
population. Systemic mastocytosis (indicated by elevated base-
line serum tryptase) is a risk factor for developing a Hymenop-
tera venom allergy.11

Natural History of Hymenoptera Allergy and Risk Factors 
For Severe Reactions9,12

There is currently no reliable test that predicts the risk of future 
SRs to hymenoptera venom. The severity of an index sting reac-
tion is an important factor determining the risk at re-exposure. 
Children are at lower risk of re-sting SR compared with adults. 
After a mild SR, the risk is between 15% and 30%, and after a 
severe SR, the risk is between 50% and 75%. The re-sting SR risk 
is definitely lower in patients with Vespula allergy than in those 
with bee venom allergy, probably because of the smaller and 
more variable amount of venom injected.

A

C

B

D

FIG. 47.1 Common hymenoptera. (A) Honeybee (Apis mellifera), (B) bumblebee (Bombus terrestris), (C) wasp/yellow jacket (Vespula
spp.), (D) field wasp (Polistes gallicus). (Courtesy US Department of Agriculture.)

FIG. 47.2 Biting insect that may cause allergic reactions (fire 
ant—Solenopsis invicta).



604 PART V Allergic Diseases

European Anaphylaxis  Registry suggest an increased fre-
quency of severe reactions during concurrent intake of ACE 
inhibitors or beta-blockers and an even higher risk if both 
drugs are combined (Fig. 47.3).

Mortality Caused by Hymenoptera Stings
The estimated incidence of fatal hymenoptera sting reactions in 
Europe is around 200 deaths per year.10 Up to 60% of fatal sting 
reactions occur in individuals who did not have a notion of 
being allergic to hymenoptera venom. Delayed administration 
of adrenaline is considered to dictate an unfavorable outcome of 
anaphylactic reactions regardless of the elicitor.

Epidemiological Aspects of Allergic Reactions 
to Ant Stings
Nearly 50% of inhabitants are stung each year in areas of the 
United States that are fire ant endemic.2 Many report LLRs, but 
up to 1% of patients who are stung by imported fire ants develop 
anaphylaxis, and some deaths have been reported.

The degree of sensitization does not correlate with the 
severity of the sting reaction. Neither the amount of specific 
IgE antibodies to whole venom extracts nor to major allergens 
were significantly associated with the severity of the sting 
reaction.12 Generally, patients with repeated LLRs are reported 
as having minimal risk of progressing to SR. Nevertheless, a 
recent prospective study indicates a risk of 24% SR in adults 
and children after an initial LLR.13 In this study, the risk of SR 
was reported to be higher in cases of skin test reactivity to Apis 
mellifera or Vespula species (OR 2.1 and 3.8, respectively), if 
positive at 0.001 μg/mL concentration (OR 13.4 and 16.5, 
respectively). There is overwhelming evidence of a strong 
association of mast cell clonality with both a higher incidence 
and an increased severity of sting-induced anaphylactic reac-
tions.11 Moreover, older age and cardiovascular diseases are 
very potent risk factors for severe anaphylactic reactions in 
general.12 There is some evidence that the intake of antihyper-
tensive medication does not have an impact on the outcome of 
field sting-induced anaphylaxis. However, data from the   

TABLE 47.2 Allergens of Hymenoptera Venoms

Recombinant Allergens

Apinae Vespinae Polistes Ants

Bee
Api m1 (PhospholipaseA2)
Api m2 (Hyaluronidase)
Api m3 (Acid phosphatase)
Api m4 (Melittin)
Api m5 (Dipeptidylpeptidase)
Api m6 (Trypsin inhibitor)
Api m7 (CUBserine protease)
Api m8 (Carboxylesterase)
Api m9 (Carboxypeptidase)
Api m10 (Icarapin)

Api m11.0101 (MRJP8)
Api m11.0201 (MRJP9)

Api m12 (Vitellogenin)

Vespen
Ves v1 (Phospholipase A1)
Ves v2 (Hyaluronidase)
Ves v3 (Dipeptidylpeptidase)
Ves v5 (Antigen 5)
Ves v6 (Vitellogenin)
Vespa
Vesp c1 (Phospholipase A1)
Vesp ma2 (Hyaluronidase)
Vesp c5 (Antigen 5)
Dolichovespula
Dol m1 (Phospholipase A1)
Dol m2 (Hyaluronidase)
Dol m5 (Antigen 5)

Polistes
Pol d1 (Phospholipase A1)
Pol d2 (Hyaluronidase)
Pol d3 (Dipeptidylpeptidase)
Pol d4 (Serine protease)
Pol d5 (Antigen 5)
Pol a1 (Phospholipase A1)
Pol a2 (Hyaluronidase)
Pol a4 (Serine protease)
Pol a5 (Antigen 5)
Polybia
Poly p1 (Phospholipase A1)
Poly p2 (Hyaluronidase)
Poly p5 (Antigen 5)

Solenopsis
Sol i1
Sol i2
Sol i3
Sol i4
Myrmecia
Myr p1
Myr p2
Myr p3
Pachycond.
Pac c3

MRJP, Major royal jelly protein.

TABLE 47.3 Clinical Manifestations Following Insect Stings

Type of reaction Clinical Symptoms Pathogenesis Venom Immunotherapy

Normal local reactions Local wheal and flare reaction, followed by a swelling of up to 5–10 cm 
in diameter

Non-allergic Not indicated

Large local reactions Swellings around the sting site exceeding 10 cm in diameter, lasting 
more than 24 h. In some cases, lymphadenopathy or lymphangitis

Mostly non-allergic Not indicated

Systemic Toxic 
reactions

Rhabdomyolysis, intravascular hemolysis leading to acute renal failure, 
myocardial damage, hepatic dysfunction, coagulation disorders, 
brain edema, and/or necrosis

Cytotoxic/toxic effect Not indicated. Allergologic 
workup may be considered

Systemic reactions Skin: pruritus, urticaria, flush, angioedema
Gastrointestinal: cramps, vomiting or diarrhea, dysphagia
Respiratory tract: laryngeal edema, bronchial obstruction, pulmonary 

edema
Cardiovascular system: arterial hypotension, shock, arrhythmias

IgE-mediated 
immunological 
mechanisms

Allergologic workup in view 
to treatment with VIT

Unusual Reactions Serum sickness–like syndromes with fever, arthralgias, exanthema, 
lymphadenopathy, peripheral neuropathy, polyradiculomyelitis, 
extrapyramidal syndromes, acute disseminated encephalomyeli-
tis, glomerulonephritis, interstitial nephritis, hemolytic anemia, 
thrombocytopenia, Henoch-Schönlein syndrome, and other forms of 
vasculitis

Non–IgE-mediated 
immunological 
mechanisms

Not indicated. Allergologic 
workup may be considered

IgE, Immunoglobulin E; VIT, venom immunotherapy.
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DIAGNOSIS

Clinical History
As in all forms of allergy, the clinical history is key to diagnosing 
hymenoptera sting allergy. This includes the date, number, and 
circumstances of stings (e.g., environment, activities); kind and 
severity of symptom; sting site; retained or removed stinger; 
interval to onset of symptoms; emergency treatment; risk fac-
tors for a particularly severe reaction (e.g., comorbidity, drugs, 
elevated baseline serum tryptase/mastocytosis); tolerated stings 
after the first SR; reduction of the quality of life; and other aller-
gies. For all patients with SRs, the following diagnostic tests are 
recommended: skin tests, venom-specific serum IgE antibodies, 
and baseline serum tryptase.14

Skin Tests14

Both skin tests and serologic tests should be performed in 
patients with a positive history of systemic reactions. If possi-
ble, skin tests should not be performed until at least 3 weeks 
after an SR, as false-negative results can occur (the refractory 
period). They are performed by intradermal or skin prick   
endpoint titration. Injection of 0.02 mL of venom solution is 
given intradermally in increasing concentrations—0.00001 to 
1 μg/mL—into the volar surface of the forearm. For skin prick 
tests, concentrations of 0.01 to 300 μg/mL are used. However, 
even at 300 μg/mL, the sensitivity of skin prick is clearly lower 
than that of the intradermal test.

Venom-Specific Serum Immunoglobulin E Antibodies
Several different in vitro immunoassays for the detection of 
venom-specific serum IgE antibodies (sIgE) are commercially 
available. If no sIgE is found in a patient with a clear history of 
venom allergy, the test should be repeated after 2 to 4 weeks.14

Elevated sIgE levels after hymenoptera stings that cause a 
normal sting reaction are not predictive for future development 
of an SR. Specific IgE can be determined against the whole 
venom or components of the venoms. One of the most impor-

tant disadvantages of whole venom extract is the under- repre-
sentation of allergens that are present in low abundance. 
Increasing knowledge about the venom composition and avail-
ability of component-resolved diagnostics (CRD) have vastly 
augmented our ability to solve many diagnostic issues. Measur-
ing sIgE to recombinant venom allergens has improved the pre-
cision of allergic diagnostic tests.5

Sensitivity and Specificity of Skin Tests and sIgE
The specific sensitization profiles obtained due to availability of 
CRD can clearly increase the specificity of HVA diagnosis. For 
instance, positive detection of 6 of the major allergens of bee 
venom (Api m 1 to 5 and Api m 10) increases the specificity of 
bee allergy diagnosis to 94.4%, compared to 84.4% if only two 
allergens are detected.5 Similarly, concomitant Ves v 1 and Ves v 
5 sensitization identifies 92% to 98% of Vespula spp. allergic 
patients. A major diagnostic problem is that currently available 
tests are not able to distinguish between asymptomatic sensiti-
zation and clinically relevant allergy; up to 40% of an unselected 
population have positive test results, whereas only 0.3% to 8.9% 
have a history of allergic sting reactions. Negative sIgE and neg-
ative skin tests have been reported in up to 15% of patients with 
systemic mastocytosis and history of a systemic reaction to 
insect stings.6 For skin testing by ant-allergic patients, whole-
body extracts are currently available.2

Cross-Reactivity
There is strong cross-reactivity between venom allergens within 
a family, such as among Vespula, Dolichovespula, and Vespa.5

Immunotherapy with Vespula spp. in patients with anaphylaxis 
to Vespa orientalis und Vespa carbo has proven to be efficacious.4

Conversely, the discrimination between Vespula spp. and 
Polistes spp. sensitization is more challenging. Some studies 
suggest that in clinical practice, assessing serum levels of Ves v 5 
and Pol d 5 may be helpful to discriminate between sensitiza-
tions.6 New recombinant antigens (e.g., rPol d 3) for Vespula-
Polistes could increase the diagnostic accuracy.5

FAILURE TO ACHIEVE  PROTECTION DURING VIT

SEVERITY OF REACTION BEFORE VIT SYSTEMIC REACTION DURING VIT

USE OF ACE-INHIBIORS

OLDER AGE

ULTRA-RUSH PROTOCOLS

Risk factors of relapse after VIT

Risk factors of adverse reaction during VIT

Risk factors of reduced protection during VIT

Risk factors for severe systemic reaction to HV

MASTOCYTOSIS BEE ALLERGY

FIG. 47.3 Risk factors for severe systemic reactions to hymenoptera venom, adverse  reactions, reduced protection, relapse 
during and after venom immunotherapy (VIT).
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Skin and/or serologic tests can frequently show positivity to 
multiple venoms (i.e., Vespula spp. and Apis mellifera in 25% to 
40% of the cases, Vespula spp. and Polistes spp. in over 50% of 
cases). For an accurate HVA diagnosis and treatment, it is 
important to discriminate between cross-reactivity and true 
sensitization.5 Cross-reactivity between different venoms can 
occur due to high homology in the structural composition of 
allergenic molecules or cross-reactive carbohydrates. Most of 
the cross-reactive recombinant pairs (rApi m 2 / rVes v 2, rApi 
m 5 / rVes v 3, and rApi m 12 / rVes v 6) are commercially 
unavailable, thus preventing misleading diagnostic steps. 
Assessing IgE antibodies to species-specific nonglycosylated, 
recombinant major allergens (e.g., Api m 1, m 10 and Ves v 1, v 
5) reduces the rate of double-positivity and is helpful in choos-
ing venoms for immunotherapy. The cross-reactive carbohy-
drates can be detected in most major Hymenoptera venom 
allergens, and in many plant proteins (e.g., rapeseed pollen or 
bromelain). They are probably responsible for positive test 
results in individuals with no history of SRs.

Cellular Tests15

The basophil activation test (BAT) is based on flow-cytometric 
demonstration of an altered membrane phenotype of basophils 
stimulated by IL-3 and allergen exposure. At present, the most 
commonly used expression marker is CD63. The BAT is expen-
sive and time consuming, but it may be used as an additional 
test to confirm the diagnosis in case of negative or inconclusive 
results of conventional diagnostic tests. The BAT should be 
exclusively performed by an experienced laboratory using a 
validated assay.15

Baseline Serum Tryptase
Tryptase is a serine protease produced and released by mast 
cells after IgE-mediated or non-IgE-mediated stimuli. Because 
elevated baseline serum tryptase levels (>11.4 μg/L) are associ-
ated with severe, systemic sting reactions, this enzyme should 
be determined in all patients with a history of venom allergy.16

The basal tryptase value varies very little over time within the 
same individual and is determined by the genetic background, 
not by environmental factors. This information is useful, as even 
minimal variations in tryptase concentration in a single indi-
vidual can be indicative of the presence of an anaphylactic event, 
even if values fall within the normal range. Serum levels of base-
line tryptase (above 25 μg/mL) suggest clonal mast cell disor-
ders (e.g., systemic mastocytosis). In these patients, further 
diagnostic tests should be considered (e.g., skin inspections/
biopsy, testing for c-kit mutations). Of note, patients with severe 
anaphylaxis and absence of urticaria or angioedema due to sting 
should be investigated for mastocytosis, even in the presence of 
normal baseline tryptase level. The characteristic skin lesions, 
called urticaria pigmentosa, may be noticeable during skin 
inspections.6

Sting Challenge Tests
Sting challenge with a live insect is not recommended as a diag-
nostic tool in untreated patients. However, a sting challenge 
under well-supervised clinical conditions may be helpful in 
evaluating the efficacy of venom immunotherapy and improve-
ment in health-related quality of life. A tolerated sting challenge 
does not definitively exclude a reaction to future stings after 
immunotherapy, especially if these are repeated.16

PREVENTION
All patients with a history of SRs should receive detailed instruc-
tions on the avoidance of future stings. Bee stings occur most 
often when walking barefoot on grass, and wasp stings occur 
when eating outdoors, in orchards with fallen fruits, and near 
open waste bins. While gardening, wearing long trousers, shirts 
with long sleeves, and gloves are recommended. Strongly 
scented perfumes, sun creams, or shampoos, as well as brightly 
colored garments, should be avoided.

Treatment of Large Local Reactions
Oral antihistamines and cooling of the sting site (e.g., with ice 
cubes) reduces local swelling, pain, and itching. Anti-inflamma-
tory ointments or topical corticosteroids may diminish the local 
inflammatory process. In cases of severe swellings, oral cortico-
steroids together with antihistamines over several days can be 
considered. Prescription of adrenaline auto-injectors (AAI) in 
LLR is usually not recommended.16

Treatment of Systemic Allergic Reactions
All patients experiencing SRs should seek medical advice and be 
medically observed until the symptoms resolve and blood pres-
sure is stable. Mild reactions confined to the skin may be treated 
with rapid-acting oral antihistamines alone. If severe respira-
tory or cardiovascular symptoms occur, epinephrine (intramus-
cular injection in the vastus lateralis muscle of the thigh) must 
be given immediately (0.1 mg epinephrine/10 kg body weight), 
intravenous (IV) access should be established, and fluids, anti-
histamines, and corticosteroids given intravenously.16

All patients with a history of systemic reaction upon sting-
ing should be provided with AAIs (dosage 0.3 mg adrenaline 
in adults, 0.15 mg in children with body weight <25 kg) and 
double-dose oral anti-histamines with two tablets of predniso-
lone of 50 mg or equivalent.17 Double AAIs can be prescribed 
for patients with history of severe reactions, patients living, 
working or performing outdoor activities in out-of-reach 
locations or distant from emergency rooms, and patients with 
clonal mast cell disorders and/or elevated levels of baseline 
serum tryptase. These patients must be advised to bring AAIs 
and other rescue medications (i.e., antihistamines and cortico-
steroids) along with them at all times, especially in situations 
at high risk of stinging (i.e., outdoor activities) or in out-of-
reach locations.17

Venom Immunotherapy18

Indications
Hymenoptera venom immunotherapy (VIT) is the only effec-
tive treatment able to prevent the onset (or to reduce the degree 
of severity) of systemic reaction at re-sting in subjects with 
HVA. VIT is indicated in children and adults with a history of 
severe SRs (grade III/IV), provided sensitization to the relevant 
venom has been demonstrated by skin and/or blood test. VIT is 
also recommended for patients who experience repeated mild, 
non–life-threatening reactions and are at high risk for re-expo-
sure, such as beekeepers and their family members. VIT can be 
considered in adult patients if the quality of life is impaired. 
Concomitant cardiovascular disease and mastocytosis are rela-
tive indications for VIT in patients with non–life-threatening 
sting reactions.18 VIT should not be considered in the context of 
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unusual reactions that are not attributed to type I hypersensitiv-
ity reactions (see Table 47.3).

Contraindications for VIT are the same as for immunother-
apy with other allergens.19 Beta-blockers had been considered to 
increase the risk of a systemic reaction during VIT, particularly 
in patients with cardiovascular diseases. However, a position 
paper published by the European Academy of Allergology and 
Immunology (EAACI) suggests that beta-blockers are no longer 
to be considered as contraindicated in VIT. Although angioten-
sin conversion enzyme inhibitors (ACEI) were previously asso-
ciated with systemic reactions during VIT, the EAACI has now 
recommended that ACEI therapy can be continued during VIT 
as long as the patient is informed about possible risks.19 Any use 
of anti-hypertensive drugs has been suggested as a significant 
risk factor of systemic reactions to VIT. However, in a retrospec-
tive study that focused on patients with cardiovascular diseases, 
cardiovascular medication did not impair the safety and/or the 
efficacy of VIT. Patients taking anti-hypertensive drugs should 
be evaluated carefully before starting VIT, based on an individ-
ual risk/benefit assessment.18

Dosage and Treatment Regimens
Venom extracts are commercialized either as aqueous or 
“retard” (adsorbed to alum hydroxide or other substances) 
preparations. The use of adsorbed (depot or retard) formula-
tions overall showed less occurrence of reactions when com-
pared to aqueous extracts. During VIT, the venom extract is 
administered subcutaneously following standardized proto-
cols. These protocols always include two phases: an up-dosing 
phase that incrementally reaches the final dose, and a mainte-
nance phase. This final dose may be reached within a few weeks 
to months (in outpatient clinics), days, or hours (ultra-rush or 
cluster protocols including several injections a day) depending 
on the protocol.18

The recommended maintenance dose for both children and 
adults is 100 μg of the venom. This maintenance dose is equiva-
lent to approximately two bee stings or several vespid stings. A 
higher dose (e.g., 200 μg) is recommended when SRs occur after 
re-exposure to a field sting or a sting challenge and in highly 
exposed subjects, such as beekeepers or professional gardeners. 
During the first year, maintenance VIT is given every four 
weeks. Subsequently, the intervals may be extended to six weeks 
during the second year and eight weeks between years three and 
five if VIT is well tolerated. In the case of lifelong therapy, 
12-week intervals may still be safe and effective.18

Adverse Reactions to Venom Immunotherapy
The overall incidence of systemic adverse reactions to VIT var-
ies between 5% and 40%.20 VIT with bee venom causes side 
effects more often than with Vespula venom. Ultra-rush proto-
cols are associated with a higher rate of side effects compared 
with conventional protocols (see Fig. 47.3). Most systemic side 
effects are mild, but life-threatening anaphylaxis and fatal ana-
phylaxis have been described. Uncontrolled asthma, a prior his-
tory of SRs, administration of subcutaneous immunotherapy 
(SCIT) injections during peak pollen season, and delay in 
administration of epinephrine are recognized factors of fatal 
reaction to VIT.20 Some units routinely give antihistamines two 
hours before up-dosing injections until the maintenance dose 

has been repeatedly well tolerated. Levocetirizine decreased the 
rate of SSR and fexofenadine decreased the rate of LLR and 
cutaneous SSR. Importantly, premedication with antihistamines 
do not negatively influence the effect of the therapy. In patients 
with recurrent SRs during up-dosing, off-label use of anti-IgE 
(omalizumab) has made it possible to complete up-dosing and 
to continue maintenance VIT.21

Efficacy of Venom Immunotherapy
In addition to three prospective controlled trials, the efficacy of 
VIT has been confirmed by well-tolerated sting challenges dur-
ing VIT in several uncontrolled prospective studies. Full protec-
tion is achieved in 80% to 85% of patients receiving bee venom 
and in 95% to 100% of patients receiving Vespula venom.18 The 
higher risk of treatment failure in bee venom allergy may relate 
to differences in venom compositions. Important allergens, 
such as Api m10 or Api m 3, may be missing or present in low 
concentrations in some VIT products. It has therefore been sug-
gested that patients with a predominant sensitization to these 
allergens may not be properly protected by VIT. Moreover, mas-
tocytosis is a significant determinant of VIT failure (see Fig. 
47.3).

Duration of Venom Immunotherapy
Lifelong treatment may be the safest recommendation, but in 
most allergy centers, VIT is given for up to a maximum of 5 
years. If VIT is given for at least 3 years, greater than 80% of 
both adults and children are still protected when reassessed 1 to 
7 years after discontinuation. Longer courses of treatment 
should be considered in high-risk patients, such as those with 
very severe systemic sting reactions, coexisting cardiovascular 
or pulmonary disease, systemic allergic reactions to VIT or 
stings during VIT, and in subjects with elevated basal serum 
tryptase levels. Lifelong VIT is advised for patients with cutane-
ous or systemic mastocytosis.18

• Addition of recombinant species-specific nonglycosylated major aller-
gens from honeybee allergens to therapy solutions can increase the 
efficacy of venom immunotherapy (VIT) with bee venom, as these are 
lacking or insufficiently represented in currently available preparation.

• Further development of component resolved diagnostics and im-
provement in understanding of differences among venom allergens of 
different species (A. melifera/Bumblebee, Vespula/Vespa/Dolichoves-
pa/Polistes).

• There is a need to improve the monitoring of VIT efficacy (in vitro
test/s or biomarker/s to confirm tolerance and to identify treatment 
failure after stopping the VIT).

• Further research on immunological differences between insect ven-
om-allergic patients with and without immunotherapy and asymptom-
atically sensitized subjects are needed.

• There is need for studies on biomarkers able to distinguish between 
asymptomatic and symptomatic sensitization.

• New VIT formulations and routes of administration would be helpful 
to make the therapy less invasive, potentially increasing the adher-
ence and quality of life of patients.

• Allergic side effects of VIT might be reduced by using modified major 
allergens with reduced immunoglobulin E (IgE) binding but retained 
specific T-cell interactions. 

 ON THE HORIZON
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Risk Factors for Recurrence of Systemic Reactions after 
Stopping Venom Immunotherapy
A number of risk factors have been identified for relapse of 
Hymenoptera venom allergy after discontinuation of VIT. In 
general, adults, especially older people, have a less favorable 
prognosis compared with children because of concomitant dis-
eases. Patients with bee venom allergy have a higher risk of 
relapse compared with those allergic to Vespula venom. Patients 
with more severe pretreatment reactions and those with more 
SRs during VIT (to injections or field stings) have a higher risk 
for recurrent SRs to hymenoptera stings (see Fig. 47.3). The risk 
of relapse is lower after 5 years of VIT, compared with only three 
years of VIT.18
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Atopic dermatitis (AD) and contact dermatitis (CD) are 
common inflammatory skin diseases.1,2 The complex patho-
physiology of AD involves both underlying skin barrier abnor-
malities and immune dysregulation. Its course is augmented by 
environmental influences, including stress, allergen exposure, 
and microbial infection. The systemic nature of AD has been 
increasingly recognized with type 2 immunity central across 
clinical phenotypes and endotypes and provides a rationale for 
treating patients with moderate-severe AD who do not respond 
to topical therapy with biologics targeting the key immune 
abnormalities.

CD is a skin disorder caused by contact with an exogenous 
substance that elicits an allergic and/or irritant response. Aller-
gic contact dermatitis (ACD) accounts for 20%, whereas irritant 
contact dermatitis (ICD) accounts for 80% of all cases of CD. 
ACD is a delayed-type, T cell–mediated immune response con-
sisting of an afferent limb and an efferent limb. Irritants cause 
direct activation of the innate immune system through hyper-
production of cytokines and chemokines. The management of 
ACD includes identification of the allergen, avoidance, pharma-
cological intervention, and prevention. This chapter reviews the 
clinical and mechanistic aspects of both AD and CD.

CLINICAL ASPECTS OF ATOPIC DERMATITIS

Epidemiology
Prevalence of AD has been documented in up to 24% of chil-
dren, with no apparent difference seen between urban and rural 
districts or between the two sexes. Children from families with 
atopy have a significantly higher risk of developing AD. Data 
from an international study showed that the prevalence of cur-
rent eczema in children varies widely among countries, rang-
ing from 0.9% to 22.5%.3 Prevalence in adults responding in the 
Atopic Dermatitis in America survey was found to be 7%.4 These 
data point to AD as a global health problem in both developed 
and developing countries and suggest that the ultimate presen-
tation of an atopic disease may depend on a complex interaction 
between environmental exposures and end-organ response in 
genetically predisposed individuals.

Natural History
AD typically manifests in early childhood, with onset in the first 
year occurring in more than 50% of patients and before 5 years 
of age in approximately 90% of patients. Although AD can pres-
ent at any age, other diseases need to be considered especially in 
adults with new-onset dermatitis, without a history of childhood 

eczema, asthma, or allergic rhinitis (Table 48.1). Severity and 
atopic sensitization are major determinants of long-term prog-
nosis. A registry of patients with mild-moderate AD showed 
that it was not until age 20 years that 50% had experienced at 
least one 6-month period free of symptoms and treatments.5

Clinical Features
AD has no pathognomonic skin lesions or unique laboratory 
parameters; the diagnosis is, therefore, based on the presence 
of major and associated clinical features (Table 48.2). The prin-
cipal features include pruritus, a chronically relapsing course, 
typical morphology and distribution of skin lesions, and a his-
tory of atopic disease. Patients usually have dry (xerotic) skin, 
and those with mutations of the gene encoding the epidermal 
barrier protein filaggrin (FLG) typically have prominent scaling 
and hyperlinear palms. Acute AD is characterized by pruritic, 
erythematous papules associated with excoriations, vesicula-
tions, and serous exudation. Subacute AD is characterized by 
erythematous, excoriated, scaling papules, whereas chronic AD 
is characterized by lichenification and fibrotic papules. During 
infancy, AD involves primarily the face, scalp, and the extensor 
aspects of the extremities; the diaper region is typically spared, 
although infants can have flexural involvement typical of older 
patients (Fig. 48.1).

Complicating Features
Ocular Problems
Atopic keratoconjunctivitis is bilateral, with intense pruritus, 
burning, tearing, and copious mucoid discharge. It is frequently 
associated with eyelid dermatitis and chronic blepharitis and 
may result in visual impairment from corneal scarring. Patients 
may also develop keratoconus from persistent rubbing of the 
eyes or anterior subcapsular cataracts.

Hand Dermatitis
Patients with AD may have a nonspecific irritant hand dermati-
tis aggravated by repeated wetting, especially in an occupational 
setting.

Infections
Patients with AD have an increased susceptibility to infection 
or colonization with a variety of organisms.2 Staphylococcus (S.) 
aureus can be cultured from the skin of the majority of patients 
with AD. Preferential adherence of this organism in AD may 
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be related to expression of adhesins, such as fibronectin and 
fibrinogen, in inflamed skin. Recurrent pustulosis has become 
a significant problem for a number of patients, especially with 
the emergence of methicillin-resistant S. aureus (MRSA) as an 
important pathogen in AD.

Viral infections in AD include herpes simplex, molluscum 
contagiosum, and human papillomavirus infections. Patients 
with eczema herpeticum (ADEH) have more severe disease, 
increased body surface area affected, and an increase in bio-
markers, including circulating eosinophil counts, serum immu-
noglobulin E (IgE), thymus and activation-regulated chemo-
kine, and cutaneous T cell–attracting chemokine, compared 
with patients with AD who do not have a history of EH. Patients 
with ADEH also have more cutaneous infections caused by S. 
aureus or molluscum contagiosum virus and are more likely to 
have a history of asthma, as well as food and inhalant allergies. 
Patients with ADEH have reduced interferon-γ (IFN-γ) produc-
tion. IFNγ and IFNγR1 SNPs are significantly associated with 
ADEH and may contribute to an impaired immune response 
to herpes simplex virus. In addition, genetic variants in IFN-γ
regulatory factor 2 (IFN-γR2) have been shown to be associ-
ated with ADEH and may contribute to abnormal immune 
responses to herpes simplex virus.

Superimposed dermatophytosis may contribute to cutane-
ous inflammation in AD. The opportunistic yeast Malassezia 
sympodialis (previously Pityrosporum ovale) has been associated 
with a predominantly head and neck distribution of AD.

Systemic Complications
A significant number of patients with AD do not outgrow their 
disease and can have systemic inflammation with increased risk 
for systemic diseases, although association with, for example, 
cardiovascular diseases, needs to be evaluated in prospective 
studies.

Psychosocial Implications
Patients with AD frequently respond to stress or frustration 
with itching and scratching. Stimulation of the central nervous 
system (CNS) may intensify cutaneous vasomotor and sweat 
responses and contribute to the itch–scratch cycle. Scratch-
ing can be associated with significant secondary gain or with 
a strong habitual component. Severe disease can lead to prob-
lems with self-esteem and social interactions. Sleep abnormali-
ties are common and can contribute to impaired quality of life 
of patients and family members, even when the skin disease 
appears to be in remission.

Differential Diagnosis
A number of diseases can be confused with AD (see Table 48.1). 
Immunodeficiency with eczematous rash includes immune 
dysregulation, polyendocrinopathy, and enteropathy X-linked 
(IPEX) syndrome. IPEX results from mutations of FOXP3, a 
gene located on the X chromosome that encodes a DNA-binding 
protein required for development of regulatory T cells (Tregs). 
Patients may present with enteropathy, type 1 diabetes, thyroiditis, 
hemolytic anemia, and/or thrombocytopenia. Wiskott-Aldrich 
syndrome (WAS) is an X-linked recessive disorder character-
ized by an eczematous rash, associated with thrombocytopenia 
along with variable abnormalities in humoral and cellular immu-
nity and severe bacterial infections. Hyper-IgE syndrome (HIES) 
with mutations in the signal transducer and activator of tran-
scription 3 gene (STAT3) is an autosomal  dominant multisystem 

TABLE 48.1 Differential Diagnosis of Atopic 
Dermatitis
Congenital Disorders
• Netherton syndrome
• Familial keratosis pilaris

Chronic Dermatoses
• Seborrheic dermatitis
• Contact dermatitis (allergic or irritant)
• Nummular eczema
• Psoriasis
• Ichthyoses

Infections and Infestations
• Scabies
• Human immunodeficiency virus (HIV)–associated dermatitis
• Dermatophytosis

Malignancies
• Cutaneous T-cell lymphoma (mycosis fungoides/Sézary syndrome)
• Letterer-Siwe disease

Autoimmune Disorders
• Dermatitis herpetiformis
• Pemphigus foliaceus
• Graft-versus-host disease (GvHD)
• Dermatomyositis

Immunodeficiencies
• Wiskott-Aldrich syndrome (WAS)
• Severe combined immunodeficiency syndrome (SCID)
• Hyperimmunoglobulin E (IgE) syndrome (HIES)
• Dedicator of cytokinesis 8 (DOCK8)–associated immunodeficiency
• Tyrosine kinase 2 (TYK2) deficiency
• Immune dysregulation, polyendocrinopathy, enteropathy X-linked 

(IPEX) syndrome

Metabolic Disorders
• Zinc deficiency
• Pyridoxine (vitamin B6) and niacin deficiency
• Multiple carboxylase deficiency
• Phenylketonuria

TABLE 48.2 Clinical Features of Atopic 
Dermatitis
Major Features
• Pruritus
• Facial and extensor involvement in infants and children
• Flexural involvement at any age
• Chronic or relapsing dermatitis
• Personal or family history of atopic disease

Minor Features
• Xerosis
• Cutaneous infections
• Nonspecific dermatitis of the hands or feet
• Ichthyosis, palmar hyperlinearity, keratosis pilaris
• Pityriasis alba
• Nipple eczema
• White dermatographism and delayed blanch response
• Anterior subcapsular cataracts
• Elevated serum immunoglobulin E (IgE) levels
• Positive immediate-type allergy skin tests

Modified from Hannifin JM, Rajka G. Diagnostic features of atopic dermatitis. Acta 
Derm Venereol (Stockh). 1980;92:44–47.
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Loss-of-function mutations of FLG are a major predispos-
ing factor for AD. Patients with FLG gene mutations have early-
onset, severe, and persistent AD and are at increased risk for 
developing asthma, as well as food and inhalant allergies.6 Other 
skin barrier proteins implicated in AD include loricrin and 
involucrin, which are both significantly decreased in lesional 
and nonlesional skin of patients with AD. Candidate gene 
approaches have also implicated variants in the SPINK5 gene, 
and haplotype tagging of SNPs for the claudin-1 gene (CLDN1) 
has revealed associations with AD. These observations have 
established a key role for impaired skin barrier function in 
the pathogenesis of AD that allows increased transepidermal 
water loss and penetration of allergens, antigens, and chemicals 
from the environment, resulting in cutaneous inflammation. 
Additional genome-wide significant susceptibility loci identi-
fied through the genome-wide association study (GWAS) and 
immunochip analysis continue to be reported and suggest a 
role for epidermal barrier function, innate-adaptive immunity, 
interleukin-1 (IL-1) family signaling, Tregs, the vitamin D path-
way, and the nerve growth factor pathway in the pathogenesis of 
AD. Thus, a combination of varied genetic factors may influence 
a wide range of phenotypes of AD among individuals.

Immune Abnormalities in Atopic Dermatitis
Immunohistology
On the basis of clinical appearance and duration of illness, 
AD skin can be characterized as nonlesional AD, acute AD 
lesions (3 days or fewer after onset), and chronic skin lesions. 
Nonlesional AD skin is not normal and is characterized by a 
sparse perivascular T-cell infiltrate, suggesting the presence of 
minimal inflammation at baseline. Langerhans cells (LCs) also 
exhibit surface-bound IgE molecules, which have enhanced 
capacity to present allergen to T cells. In acute lesions, there is 
epidermal spongiosis with an increased infiltration of activated 
memory T cells bearing the skin-homing cutaneous lympho-
cyte-associated antigen (CLA+). Eosinophils, basophils, and 
neutrophils are rare. Mast cells are seen in various stages of 
degranulation.

disorder characterized by recurrent deep-seated bacterial infec-
tions, including cutaneous cold abscesses and pneumonias caused 
by S. aureus. Patients with mutations in the gene encoding dedica-
tor of cytokinesis 8 protein (DOCK8) have an immunodeficiency 
with eczema, recurrent viral infections, including some with CNS 
involvement, and many have associated food allergies. Patients 
with tyrosine kinase 2 (TYK2) deficiency can also present with 
an eczematous rash with high serum IgE and recurrent cutane-
ous staphylococcal infections. Other diseases to consider in the 
differential diagnosis of AD include cutaneous T-cell lymphoma, 
especially in adults with no history of childhood eczema and 
without other atopic features, human immunodeficiency virus 
(HIV) infection, and CD (see section on ACD). Contact allergy 
can also complicate AD, especially in patients whose AD does not 
respond to or worsens with therapy.

PATHOGENESIS OF ATOPIC DERMATITIS

Genetics
The genetics of AD are complex, with key roles played by skin 
barrier or epidermal differentiation genes and immune response 
or host defense genes.

FIG. 48.1 (A) In patients with irritant contact dermatitis (ICD), exposure to an irritant exerts toxic effects on keratinocytes (KCs), ac-
tivating innate immunity with release of interleukin (IL)-1α, IL-1β, TNF, granulocyte macrophage–colony-stimulating factor (GM-CSF), 
and IL-8 from epidermal keratinocytes. In turn, these cytokines activate Langerhans cells (LCs), dermal dendritic cells (DCs), and 
endothelial cells, all of which contribute to cellular recruitment to the site of keratinocyte damage. Infiltrating cells include neu-
trophils, lymphocytes, macrophages, and mast cells, which further promote an inflammatory cascade. (B) In the sensitization 
phase of allergic contact dermatitis (ACD), similar to ICD, allergens activate innate immunity through keratinocyte release of IL-1α,   
IL-1β, TNF, GM-CSF, IL-8, and IL-18, inducing vasodilation, cellular recruitment, and infiltration. LCs and dermal DCs encounter the aller-
gen and migrate to the draining lymph nodes, where they activate hapten-specific T cells, which include T-helper cell-1 (Th1), Th2, Th17, 
and regulatory T cells (Tregs). These T cells proliferate and enter the circulation and site of initial exposure, along with mast cells and 
eosinophils (EOS). On re-encountering the allergen, the elicitation phase occurs, in which the hapten-specific T cells, along with other 
inflammatory cells, enter the site of exposure and, through release of cytokines and consequent stimulation of keratinocytes, induce 
an inflammatory cascade. (C) In patients with atopic dermatitis (AD), a disturbed epidermal barrier leads to increased permeation of 
antigens, which encounter LCs, inflammatory dendritic epidermal cells (IDECs), and dermal DCs, activating Th2 T cells to produce IL-4 
and IL-13. DCs then travel to lymph nodes, where they activate effector T cells and induce immunoglobulin E (IgE) class-switching. IL-4 
and IL-13 stimulate keratinocytes to produce thymic stromal lymphopoietin (TSLP). TSLP activates OX40 ligand–expressing dermal DCs 
to induce inflammatory Th2 T cells. Cytokines and chemokines, such as IL-4, IL-5, IL-13, eotaxin, CCL17, CCL18, and CCL22, produced 
by Th2 T cells and DCs stimulate skin infiltration by DCs, mast cells, and eosinophils. Th2 and Th22 T cells predominate in patients with 
AD, but Th1 and Th17 T cells also contribute to its pathogenesis. The Th2 and Th22 cytokines (IL-4/IL-13 and IL-22, respectively) have 
been shown to inhibit terminal differentiation and contribute to the barrier defect in patients with AD. Thus both the barrier defects and 
immune activation alter the threshold for ICD, ACD, and self-reactivity in patients with AD. MBP, Major basic protein. (Figure adapted 
from Gittler JK, Krueger JG, Guttman-Yassky E. Atopic dermatitis results in intrinsic and immune abnormalities: implications for con-
tact dermatitis. J Allergy Clin Immunol. 2013;131:300–313.)

• Patients with AD have abnormalities of skin barrier and immune dys-
regulation.

• Patients with AD can have decreased filaggrin in the skin based on 
mutations in the gene encoding filaggrin (FLG), copy number variation 
of FLG, or secondary to type 2–mediated cytokine (e.g., IL-4, IL-13) 
suppression of FLG.

• FLG mutations are associated with early-onset, severe, persistent AD 
with increased risk for asthma and allergic sensitization.

• Normal-appearing skin in patients with AD is associated with immune 
activation and epidermal terminal differentiation abnormalities.

• Patients with AD are predisposed to Staphylococcus aureus coloniza-
tion or infection, and a subset are prone to eczema herpeticum. 

KEY CONCEPTS
Pathogenesis of Atopic Dermatitis
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Chronic lichenified AD lesions are characterized by epider-
mal hyperplasia, prominent hyperkeratosis, and an increased 
number of dendritic cells (DCs) bearing surface IgE. Macro-
phages dominate the dermal mononuclear cell infiltrate, but 
lymphocytes remain prominent. Although intact eosinophils are 
rarely seen, eosinophil product deposition can be readily iden-
tified, suggesting they contribute to allergic skin inflammation.

Immune Pathways in Atopic Dermatitis
AD is associated with a combination of defective innate 
responses to microbes and altered adaptive responses to envi-
ronmental allergens (reviewed in references).1,2,7 A key dif-
ference between epidermal keratinocytes found in AD skin, 
compared with normal skin, is the presence of thymic stromal 
lymphopoietin (TSLP) and IL-33 in the AD epidermis. TSLP 
and IL-33 are key cytokines secreted by epithelial cells that 
induce DCs to drive T-helper 0 (Th0) cells into the Th2-cell 
differentiation pathway. Nonlesional AD and acute AD skin 
lesions are predominantly associated with expression of IL-4, 
IL-5, IL-13, IL-25, and IL-33. These type 2 cytokines are present 
in all stages of AD and can be secreted by multiple cell types, 
including innate lymphoid type 2 cells (ILCs), mast cells, and 
basophils, which are present in AD skin lesions and contribute 
to substantial redundancy in allergic inflammation. As such, 
cytokine targeting, as opposed to cell targeting, is considered a 
more effective approach in the treatment of AD. It is noteworthy 
that experimental studies demonstrate pretreatment with IL-4, 
and IL-13 dampens responses to IFNs and IL-17, suggesting 
that once the early AD lesion is exposed to IL-4 and IL-13, there 
is a long-lasting persistent effect.

Besides Th2, other cytokine pathways are also activated 
during the evolution of AD. The IL-22–IL-17 pathway is of 
particular interest, since it, along with IL-4 and IL-13, can 
inhibit terminal keratinocyte differentiation, including filaggrin 
expression. Since DC-derived IL-23 enhances IL-22/IL-17 cell 
differentiation, all of these cytokines are being closely examined 
for their potential role in AD. It is interesting that IL-4 and Il-13 
can enhance IL-23 production by DCs. Furthermore, blockade 
of the IL-4 and IL-13 pathway, leading to improvement in AD, 
is also associated with reduced IL-23 and IL-17 expression in 
AD skin. When acute AD skin lesions become chronic, there is 
an increase in Th1 cytokines, such as IFN-γ, which potentiates 
AD skin inflammation. TSLP can be detected in at-risk infants 
before onset of AD, suggesting that the TSLP–Th2–ILC2 path-
way plays a critical role in initiation of AD.

Epidermal Barrier Dysfunction
The clinically dry skin and increased transepidermal water loss 
(TEWL) in AD reflect underlying skin barrier dysfunction and 
loss of natural moisturizing factors that play an important role 
in the pathogenesis of AD. However, only a minority of patients 
have FLG null mutations. Other genetic variants in the epider-
mal differentiation complex (EDC) and tight junctions are even 
rarer. The majority of patients with AD likely have immune-
mediated reduction in epidermal terminal differentiation, which 
leads to reduced generation of various epidermal structural pro-
teins, filaggrin breakdown products, lipids, and antimicrobial 
peptides. TSLP, IL-4, and IL-13 are the most potent cytokines 
downregulating filaggrin expression by keratinocytes.6 IL-17, 
IL-22, IL-25, and IL-33 can act synergistically with IL-4 and 

IL-13 to further downregulate expression of epidermal proteins 
and lipids. This combination of events, along with activation of 
proteases and lipases, creates defective epidermal barrier func-
tion, alters epidermal acidification, and leads to loss of moistur-
ization in AD, thereby contributing to enhanced allergen and 
microbial penetration met by the host immune response and 
the clinical appearance of AD.

MANAGEMENT OF ATOPIC DERMATITIS
Management of AD is addressed in both an AD practice param-
eter update8 and AD guidelines9 with a more recent AD yard-
stick including newer therapeutic options.10 Recognition of skin 
barrier and immune abnormalities suggests the need for barrier 
repair and maintenance along with antiinflammatory measures.

• Fundamentals of skin care in AD include avoidance of irritants and 
proven allergens, along with proper skin hydration and use of moistur-
izers.

• Patients and caregivers have concerns about topical steroids and cal-
cineurin inhibitors and tend to underuse prescribed medications.

• If eczema cannot be cleared and the patients keep relapsing, they 
may benefit from proactive intermittent antiinflammatory therapy.

• The diagnosis of AD should be reconsidered in patients not respond-
ing to conventional therapy, as the differential diagnosis includes a 
number of immunodeficiencies with eczematous rash.

• Systemic therapies should be reserved for patients with moderate-to-
severe AD that does not respond to conventional therapy. 

THERAPEUTIC PRINCIPLES
Atopic Dermatitis

Identification and Elimination of Exacerbating Factors
Irritants
Patients with AD have a lowered threshold of irritant respon-
siveness. Recognition and avoidance of irritants is integral for 
successful management of this disease.

Allergens
Identification of clinically relevant allergens involves taking a 
careful history and doing selective testing, when appropriate. 
Negative skin tests with proper controls have a high predic-
tive value for ruling out a suspected allergen. Positive skin tests 
have a lower correlation with clinical symptoms and may reflect 
sensitization.8 Patients with severe AD who are avoiding foods 
based on in vitro testing results can tolerate many of the foods 
previously avoided when they are introduced under supervi-
sion. Environmental control measures aimed at reducing dust 
mite allergen can also improve AD in sensitized patients.

Psychosocial Factors
Recognizing and addressing sleep disturbance in patients is 
critical in managing a chronic, relapsing disease such as AD. 
Counseling together with relaxation, behavioral modification, 
and biofeedback may all be of benefit, especially for patients 
with habitual scratching.

Patient Education
Patients and caregivers need to be educated regarding the 
chronic relapsing nature of AD, its natural history, exacerbating 
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factors, and treatment options. Recognizing that normal-
appearing skin in patients with AD is, in fact, not normal is a 
difficult concept to understand but has important therapeutic 
implications. Patients should be counseled about prognosis and 
receive appropriate vocational counseling.

Hydration
The skin of patients with AD shows enhanced TEWL and lipid 
abnormalities that result in reduced water-binding capacity, 
higher TEWL, and decreased water content.7 Skin hydration by 
soaking the affected area or bathing and applying an occlusive 
agent to retain absorbed water can help restore barrier func-
tion.8 Bathing can also remove allergens, reduce S. aureus colo-
nization, and act as relaxation therapy.

Moisturizers and Occlusives
Use of moisturizer or occlusive, especially when combined with 
hydration therapy, helps restore and preserve the skin barrier 
and can result in decreased need for topical corticosteroids. 
Twice-daily emollient application can improve barrier function 
and protect the skin from S. aureus proliferation while preserv-
ing microflora biodiversity. Patients with AD have been shown 
to have a ceramide deficiency of the stratum corneum; barrier 
repair may be accelerated by increasing the ratio of ceramides, 
cholesterol, and either the essential fatty acid linoleic acid or the 
nonessential palmitic or stearic fatty acids.

Corticosteroids
Corticosteroids reduce inflammation and pruritus in acute and 
chronic AD, acting on multiple resident and infiltrating cells, 
primarily through suppression of inflammatory genes. Topical 
corticosteroids have been the mainstay of conventional therapy: 
when they are appropriately used, side effects are infrequent. 
Thinning of skin, telangiectasia, bruising, hypopigmentation, 
acne, striae, and secondary infections may occur. The face, par-
ticularly the eyelids, and the intertriginous areas are especially 
sensitive to these adverse effects. If topical corticosteroids are 
used on the face, this can lead to perioral dermatitis, character-
ized by erythema, scaling, and follicular papules and pustules 
around the mouth, in the alar creases, and sometimes on the 
upper lateral eyelids.

An important concept with translational applications is the 
recognition that nonlesional skin in AD shows evidence of both 
immunological dysregulation and skin barrier abnormalities.11

This observation provides a rationale for the use of topical cor-
ticosteroids in a proactive manner.8 If the eczema can be cleared 
or almost cleared but has a relapsing course, long-term control 
can be maintained with twice-weekly applications of topical 
corticosteroid to areas that had previously been involved but 
now appear normal, with fewer relapses and less need for topi-
cal corticosteroids compared with treating eczema in a reactive 
manner.

In addition to their anti-inflammatory properties, topical 
corticosteroids can decrease S. aureus colonization in patients 
with AD. Failure to show clinical improvement with topical 
corticosteroids may be due to inadequate potency or amount of 
medication used, superinfection, steroid allergy, steroid resis-
tance, or, more commonly, nonadherence with the treatment 
regimen, emphasizing the need for both education and alterna-
tive therapies.

Systemic corticosteroids, including oral prednisone, should 
be avoided in the management of a chronic disorder such as 

AD.8,12 Improvement observed with systemic corticosteroids 
may be associated with flaring of AD after discontinuation. If 
a short course of oral corticosteroids is given, topical skin care 
should be intensified during the taper to suppress rebound flar-
ing of AD.

Topical corticosteroid treatment in patients with AD can 
result in improvements of the AD genomic signature. Cytokine 
levels (IL-12p40, IL-13, IL-22, CCL17, CCL18, peptidase inhibi-
tor 3 [PI3]/elafin, and S100As) were consistently reduced, with 
corresponding improvements in epidermal disease markers 
(keratin 16 and loricrin) in lesional skin from responders. Even 
low-potency corticosteroids can affect a broad array of immune 
and barrier responses in patients with AD.

Topical Calcineurin Inhibitors
Tacrolimus ointment (0.03% and 0.1%) and pimecrolimus 
cream (1%) are nonsteroidal topical calcineurin inhibitors 
(TCIs) approved for the treatment of AD.8–10 Both drugs have 
proven effective, with a good safety profile even when used over 
extended periods, including in infants treated with pimecroli-
mus. Treatment with TCIs is not associated with skin atrophy 
and may also be useful in treating patients with steroid insen-
sitivity. A common side effect with TCIs is burning or sting-
ing sensation of skin. Ongoing surveillance and recent reports 
have not shown a trend of increased frequency of viral infec-
tions or problems with response to childhood vaccinations. 
Although there is no evidence of a causal link to cancer and 
the use of TCIs, the US Food and Drug Administration (FDA) 
issued a “box warning” because of lack of long-term safety 
data. The labeling states that these drugs are recommended as 
second-line treatments and that their use in children under 
the age of 2 years is currently not recommended. However, 
a review of epidemiological and clinical data concluded that 
the published data did not demonstrate any causal relationship 
between TCI use and malignancy or lymphoma risk. Proactive 
treatment with tacrolimus ointment may benefit patients with 
a relapsing course.8,10

Phosphodiesterase-4 Inhibitor
Crisaborole is a phosphodiesterase 4 (PDE4) inhibitor approved 
as a 2% topical ointment for adults and children 3 months and 
older with mild to moderate AD.10 The unique configuration of 
boron within the crisaborole molecule enables selective target-
ing and inhibition of PDE4, increasing cAMP levels and reduc-
ing inflammation. In addition, the boron molecule allowed 
for synthesis of a low-molecular-weight compound (251 dal-
tons), thereby facilitating penetration of crisaborole through 
human skin.13 In vitro crisaborole inhibits cytokine production 
by peripheral blood mononuclear cells similar to other PDE4 
inhibitors and distinct from corticosteroids.

Antiinfective Therapy
Systemic antibiotic therapy may be necessary when a second-
ary infection with S. aureus is present.2 Recolonization after a 
course of anti-staphylococcal therapy occurs rapidly. Mainte-
nance antibiotic therapy should be avoided because it can result 
in colonization by MRSA. Bleach baths with dilute sodium 
hypochlorite may reduce skin infections, although data showing 
clinical benefit versus plain water baths for eczema have been 
questioned.14

Patients with disseminated EH require treatment with a sys-
temic antiviral, such as acyclovir.2 Recurrent cutaneous herpetic 
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infections can be treated with prophylactic oral acyclovir. Super-
ficial dermatophytosis can be treated with topical or, rarely, with 
systemic antifungals.

Antipruritic Agents
Pruritus is the most common and least tolerated symptom in 
AD. Mediators other than histamine, including neuropeptides 
and cytokines, especially IL-31, can contribute to pruritus, and 
centrally acting agents, such as opioid receptor antagonists, 
have been shown to be effective against the itch of AD. Treat-
ment with cyclosporine, which results in decreased transcrip-
tion of a number of proinflammatory cytokines, leads to rapid 
improvement in pruritus in many AD patients. Monoclonal 
antibodies (mAbs) against IL-31 receptor are currently in phase 
3 clinical trials in patients with AD, and trials with dupilumab 
(discussed below) showed significant reduction in pruritus.15

Systemic antihistamines and anxiolytics may be most useful 
through sedative effects and should be used primarily at bed-
time to avoid daytime somnolence. Short-term use of a seda-
tive to allow adequate rest may be appropriate. Treatment with 
topical antihistamines and topical anesthetics should be avoided 
because of the potential for allergic sensitization.

Biologic therapy
Dupilumab is a fully human mAb directed against the IL-4 
receptor α subunit that blocks signaling of both IL-4 and IL-13. 
Results from randomized, double-blind, placebo-controlled 
trials involving adults with moderate-to-severe AD showed 
that treatment with dupilumab resulted in rapid and dose-
dependent improvements in clinical indexes, biomarker lev-
els, and disease transcriptome.15 Of the patients in the dupil-
umab group, 85% had a 50% reduction in the Eczema Area and 
Severity Index (EASI) score compared with 35% in the placebo 
group; 40% of patients in the dupilumab group had an investi-
gator’s global assessment score of 0 to 1 (clear or almost clear) 
compared with 7% in the placebo group; and pruritus scores 
decreased by 55.7% in the dupilumab group versus 15.1% in the 
placebo group. In a 52 week study of dupilumab with concom-
itant topical steroids, 100% of the patients in the dupilumab 
group had a 50% improvement in EASI, compared with 50% 
of those in the placebo group, even though the patients who 
received dupilumab used less than half the amount of topical 
steroids compared with those in the placebo group.15 Adverse 
events, such as skin infection, occurred more frequently with 
placebo; nasopharyngitis and headache were the most frequent 
adverse events with dupilumab. In addition, conjunctivitis was 
reported in approximately 10% of patients in the phase 3 trials, 
although this adverse event did not require discontinuation in 
the majority of patients. Of note, treatment with dupilumab can 
correct both cutaneous and systemic abnormalities.16 Dupil-
umab was well tolerated with no dose-limiting toxicity. Studies 
in adolescents confirmed both safety and efficacy.17 Dupilumab 
is indicated for the treatment of patients 6 years or older with 
moderate-to-severe AD whose disease is not adequately con-
trolled with topical prescription therapies or when those thera-
pies are not advisable. Dupilumab can be used with or without 
topical corticosteroids. Dosing in adults is 600 mg loading dose 
subcutaneously followed by 300 mg every other week. Dosing 
for patients 6-17 years is weight dependent with patients 60kg 
or more receiving adult dosing, patients 30kg to less than 60kg 
receiving 400mg loading dose followed by 200mg every other 
week, and patients 15kg to less than 30kg receiving 600mg 

loading dose followed by 300mg every 4 weeks. Currently, no 
laboratory monitoring is required.

RECALCITRANT DISEASE
Patients failing conventional therapy should be evaluated to 
confirm the diagnosis of AD and review treatment regimen 
as well as triggers and confounding problems. An approach 
to such patients with an annotated figure was the subject of a 
recent review.18

Hospitalization
Patients who experience erythroderma, appear toxic, or fail 
conventional therapies may require hospitalization. Removing 
the patient from environmental allergens or stressors, intense 
education, and assurance of adherence with therapy usually 
result in marked clinical improvement. The patient can also 
undergo appropriately controlled provocative challenges to 
identify potential triggering factors.

Wet Wrap Therapy
Wet wrap therapy (WWT), in which a layer of wet clothing or 
bandages is placed over topical corticosteroid with a dry layer 
on top, can reduce inflammation and pruritus and acts as a bar-
rier to trauma associated with scratching.18 WWT can aid epi-
dermal barrier recovery that persists even after this therapy is 
discontinued, and clinical benefit can be demonstrated after dis-
continuation. Overuse can result in chilling, maceration of skin, 
or secondary infection. WWT should be employed for acute 
exacerbations of AD or for selective use in areas of resistant 
eczema, rather than as a maintenance treatment. The package 
inserts for topical calcineurin inhibitors recommend that they 
should not be used under occlusive dressings.

Systemic Immunosuppressive Agents
Oral cyclosporine has been shown to be effective in placebo-con-
trolled studies in severe AD, although it is not approved for treat-
ment of AD in most countries. A systematic review of random-
ized controlled trials evaluating systemic immunomodulating 
treatments for moderate-to-severe AD found that, of 12 different 
interventions studied in 34 randomized controlled trials, strong 
recommendations were only possible for the short-term use 
of cyclosporine.19 Patients need to be appropriately monitored 
while on this medication.12 Other systemic immunosuppressive 
drugs that have been used off-label to treat severe AD include 
methotrexate (a folic acid antagonist that interferes with purine 
and pyrimidine synthesis), and less commonly mycophenolate 
mofetil (a purine biosynthesis inhibitor) and azathioprine (a 
systemic immunosuppressive agent affecting purine nucleotide 
synthesis and metabolism).12,18 All of these drugs require careful 
monitoring of patients for potential serious adverse effects.

Phototherapy and Photochemotherapy
Ultraviolet (UV) light therapy can be a useful treatment for 
chronic, recalcitrant AD.10,12 In patients with moderate-to-severe 
chronic AD treated with narrow-band UVB phototherapy, gene 
expression, and immunohistochemistry studies of both lesional 
and nonlesional skin showed that Th2, Th22, and Th1 pathways 
were suppressed and that measures of epidermal hyperplasia and 
differentiation were normalized. Clinical improvement was asso-
ciated with decrease in Th2/Th22–associated cytokines and che-
mokines and, importantly, normalized expression of epidermal 



616 PART V Allergic Diseases

barrier proteins. UVB phototherapy has also been shown to sig-
nificantly decrease levels of toxin-producing S. aureus on the skin 
of pediatric patients with AD. Potential long-term adverse effects 
include premature skin aging and cutaneous malignancies.

Allergen-Specific Immunotherapy
Allergen-specific immunotherapy (AIT; see Chapter 88) may be 
effective for a subset of patients with AD and aeroallergen sen-
sitivity.8 However, a Cochrane review of randomized controlled 
trials of AIT in AD found results confounded by high loss to 
follow-up and lack of blinding.20 Subgroup analyses did not 
identify if a particular allergen, age, or level of disease severity 
predicted treatment success.

Investigational Therapies
Intravenous Gammaglobulin
Because chronic inflammation and T-cell activation appear to 
play a critical role in the pathogenesis of AD, high-dose intra-
venous immunoglobulin (IVIG; see Chapter 82) could have 
immunomodulatory effects in this disease. IVIG could also 
interact directly with infectious organisms or toxins involved in 
the pathogenesis of AD. IVIG has been shown to contain high 
concentrations of staphylococcal toxin–specific antibodies that 
inhibit the in vitro activation of T cells by staphylococcal tox-
ins. Treatment of severe refractory AD with IVIG has yielded 
conflicting results. Studies have not been controlled and have 
involved small numbers of patients. A systematic review of sys-
temic therapies found that IVIG was not efficacious in the treat-
ment of moderate-to-severe AD.19

Omalizumab
Treatment of patients with AD with omalizumab off label has 
mainly been reported in case reports and case series, showing 
both clinical improvement and lack of benefit.10 No specific 
markers have been identified that define responders, although 
one study suggested that adult patients with AD that respond to 
treatment have wild-type FLG mutations. In addition, patients 
receiving omalizumab have been shown to have decreased lev-
els of TSLP, OX40L, thymus and activation-regulated chemo-
kine (TARC), and IL-9 and marked increase in IL-10 compared 
with placebo. A systematic review and meta-analysis of omali-
zumab in AD found that fewer than 50% of the patients treated 
with this biologic achieved a significant clinical improvement.21

In the two randomized controlled trials in that review, patients 
failed to show any significant clinical improvement with omali-
zumab, or their clinical response was comparable to that of the 
control group. However, the authors noted that 43% of patients 
treated with omalizumab had a good response, suggesting that 
a subset of patients with AD, possibly those with an urticarial 
component to their disease might still benefit from this therapy. 
Furthermore, a recent randomized clinical trial in children with 
severe AD found that omalizumab significantly reduced disease 
severity and topical steroid use.22

Recombinant Human Interferon-γ
Interferon-γ suppresses IgE synthesis and inhibits Th2 cell func-
tion. In patients with AD, treatment with subcutaneous recom-
binant human interferon-γ (rhIFN-γ) resulted in reduced clini-
cal severity and decreased total circulating eosinophil counts.8,18 

rhIFN-γ may act primarily on the allergic inflammatory 
response as opposed to IgE synthesis, and a subset of patients 
treated with rhIFN-γ could respond to individualized titration 
of their treatment dose. In pediatric patients with ADEH, IFN-γ
and IVIG were thought to be less likely to enhance the cutane-
ous viral susceptibility of these patients compared with systemic 
immunosuppressive therapies.

Probiotics
Clinical trials of probiotics in patients with AD show varying 
results. Probiotic supplementation during the prenatal and the 
postnatal period may reduce the incidence of AD in infants and 
children. In contrast, the most recent Cochrane review found 
no benefit for probiotics as a treatment for eczema.23

Other Biologics and Small Molecules in Clinical Trials
A number of biologics are currently in trials for moderate-to-
severe AD (reviewed in reference 24). These include anti–IL-13 
(lebrikizumab, tralokinumab), anti–IL-31-receptor (nemoli-
zumab), and anti-OX40 (GBR 830). In addition, several Janus 
kinase inhibitors in both topical (ruxolitinib, delgocitinib) and 
oral (abrocitinib, baricitinib, upadacitinib) formulations are being 
studied in AD.24 Ruxolitinib cream is approved by the FDA for 
patients 12 years and older with mild-moderate AD. New insights 
into AD phenotypes and endotypes will likely lead to improved 
selection of appropriate patients for more targeted therapies.

PREVENTION
Because infants at risk for AD could be identified as early as day 
2 of life by TEWL measurement, independent of parental atopy 
or FLG mutation status, early treatment with emollients has 
been suggested as a strategy to reduce incidence of AD. While 
preliminary studies suggested that emollient therapy started in 
early infancy in at-risk neonates reduced the incidence of AD, 
recent large trials failed to reproduce these results.25,26

CONTACT DERMATITIS
CD is a skin disorder caused by contact with an exogenous 
substance that elicits an allergic and/or irritant response. The 
vast majority of cases of contact-induced skin reactions are 
attributable to CD. However, there are other less-well-defined 
contact reactions, including contact urticaria, contact urticaria 
syndrome, and protein contact dermatitis. ACD affects approxi-
mately 7% of the general population, 13.3% to 24.5% of pedi-
atric patients,27 and up to 65% among children with suspected 
ACD. Numerous studies have reported an increased frequency 
of ACD in patients with AD, likely as a result of the increased 
exposure to products and chemicals used to treat AD, the bar-
rier defect, and immunological changes in AD, which predis-
pose a patient to both ICD and ACD.28

PATHOGENESIS OF ALLERGIC CONTACT 
DERMATITIS

The Genes

ACD is a multifactorial condition in which genetic background 
plays an important part, as shown by twin and family studies. 
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An association has been demonstrated between loss of function 
mutations R501x and 2282del4 in the filaggrin (FLG) gene and 
contact sensitization against nickel II-sulfate, combined with an 
intolerance to fashion jewelry but not with other contact aller-
gens. FLG mutations have further been shown to lower the age 
of onset of nickel sensitization.29 Thus FLG defects may be a risk 
factor for contact sensitization to allergens.

The Allergens
Most contact allergens are haptens, that is, simple chemicals that 
bind to carrier proteins present in skin to form a complete anti-
gen (see Chapter 6). To be allergenic, the chemical must be able 
to penetrate the principal barrier in skin (stratum corneum) 
and reach the living cells of the epidermis. Only molecules with 
molecular mass of less than 500 daltons (Da) are capable of pen-
etrating the stratum corneum. Lipid solubility promotes transit 
through the stratum corneum. Thus, most contact allergens are 
small, lipophilic molecules. Once in the epidermis, the nature 
of the protein carrier for the hapten is very important because if 
the contact sensitizer is complexed to nonimmunogenic carri-
ers, this may induce tolerance rather than sensitization.

The Immune Response

The immune response of ACD requires completion of both an 
afferent (sensitization) and an efferent (elicitation) phase. In the 
afferent limb, the hapten enters the epidermis and activates kera-
tinocytes to release inflammatory cytokines and chemokines, 
including tumor necrosis factor (TNF), granulocyte macro-
phage–colony-stimulating factor (GM-CSF), IL-1α, IL-1β, IL-8, 
IL-10, IL18, and macrophage inflammatory protein-2 (MIP-2). 
The activation of LCs, other DCs, and endothelial cells can lead 
to recruitment of even more DCs at the site of antigen contact. 
The release of IL-1β by epidermal LCs promotes their egress 
from the epidermis. LCs process the antigen while migrating to 
regional lymph nodes, where they present it to naïve T cells. This 
phase is influenced by multiple factors. Defects in the integrity 
of the stratum corneum allow greater penetration of allergen 
and increase the chances of activating antigen-presenting cells 
(APCs) in skin. The availability and viability of APCs in skin, as 
well as the presence or absence of cytokines produced by kerati-
nocytes, can promote or hinder APC–T-cell engagement.

In the draining lymph nodes, LCs present the peptides to 
T cells and activate CD4 and CD8 antigen-specific T cells. An 

important property of LCs and DCs is their ability to present 
exogenous antigens on both major histocompatibility complex 
(MHC) class I and class II molecules. This cross-priming leads 
to the activation of both CD4 and CD8 hapten-specific T cells. 
Although classic delayed-type hypersensitivity reactions are 
mediated primarily by CD4 cells, contact dermatitis to haptens 
is mediated primarily by CD8 cells with a Th1-type cytokine 
profile. LCs activate hapten-specific T cells, which include Th1, 
Th2, Th17, and Treg subsets.30 This preexisting mix of T-cell 
subtypes specific for the antigen influence the outcome of this 
process. The higher the frequency of cells of an effector subtype, 
the higher the likelihood that dermatitis will result, whereas a 
higher frequency of cells of a regulatory subtype may limit or 
prevent the development of dermatitis.

The efferent phase of ACD occurs on subsequent contact 
of skin with the hapten. Antigen-specific memory T cells and 
other inflammatory cells leave vessels and enter skin through 
sequential activation of a number of adhesion molecules by 
cytokines. Memory T cells constitutively express CLA. E-selec-
tin, the ligand for CLA, is induced on vascular endothelium by 
inflammatory mediators, such as IL-1 and TNF. This interaction 
causes memory T cells to slow down and roll along the endothe-
lial surface as a prelude to migration to sites of inflammation. 
Firm adhesion and migration of leukocytes to the endothelium 
are mediated by T-cell very late antigen-4 (VLA-4)/leukocyte 
function–associated antigen-1 (LFA-1) and endothelial cell vas-
cular cell adhesion molecule-1 (VCAM-1)/intercellular adhe-
sion molecule 1 (ICAM-1), respectively (see Chapter 16). Sub-
sequently, LFA-1+ T cells migrate toward ICAM-1+ epidermal 
cells.

Mast cells can also participate in the elicitation phase. Mast 
cells contain preformed TNF, which may regulate the adhesion 
molecules involved in the early recruitment of Th cells. The net 
result is an influx of sensitized T cells homing to the hapten-
provoked skin site, releasing their inflammatory mediators, IL-2 
and IFN-γ, and this results in an enhanced immune response 
through activation and recruitment of more inflammatory cells, 
producing spongiosis and the inflammatory dermal infiltrate 
characteristic of ACD.

Although Th1 cells have been classically considered the pri-
mary effector cells of ACD (responses to haptens, such as nickel, 
were dominated by IFN-γ–producing cells), recent studies have 
indicated that Th2 cells also participate in the development of 
contact hypersensitivity.31

Recently, both murine models and human studies have sug-
gested the potential role of Th17 cells in the immunopathogen-
esis of ACD. In patients with ACD, Th17-associated mediators, 
such as IL-17A, IL-17F, IL-22, IL-23, chemokine receptor 6 
(CCR6), IL-22 receptor, and the Th17 transcription factor reti-
noic acid–related orphan receptor γ (ROR-γ) were shown to 
be produced by nickel-specific T cells and were upregulated in 
ACD lesional skin and positive patch test biopsy specimens.32

Nickel exposure was reported to induce production of IL-23 
by keratinocytes, promoting a Th17-mediated response, as 
detected by the presence of IL-17–producing T cells in periph-
eral blood from patients with nickel allergy.33 The role of IL-17 
in ACD lesions includes induction of keratinocyte release of 
cytokines and chemokines (i.e., IL-8 and IL-6) and promotion 
of T cell–induced apoptosis of keratinocytes.

The immunological mechanism of ACD appears to be 
hapten-specific with allergens like nickel inducing Th1/Th17 
polarization, while fragrance induces Th2/Th22 polarization.34 

• Allergic contact dermatitis (ACD) is a delayed-type, T cell–mediated 
response with an afferent limb or sensitization phase and an efferent 
or elicitation phase.

• Irritant contact dermatitis (ICD) is caused by irritants exerting toxic 
effects on keratinocytes, causing a direct activation of the innate im-
mune system through hyperproduction of cytokines and chemokines 
and inducing an inflammatory skin reaction.

• Patients with ICD are more susceptible to the development of ACD, 
indicating that the activation of innate immunity by irritants likely re-
duces the threshold for development of ACD.

• There is an increased frequency of ACD in patients with AD likely be-
cause of the disturbed skin barrier allowing increased allergen pen-
etration on an already amplified adaptive response in AD.

• Although ACD, ICD, and AD are independently defined diseases, they 
frequently interact and coexist. 

KEY CONCEPTS
Pathogenesis of Contact Dermatitis
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The concept that ACD may differ mechanistically according to 
allergen is likely to have significant therapeutic relevance as a 
consideration in the choice of future targeted therapy.

The skin of patients with AD is at increased risk for the devel-
opment of ACD, and this may be attributed to multiple factors. 
First, AD skin is exposed to a large number of different chemi-
cals used to treat AD, including moisturizers, topical cortico-
steroids, and TCIs. Second, the disturbed barrier system allows 
increased permeation of allergens leading to greater access of 
surface antigens to LCs. Third, AD skin has a heightened immu-
nological status with existing activation of innate immunity and 
selective upregulation of the Th2 adaptive immune response. 
In patients with AD, cutaneous contact with irritants and aller-
gens leads to amplification of innate immunity and enhanced 
adaptive immune responses, including Th2 and Th17 in patients 
with acute AD and Th22 and Th1 in patients with chronic dis-
ease. Just as innate immune activation stimulated by an irritant 
permits a lower threshold of ACD elicitation, the amplified 
adaptive responses in lesional and nonlesional skin promote 
increased expression of ACD and ICD in patients with AD.

PATHOGENESIS OF IRRITANT CONTACT 
DERMATITIS
ICD accounts for 80% of cases of CD. The clinical presentation 
of ICD is usually restricted to skin that is directly in contact 
with the offending agent, with little or no extension beyond the 
site of contact. The inflammatory response is dose- and time-
dependent. Any impairment to the epidermal barrier layer (e.g., 
fissuring, overhydration) renders skin more susceptible to an 
irritant effect. Contact with agents such as detergents, solvents, 
alcohol, creams, lotions, ointments and powders, and environ-
mental factors such as wetting, drying, perspiration, and tem-
perature extremes, can abrade or irritate skin. After exposure to 
skin irritants, perturbation of the skin barrier and disorganiza-
tion of the lipid bilayers with lamellar body lipid extrusion in 
the epidermis is seen with an associated increase in TEWL.35

Irritants cause direct activation of the innate immune system 
through hyperproduction of cytokines and chemokines, such 
as IL-1α, IL-1β, IL-6, IL-8, and TNF, which further induce a 
cytokine cascade and inflammatory reaction with infiltration of 
inflammatory cells. Epidermal keratinocytes have been identified 
as key effector cells in the initiation and propagation of contact 
irritancy. Keratinocytes can release both preformed and newly 
synthesized cytokines and can upregulate MHC class II mol-
ecules and induce adhesion molecules in response to irritants.30

These mediators can cause direct tissue damage, activating LCs, 
dermal DCs, and endothelial cells, which contribute to further 
cellular recruitment, including neutrophils, lymphocytes, macro-
phages, and mast cells, which also contribute to the inflammatory 
cascade. The “final” cellular damage results from inflammatory 
mediators released by activated nonsensitized T cells.

Sodium lauryl sulfate (SLS), a common ingredient of clean-
ing products, is directly toxic to keratinocytes (an experimen-
tal model of ICD) and has been demonstrated to induce LC 
mobilization and consequent migration to the draining lymph 
nodes. Other irritants have been shown to cause direct activa-
tion of the innate immune system through a set of membranous 
and intercellular receptors called Toll-like receptor 7 (TLR-7) 
and nucleotide-binding oligomerization domain (NOD)–like 
receptors (NLRs) that activate the inflammasome and nuclear 

factor-κB (NF-κB) pathways, inducing release of many cyto-
kines and chemokines.

Although few immunohistopathological differences have 
been noted between ICD and ACD, both ICD and ACD begin 
with activation of the innate immune system.

ICD does not require prior sensitization, and immunologi-
cal memory is not involved. The cellular infiltrate includes CD4 
T cells with a Th1-type profile. Irritant reactions predispose to 
allergic reactions, making patients with ICD more susceptible 
to the development of ACD. In human studies, when patch test 
sites were pretreated with SLS, the threshold elicitation con-
centrations of contact allergens, such as cobalt, nickel, and col-
ophony, were significantly decreased, indicating that the activa-
tion of innate immunity by irritants likely reduces the threshold 
for the development of ACD.

In summary, although ACD, ICD, and AD are indepen-
dently defined diseases, they interact and frequently occur in 
combination. In patients with AD, if the activation of an innate 
immune response is preceded by exposure to irritants and aller-
gens, there is altered permeation of contact allergens, which are 
introduced into an already activated innate immune system, 
resulting in amplification of innate immunity and enhanced 
adaptive immune responses. The amplified adaptive responses 
in AD promote increased ACD and ICD. Conversely, the innate 
immune activation stimulated by an irritant permits a lower 
threshold of ACD elicitation (see Fig. 48.1).

CLINICAL MANIFESTATIONS OF CONTACT 
DERMATITIS
The clinical and histological findings of ACD are characteris-
tic, but not diagnostic. ACD should be suspected in patients 
with acute and chronic eczematous or noneczematous derma-
titis and is diagnosed on the basis of the clinical appearance 
of the lesions, the distribution of the dermatitis, the presence 
of pruritus, and the absence of other etiologies. Acute CD 
is characterized by erythematous papules, vesicles, oozing, 
and crusted lesions (Fig. 48.2). Recurrence and persistence 
of the dermatitis may lead to subacute and chronic lesions. 
Subacute CD manifests as erythema, scaling, fissuring, or a 
parched, scalded appearance, and chronic inflammation may 
have more skin thickening, hardening, scaling, fissuring, and 
lichenification.

Although the location of the dermatitis serves as an impor-
tant clue to the source of the offending chemical, multiple fac-
tors contribute to the distribution of ACD. Spread from the 
principal site of exposure can involve distant sites, either by 
inadvertent contact or by autosensitization. Areas of the scalp, 
palms, and soles have thicker skin, whereas the eyelid, face, and 
genital areas have thinner skin that is more sensitive to contact 
allergens (Figs. 48.3 and 48.4). A geographical approach can be 
very helpful in identifying the causal allergen.

The hand is a common body site involved in contact derma-
titis.36 Hand dermatitis may be due to ICD, ACD, AD, dyshidro-
sis, or psoriasis. Because the skin on the palm is much thicker 
than that on the dorsum of the hands, ACD is often associated 
with vesicles, occurring most often on the thinner skin on the 
dorsum of the hands, the fingertips, nail folds, and less com-
monly involves the palms (Fig. 48.5). Patch tests in patients with 
hand eczema showed that relevant allergens included nickel 
sulfate, potassium dichromate, rubber accelerators, and cobalt 
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chloride.37 The prevalence of hand eczema in patients with AD 
is 2- to 10-fold higher than in nonatopics.

Facial presentation of dermatitis ranks third by location 
in the results from the NACDG from 2015 to 2016.36 Sym-
metrical, central, or patchy distribution tends to be seen with 
cosmetics and personal products (moisturizers, sunscreens, 
foundations, and powders) whereas peripheral face (pre-auric-
ular, submental and jawline areas) involvement can be due 
to shampoos, conditioners, and facial cleansers. Involvement 
of the lateral neck could be due to perfumes/colognes, ecto-
pic transfer of nail cosmetics, or as a “run-off ” pattern from 
cosmetics applied to face, scalp, or hair. Although the regional 
distribution may be helpful in some cases, dermatitis with 
scattered generalized distribution, which lacks the character-
istic distribution that gives a clue as to the possible etiology 
of ACD, is actually the second most common pattern of der-
matitis in both children and adults, as reported by the North 
American Contact Dermatitis Group in 2018.36 Systemic con-
tact dermatitis (SCD), specifically the “baboon syndrome,” is 
a diffuse eruption involving flexural and intertriginous areas 
following oral, intravenous, or transcutaneous exposure to 
the allergen in a contact-sensitized individual. Aside from the 
baboon syndrome, SCD could also manifest as a recall reaction 

(reactivation of a previous site of dermatitis or a previous posi-
tive patch test), dyshidrotic hand eczema, flexural dermatitis, 
exanthematous rash, erythroderma, and even vasculitis-like 
lesions. The most common causes of SCD are (1) metals, such 
as mercury, nickel, and gold; (2)medications, including amino-
glycoside antibacterial, topical corticosteroids, and aminophyl-
line; and (3) plants and herbal products, including Compositae 
and Anacardiaceae families and Balsam of Peru (also known as 
Myroxylon pereirae resin).

Histologically, CD demonstrates intercellular edema of 
the epidermis (spongiosis) with varying degrees of acanthosis 
(thickening of the epidermal stratum basale and stratum spino-
sum) and superficial perivascular, lymphohistiocytic infiltrates. 
It is often difficult to distinguish ACD (see Fig. 48.5) from ICD 
(Fig. 48.6) on the basis of physical examination or histological 
findings.

MANAGEMENT OF ALLERGIC CONTACT 
DERMATITIS
The management of ACD includes identification of the allergen, 
avoidance, pharmacological intervention, and prevention.

FIG. 48.2 Acute Allergic Contact Dermatitis.

FIG. 48.3 Allergic Contact Dermatitis of the Eyelid.

FIG. 48.4 Allergic Contact Dermatitis of the Face Caused by 
Fragrance.

FIG. 48.5 Allergic Contact Dermatitis of the Hand Caused by 
Rubber Accelerators.
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Identification of the Allergen
The most widely acceptable and available method for con-
firming the diagnosis of ACD is patch testing. Nickel remains 
the most common contact sensitizer and is more common 
in women than in men, likely because of greater exposure to 
nickel in jewelry and body piercing practices. In cosmetic and 
personal products, fragrances, preservatives, and emulsifiers 
are the most common causative allergens. In addition, para-
phenylenediamine (in hair dye), cocamidopropyl betaine (in 
shampoos and soaps), and medications (e.g., neomycin, ben-
zocaine, corticosteroids) are commonly reported allergens in 
personal hygiene and medical products. Methylisothiazolinone 
is a preservative widely used in cosmetics, toiletries, and house-
hold products including shampoos, conditioners, baby soaps, 
detergents, dishwashing liquid, stain removers, and fabric soft-
eners. It is the second most common positive patch test (sec-
ond only to nickel) in the 2018 NACDG patch test results.36

The results of patch tests must be interpreted in the context 
of the patient’s experience; exposure and relevance should be 
established.38

Allergen Avoidance and Treatment
Once the allergen is identified, avoidance of contact to the aller-
gen and education of patients and/or families is the mainstay of 
treatment for ACD. All other measures are palliative and tem-
porary. Patients and/or caregivers must be educated regarding 
the nature of the dermatitis, triggering agents and irritant fac-
tors, and avoidance of further contact with the offending agent. 
A list of the offending agents, potential exposure alternatives, 
and substitutes should be offered to the patient. The names of 

the allergens are long, complex, and confusing. There are also 
numerous synonyms and cross reactions, thus a list of “safe 
products” to use can increase compliance.

The dimethylglyoxime test (nickel spot test) and the cobalt 
spot test (based on disodium-1-nitroso-2-naphthol-3, 6-disul-
fonate) can be used to detect nickel or cobalt released from 
metal objects and dermal exposure, thus aiding in avoidance of 
contact in sensitized patients.

Cool compresses with aluminum subacetate (Burrow’s 
solution), calamine, or colloidal oatmeal may help acute, ooz-
ing lesions. Excessive handwashing should be discouraged in 
patients with hand dermatitis, and nonirritating or sensitizing 
moisturizers must be used after washing. Soaps and nonalkaline 
cleansers should be avoided.

In addition to avoidance of exposure, appropriate adjunct 
medical treatment can be prescribed. First-line therapy is with 
topical corticosteroids, and second-line treatment includes 
phototherapy, oral retinoids, and immunosuppressant agents. 
Topical corticosteroids may be sufficient for localized lesions. 
Patients with dermatitis that is acute, extensive (particularly 
if involving greater than 10% of total body surface), or severe 
(such as poison ivy) may benefit from systemic therapy. Due to 
its high side effect profile, their use for chronic allergic contact 
dermatitis is not recommended.

Contact sensitization to the corticosteroid itself, the vehicle, 
or other ingredients in the topical corticosteroid should be sus-
pected if symptoms worsen, initially improve but then worsen 
with continued treatment, or do not respond to treatment at 
all. Several topical T-cell selective inhibitors (tacrolimus and 
pimecrolimus) have been used successfully in the treatment of 
AD, but their efficacy in ACD or ICD has not been established.

Antihistamines may offer some benefit in contact urticaria 
and some relief from pruritus.

Phototherapy (UVB) may be effective in the treatment of 
ACD, especially in chronic ACD of the hands. Other immuno-
modulating agents such as cyclosporin, methotrexate, azathio-
prine, and mycophenolate mofetil have been used, especially in 
patients who could not avoid their allergens.

There are conflicting reports on whether dupilumab is effec-
tive or exacerbates some cases.

New evidence is emerging to support that dupilumab (IL-
4RI) may be a treatment option in some patients with recalci-
trant ACD.39

Mechanical barriers such as protective gloves and clothing 
and barrier creams may help with avoidance of exposure, espe-
cially in the occupational setting.40 For nickel-allergic patients, 
barriers such as gloves, covers for metal buttons, and identifica-
tion of nickel by the dimethylglyoxime test can be prescribed, 
but results can be disappointing.

Patient education regarding the nature of the dermatitis, 
triggering agents and irritant factors, plus instruction for avoid-
ance and appropriate substitutes will not only aid in clearing the 
dermatitis but also prevent or minimize recurrences. At present, 
hyposensitization of patients with ACD is not a viable therapy.

PERSPECTIVES IN ATOPIC DERMATITIS AND 
ALLERGIC CONTACT DERMATITIS
Looking into the future, as we define the immune pathways that 
cause AD, novel biologics and molecules currently in clinical 
trials may provide more targeted therapy in AD.

FIG. 48.6 Irritant Contact Dermatitis.

THERAPEUTIC PRINCIPLES
Contact Dermatitis

• Patch testing is the procedure of choice to confirm the diagnosis of 
allergic contact dermatitis (ACD) and to identify offending contact al-
lergens.

• The interpretation of patch tests requires both experience and judg-
ment on its relevance.

• Once identified, the key to management of ACD is prevention by 
avoiding substances containing the allergens or irritants that have 
been identified and providing patients with alternatives and substi-
tutes of products that do not contain their allergen.

• Medical treatments such as topical and/or systemic corticosteroids 
can be used to relieve ongoing dermatitis. 
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Identification of the endotypes involved in the pathogen-
esis of unique clinical phenotypes of AD will be required for a 
precision-medicine approach to treatment. In the absence of a 
low-cost cure for AD, biomarkers to identify “at-risk” patients 
could facilitate preventative strategies.

In the area of ACD, a large number of chemicals are being 
evaluated for their role, and new, rare, and emerging allergens 
should be considered in the assessment of suspected ACD. 
Patch testing to these allergens has yet to be standardized; irri-
tant and elicitation concentrations to patch testing need to be 
determined. Data about contact allergen sensitization in chil-
dren with AD are limited but are continually expanding. Fre-
quency and patterns of CD in children with AD and the results 
of patch testing have yet to be determined.
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emerging allergens should be considered in the assessment of sus-
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with AD and results of patch testing have yet to be determined. 

ON THE HORIZON
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Adverse reactions to foods may be mediated by immunologi-
cal mechanisms (food allergy) and nonimmunological mecha-
nisms (food intolerance). Immune-mediated reactions to foods 
most commonly involve immunoglobulin E (IgE), an antibody 
that binds to mast cells and basophils. Upon exposure to an 
allergen, they release inflammatory mediators, such as hista-
mine, prostaglandins, and leukotrienes, producing symptoms 
ranging from localized oral itching to anaphylaxis, the latter 
being a potentially fatal systemic reaction. Non–IgE-mediated 
immune reactions to foods include such diseases as celiac dis-
ease and food protein–induced enterocolitis syndrome (FPIES), 
while other diseases, such as eosinophilic esophagitis (EoE) and 
eosinophilic gastroenteritis (EGE), involve both IgE-mediated 
and non–IgE-mediated mechanisms. Food allergies have a 
significant negative effect on quality of life, and the burden on 
the health system amounts to approximately $25 billion annu-
ally.1 Current management of food allergy relies on avoidance, 
but ongoing research into treatment for food allergy may offer 
interventional approaches to provide additional protection for 
allergic patients. This chapter reviews the basics of food allergy 
diagnosis, management, and natural history, with a specific 
focus on IgE-mediated food allergies.

PREVALENCE
The true prevalence of food allergy is difficult to establish. This 
is most likely because (1) studies have focused on only the most 
common food allergens; (2) the incidence and prevalence of food 
allergy may be increasing and changing with time, with studies 
showing an increasing prevalence over the past 10 to 20 years; and 
(3) studies of prevalence are difficult to compare because of incon-
sistencies and deficiencies in study design.2 Population-based sur-
veys indicate that about 10% of the US population (1 in 10 adults 
and 1 in 12 children) suffer from at least one IgE-mediated food 
allergy.3 More than 170 foods have been reported to trigger allergic 
reactions, though the most common foods that trigger reactions 

in US children are peanuts (2.2%), milk (1.9%), shellfish (1.3%), 
tree nuts (1.2%), egg (0.9%), finned fish (0.6%), wheat (0.5%), soy 
(0.5%), and sesame seed (0.2%).3 Prevalent allergens vary in differ-
ent cultural groups, with milk, egg, peanut, and tree nut allergens 
topping the lists in the Americas, Australia, and Western Europe, 
whereas fish and shellfish allergies are more common in Asia.4
Food allergies commonly co-occur with other atopic diseases, such 
as atopic dermatitis (AD), asthma, and allergic rhinitis.5 The most 
common food and plant allergens are listed in Table 49.1.

SPECTRUM OF DISEASE

Immunoglobulin E–Mediated Food Allergies
Immediate reactions to foods compose the largest proportion 
of food-induced allergic diseases. IgE-mediated food allergy 
occurs when allergenic proteins cross-link allergen-specific IgE 
bound to mast cells or basophils, leading to release of histamine 
and other inflammatory mediators. Symptoms of IgE-mediated 
food allergies usually occur within minutes of ingestion of the 
provoking food allergen, and do not present more than 2 hours 
later, except in rare circumstances (e.g., delayed anaphylaxis 
related to red meat ingestion).

Symptoms may be severe (e.g., anaphylaxis) or localized 
(e.g., pollen-food allergy syndrome). Characteristic signs of an 
immediate allergic reaction manifest through skin and subcu-
taneous tissues (e.g., urticaria and/or angioedema), the respi-
ratory system (e.g., bronchospasm), the gastrointestinal system 
(e.g., vomiting and/or diarrhea), and/or the cardiovascular sys-
tem (e.g., increased vascular permeability leading to hypoten-
sion). Anaphylaxis is the most severe symptom of food allergy 
and may result in death (Chapter 46).

Pollen-food allergy syndrome (PFAS, or oral allergy syn-
drome) symptoms are restricted to the lips, throat, and mouth 
and are most commonly elicited due to fruit and vegetable pro-
teins cross-reacting with antibodies against pollen proteins in 
individuals with pollen allergy. Affected individuals will typi-
cally complain of pruritus and/or tingling of the lips, tongue, 
roof of the mouth, and throat with or without swelling. PFAS 
reactions are unlikely to progress to a systemic reaction.

Because of protein similarities between allergens, cross-
reactivity occurs. Patients allergic to certain foods should be 
counseled to avoid cross-reactive food proteins. It is common 
to find cross-reactivity among tree nuts; in particular, cashews 
and pistachios share common allergen binding sites, as do 
walnuts and pecans. Between 25% and 50% of patients with 
a peanut allergy are also allergic to tree nuts, with particular 

• A relatively small molecular weight (<70 kDa)
• Abundant source of the relevant allergen
• Glycosylation residues
• Water solubility
• Most are resistant to heat and digestion 

KEY CONCEPTS
Common Characteristics of Most Frequently 
Encountered Food Allergens
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cross- reactivity noted between peanut allergens and tree nut 
allergens in almonds, walnuts, pecans, hazelnuts, and Brazil 
nuts. Tropomyosins found in crustacean shellfish are a panaller-
gen,5 and approximately 75% of individuals who are allergic to 
one crustacean (e.g., shrimp) are also likely to react to another 
crustacean (e.g., lobster).8 Parvalbumins found in vertebrate fish 
are commonly cross-reactive on testing, but clinical relevance 
of cross-reactivity varies. Studies have shown that an individual 
who is allergic to one fish species has approximately a 50% likeli-
hood of reacting to another species of fish.

Although most reactions occur immediately after ingestion, 
some individuals may experience delayed anaphylaxis follow-
ing ingestion of mammalian meat.5 Delayed allergy to mamma-
lian meats has been linked to the production of IgE to α-gal in 
susceptible subjects. α-Gal is an immunogenic oligosaccharide, 
and sensitization is believed to occur via a tick bite. Symptoms 
of urticaria, angioedema, and anaphylaxis can occur 3 to 6 hours 
after eating beef, pork, lamb, and venison. The mechanism(s) 
underlying the delayed reaction is poorly understood.

Mixed Immunoglobulin E/Non–Immunoglobulin E– and 
Non–Immunoglobulin E–Mediated Food Allergies
Delayed gastrointestinal (GI) reactions to foods include such 
diseases as EoE, EGE, FPIES, and eosinophilic proctocolitis. The 
most common food proteins involved in these diseases include 
milk, egg, wheat, and soy. Celiac disease is a non–IgE-mediated 
food allergy triggered by ingestion of gluten-containing grains 
(e.g., wheat, barley, and rye). Human leukocyte antigen (HLA) 
DQ2- or DQ8-restricted CD4 T cells, which recognize gluten 
selectively in affected persons, are critical to the pathogenesis 
of celiac disease.

EoE is a clinicopathological diagnosis, based on symptoms of 
esophageal dysfunction (including dysphagia, vomiting, feed-
ing disorders, and abdominal pain) together with pathological 

findings of at least 15 eosinophils per high-power field on light 
microscopy.9 The precise role of food allergy in EoE is not well 
defined; IgE-mediated and non–IgE-mediated mechanisms 
may be involved in the pathogenesis. The most common food 
allergens implicated in the pathogenesis include milk, egg, 
wheat, and soy. Numerous other foods have been implicated in 
the pathogenesis of EoE, and a common approach to treatment 
is initial elimination of milk, egg, wheat, soy, peanut, tree nuts, 
fish and shellfish. If dietary elimination is not successful or not 
feasible for the patient, then topical (swallowed aerosol) inhaled 
steroids (e.g., fluticasone or budesonide) may be swallowed 
rather than inhaled to treat the inflammation.

EGE is less common than EoE and, like EoE, it is believed that 
its pathogenesis involves both IgE-mediated and non-IgE-medi-
ated mechanisms. Common symptoms of EGE include vomit-
ing, abdominal pain, diarrhea, and failure to thrive/weight loss. 
Multiple food allergens are often implicated, although response 
to dietary elimination of the most common food allergens (milk, 
egg, wheat, soy, peanut, tree nuts, fish, and shellfish) is typically 
less successful than dietary elimination reported in patients with 
EoE. Topical (swallowed aerosol) inhaled steroids (e.g., flutica-
sone and budesonide) may provide some benefit; however, sys-
temic steroids are often necessary for disease control.

FPIES is a non–IgE-mediated disease usually occurring in 
infants.10 Characteristic symptoms of FPIES manifest as repeti-
tive emesis with or without diarrhea accompanied by lethargy 
occurring 2 to 4 hours after ingestion of the offending food pro-
tein. The risk of abrupt volume loss, hypotension, and potential 
for bowel perforation makes this a medical emergency. Treat-
ment is reliant on rehydration. Ondansetron may be helpful in 
managing acute FPIES reactions. Milk and soy are most com-
monly implicated, along with less common food allergens such 
as rice, oats, fruits, or vegetables. FPIES is outgrown in the 
majority of affected children by 3 years of age but may be pro-
tracted for many years in a smaller subset of patients.

TABLE 49.1 Food Allergens by Family

Food Allergen Family Foods Containing Allergen Description

Tropomyosins Crustacean shellfish (e.g., 
shrimp, lobster, crab), mol-
lusks (e.g., oyster, scallop, 
squid)

Invertebrate tropomyosins are a family of muscle proteins that share homology across in-
vertebrate species and therefore may act as panallergens. They do not share homology 
with vertebrate tropomyosins. They are generally heat stable and highly cross-reactive.

Parvalbumins/EF-hand 
proteins

Vertebrate fish and frogs Muscle proteins that possess a calcium-binding domain referred to as an EF-hand motif. 
This is the second-largest family of allergens, and these allergens are considered highly 
cross-reactive panallergens.

Casein Mammalian milk Function to bind calcium and stabilize it in micellar form. There is high sequence homol-
ogy between cow’s milk and other mammalian milks, such as goat’s milk and sheep’s 
milk. Other animal milks such as human milk, horse’s milk, donkey’s milk, and camel’s 
milk have caseins with approximately 60% homology, which may account for less al-
lergenicity than seen with cow’s milk.

Prolamin superfamily Seeds, tree nuts, legumes 
(including peanut), fruits, veg-
etables, wheat, corn, rice

This family contains the highest number of plant food allergens and is characterized by 
rich disulfide bonds and a core of eight conserved cysteine residues, providing stability 
and resistance to digestion. Families within this superfamily include 2 S albumin seed 
storage proteins, nonspecific lipid transfer proteins, and α-amylase/trypsin inhibitors.

Cupin superfamily Legumes, nuts, seeds A large and functionally diverse superfamily of proteins termed seed storage globulins 
that share a β-barrel structural core domain. Seed storage globulins may be grouped 
into two families: vicilins and legumins.

Bet v 1 superfamily Apple, pear, stone fruits, celery, 
carrot, soybean, peanut

Bet v 1 is the major birch pollen allergen and is a member of the pathogenesis-related 
protein 10 family within this superfamily. Symptoms of Bet v 1 hypersensitivity typi-
cally present with pollen food allergy syndrome (also known as oral allergy syndrome), 
which is caused by IgE cross-reactivity between Bet v 1 and homologous allergens 
from plant foods.

From Sampson HA, Aceves S, Bock SA, et al. Food allergy: a practice parameter update—2014. J Allergy Clin Immunol. 2014;134:1016–1025.e1043.
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Celiac disease is an immune-based reaction to gluten, a stor-
age protein for wheat, barley, and rye. The small intestine is typi-
cally affected in genetically predisposed individuals, and symp-
toms resolve with gluten avoidance. Symptoms of celiac disease 
are variable and may include diarrhea, steatorrhea, weight loss, 
bloating, flatulence, abdominal pain, and also non-GI symp-
toms, such as abnormal results on liver function tests, iron defi-
ciency anemia, bone disease, and skin disorders. Celiac disease is 
detected with serological testing of celiac-specific antibodies and 
confirmed by duodenal mucosal biopsy, both of which should be 
performed while the patient is on a gluten-containing diet.11

PATHOPHYSIOLOGY
Food allergy results from a breakdown of oral tolerance (or fail-
ure to develop it); foods that are ordinarily harmless may then 
trigger an immune response that results in harmful adverse 
symptoms upon exposure. Maintaining tolerance requires a 
delicate balanced effort from multiple arms of the immune sys-
tem. Deviation from the protective response may result in the 
development of an allergic response.

PROPERTIES OF FOOD ALLERGENS
An intact GI mucosal barrier is required to maintain tolerance. 
The first line of defense against the mucosal immune system is 
a hydrophobic layer of mucin oligosaccharides, which serve to 
trap antigen.12 Secretory IgA is also a part of the outer layer of 
the intestinal defense against dietary antigens. Dietary antigens 
must then penetrate the intestinal epithelium, which is main-
tained by epithelial junction complexes (adherens junctions) 
and tight junctions. Intestinal epithelial barrier dysfunction 
may play a role in food allergen sensitization. Alterations in 
the integrity of junctional complexes may be induced by calci-
neurin inhibitors, and this can result in food allergen sensitiza-
tion. Genetic defects, such as those in individuals with filaggrin 
mutations, a protein that binds to keratin and is important for 
epithelial cell integrity, may predispose individuals to increased 
risk of EoE. Other factors that have been shown to affect intesti-
nal permeability include viruses, alcohol, and nonsteroidal anti-
inflammatory drugs (NSAIDs). These environmental exposures 
may alter intestinal epithelial integrity, thus allowing antigen to 
interact with the next layer of defense, mucosa associated lym-
phoid tissue (MALT; Chapter 24).

weight, generally less than 70 kilodaltons (kDa); (2) an abun-
dant source of the relevant allergen; (3) glycosylation residues; 
(4) water solubility; and (5) resistance to heat and digestion. 
These characteristics allow the proteins to stay intact until 
reaching the small intestine, wherein they initiate a T-helper-
cell type 2 (Th2) response that results in production of specific 
IgE and eventual allergic disease. Glycosylation refers to the 
reaction by which carbohydrates are attached to molecules; 
in food allergens, the carbohydrate is most often attached to 
a protein. Carbohydrate residues surrounding proteins may 
be important in initiating the immune response. For example, 
interaction with DC-specific intercellular adhesion molecule–
grabbing nonintegrin (DC-SIGN), a c-type lectin expressed on 
APCs that identifies conserved carbohydrate residues, has been 
shown to mediate recognition of the major peanut protein, Ara 
h 1. This interaction allows DC activation and Th2 skewing of 
naïve human T cells.

Once the Th2 response is initiated, it is strengthened through 
the induction of interleukin-4 (IL-4) signaling. IL-4 signals B 
cells to undergo class-switch recombination and begin produc-
ing IgE. Basophils have been implicated as a likely contributor 
of early IL-4 production and may play an important role in 
priming the T-cell response to allergens.

The Allergic Response
Allergenic food proteins that survive the initial stages of diges-
tion are taken up by the APCs in MALT. Mucosal DCs may 
encounter antigen through (1) extending dendrites through 
the paracellular space between epithelial cells to sample lumi-
nal contents; (2) directly interacting with the epithelial cells; 
and (3) taking up antigen in the Peyer patch. Once contact with 
the antigen is established, the antigen is processed and loaded 
onto major histocompatibility complex (MHC) class II mol-
ecules on the cell surface, costimulatory molecules necessary 
for T-cell activation are upregulated, and chemotaxis to the 
draining lymph node occurs. Once a DC encounters a T-cell 
receptor with the same specificity as the peptide antigen, an 
immune response ensues. In the presence of cytokines, such as 
IL-4, IL-5, and IL-13, the responding T cell is programmed to 
be a Th2 cell. The Th2 cell will then signal B cells to generate 
IgE antibodies.

Soluble IgE that is produced by B cells circulates and binds to 
the surface of mast cells and basophils. Mast cells are found in 
skin, the gut, and the respiratory tract and are located adjacent to 
nerves and blood vessels. When an allergen is encountered and 
recognized by cell-bound IgE, calcium influx ensues, activating 
the mast cell. Once activated, the mast cell degranulates and 
releases vasoactive compounds and proteases, including hista-
mine, platelet-activating factor, tryptase, chymase, carboxypep-
tidase, and heparin, resulting in the characteristic symptoms 
of an allergic reaction: urticaria, angioedema, flushing, nausea, 
vomiting, abdominal pain, diarrhea, wheezing, coughing/bron-
chospasm, rhinorrhea, and hypotension/syncope. Symptoms 
may occur alone or in combination and typically appear within 
minutes of ingestion.

Natural History
The majority of food allergies are outgrown. Allergies to pea-
nuts, tree nuts, fish, and shellfish are more likely to persist.13

Clinical characteristics and laboratory measures may help pre-
dict which food allergies will be outgrown and which are more 
likely to be lifelong.

• Peanut and/or tree nut allergy
• Delay in administration of auto-injectable epinephrine
• Preexisting and/or poorly controlled asthma
• Concomitant use of beta-blocker medications
• Teen and young adult age groups 

KEY CONCEPTS
Risk Factors for Fatal Food-Induced Allergic 
Reactions

MALT is composed of lymphocytes, antigen-presenting cells 
(APCs), stromal cells, and other immune cells in the lamina 
propria. It is within MALT that dendritic cells (DCs) interact 
with dietary antigens.

There are several common characteristics among the most 
commonly allergenic foods: (1) relatively small molecular 
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DIAGNOSIS
The diagnosis of food allergy begins with obtaining a detailed 
medical history.6 Food-induced allergic reactions result in 
reproducible characteristic symptoms, as described above. 
Validated testing modalities are only available for IgE-mediated 
food allergies and celiac disease. If the clinical history does not 
support either diagnosis, then food allergy serum or skin test-
ing should not be done, since there is a risk of finding sensiti-
zation to allergens that are not clinically relevant and multiple 
studies have shown the dangers of unnecessary dietary avoid-
ance. When the clinical history does support a diagnosis of food 
allergy, this can be confirmed by SPTs and detection of specific 
IgE in serum.

SPTs to food allergens can be performed in the office set-
ting and are both safe and effective, with results being available 
within minutes. A positive result of the SPT reflects the presence 
of specific IgE bound to the surface of cutaneous mast cells, but 
as with serum IgE testing, a positive test result does not always 
indicate clinical reactivity. A positive test result is generally 
interpreted as 3 mm larger than the negative SPT control, and 
the larger the SPT mean wheal diameter, the more likely it is 
indicative of a clinically relevant response. Negative SPT results 
have been associated with a high negative predictive value and 
may lead the physician either to offer an observed OFC or to 
counsel the patient on dietary reintroduction, depending on the 
clinical history and circumstances.

Serum-specific IgE testing is useful in providing an objective 
measure of food-specific IgE antibody, especially if the patient 
cannot stop antihistamine therapy or has extensive skin disease 
making it impossible to perform the SPT, and serum IgE testing 
may be helpful in counseling patients on the natural history of 
their food allergy. Predictive values have been established for 
a limited number of foods. Higher specific IgE levels are more 
likely to be associated with clinical reactivity, but the predictive 
value of specific IgE levels varies across patient populations and 
is affected by such factors as the patient’s age, ethnicity, and time 
since last ingestion of allergen. Specific IgE levels may also help 
physicians decide when an OFC is or is not appropriate.

The component-resolved diagnostic (CRD) test uses aller-
genic proteins derived from recombinant DNA technology or 
purification from natural sources to identify the patient’s spe-
cific IgE reactivity to individual allergenic proteins rather than 
to the whole allergen. Diagnostic accuracy can be enhanced in 
specific circumstances (e.g., for peanuts and hazelnuts).18 How-
ever, CRD is not routinely used for diagnosis and has not been 
shown to provide significant additional clinical information for 
most allergens. CRD for peanuts and hazelnuts provides addi-
tional diagnostic information that is helpful to the clinician, 
but standardized decision-making cutoffs have not yet been 
established.

The basophil activation test (BAT) uses flow cytometry to 
detect upregulation of cell-surface molecules, such as CD63 
and CD203c, after stimulation with allergen.19 BAT has been 
reported to be superior to the SPT, the CRD test, and the whole-
allergen-specific IgE test for diagnosis of peanut allergy; how-
ever, testing has not been standardized. Further research is 
needed to standardize the BAT and validate results with various 
food allergens.

The OFC remains the gold standard for the diagnosis of food 
allergy.20 OFCs can be conducted in an open manner; with a 
placebo control, where the patient is blinded to the product 

Cow’s milk is typically one of the first foods introduced to 
infants in the form of infant formula; it is present in diets across 
cultural groups and is one of the most common allergens glob-
ally. Fortunately, cow’s milk allergy is typically outgrown with-
out intervention. Studies of natural resolution vary but about 
50% of children with a milk allergy develop tolerance between 
5 and 10 years of age.13 High levels of milk-specific IgE gener-
ally indicate a higher likelihood of persistent disease, but as 
many as 60% of children whose milk-specific IgE level peaks 
at over 50 kU/L will achieve natural tolerance by age 18 years. 
Up to 75% of children with reactions to uncooked milk can 
tolerate baked milk products. Consumption of heated milk 
products has been associated with accelerated acquisition of 
tolerance.14

Hen’s egg allergy is another common food allergen across 
cultural groups. Most of the allergenic proteins in hen’s eggs 
are in the egg white. Allergy typically develops in the first year 
of life, while in some children, especially those with atopic 
dermatitis, it may develop before 4 months of age.13 Similar to 
cow’s milk allergy, egg allergy usually resolves during child-
hood without intervention. Roughly 50% of individuals with 
egg allergy in infancy develop natural tolerance between 6 
and 9 years of age. Baked egg is tolerated by approximately 
70% of children with egg allergy.15 Individuals who can toler-
ate baked egg are likely to develop tolerance to lightly cooked 
egg sooner compared with individuals who are unable to tol-
erate baked egg.16

Although the majority of individuals who are allergic to pea-
nuts will remain reactive throughout life, approximately 20% 
of individuals with peanut allergy may develop natural toler-
ance. Favorable prognostic factors include low levels of peanut-
specific IgE antibodies in the first 2 years of life and decreasing 
levels of IgE sensitization by 3 years. Those with peanut-specific 
IgE ≥ 3 kU/L and skin prick test (SPT) wheal diameter >6 mm 
before 2 years of age are more likely to have persistent a peanut 
allergy.17

Allergy persistence, regardless of the food allergen, has been 
associated with the following factors: (1) earlier age at diagnosis; 
(2) concomitant presence of other allergic diseases (e.g., aller-
gic rhinitis, asthma, and eczema); (3) severity of those allergic 
diseases; (4) symptom severity after ingestion; and (5) lower 
threshold dose required to elicit a reaction. The higher the food-
specific IgE level, the more likely it is that the allergy will persist. 
In clinical practice, food-specific IgE levels are typically checked 
yearly except in patients whose specific IgE levels remain high 
and unchanged over several years.

CLINICAL PEARLS
Important Diagnostic Considerations

• The patient’s history should support a diagnosis of immunoglobulin E 
(IgE)–mediated food allergy before performing either serum-specific 
IgE testing or the skin prick test.

• 95% predictive probability cutoffs have been established for only a 
few foods, including cow’s milk, hen’s egg, and peanut.

• Even with negative specific IgE serum testing or skin testing, the pa-
tient could be allergic if he or she has a convincing history. In this case 
a physician-supervised oral food challenge (OFC) may be required to 
confirm the presence or absence of an IgE-mediated food allergy.

• Testing for food allergies should be limited to the food(s) in question, 
since positive IgE tests are not always clinically relevant. Unneces-
sary avoidance of foods may lead to nutritional deficiencies. 
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being given; or in a double-blinded manner, with both the 
physician and patient blinded to the food being given to the 
patient. An open OFC is most commonly performed in clinical 
practice, while the double-blind, placebo-controlled food chal-
lenge (DBPCFC) is considered the diagnostic standard typically 
reserved for research studies. During the OFC, a standard serv-
ing size of the allergen is divided into 4 to 7 servings and admin-
istered over 60 to 90 minutes, with each dose being given 15 to 
20 minutes apart. The initial amount fed to the patient is typi-
cally a very small proportion of the total serving, and each suc-
cessive dose administers a larger amount of protein. At the first 
sign of an objective reaction, the OFC is stopped and appropri-
ate treatment administered. In cases where anxiety or subjective 
symptoms may affect the interpretability of the OFC, a single-
blind or DBPCFC may be preferred.

MANAGEMENT
The patient with a food allergy must maintain strict avoidance 
of the food allergen to prevent an allergic reaction. Accidental 
ingestion is common, with reports showing that as many as 50% 
of children with a peanut allergy may experience an adverse 
reaction in a 2-year period, while up to 75% have this experience 
over 10 years.6 Individuals with food allergies and their caregiv-
ers must read ingredient labels carefully, prevent cross-contact, 
communicate with restaurant staff when eating outside of the 
home, and be prepared to treat a reaction, when necessary.

Food allergy labeling laws in the United States require that 
the presence of the most common allergens (milk, egg, peanut, 
tree nuts, wheat, soy, fish, and crustacean shellfish) must be 
declared in simple English on the ingredient labels of all pack-
aged foods. Individuals allergic to foods other than the eight 
most common allergens may have more difficulty with interpre-
tation of ingredient labels. Ingredient labels may report “spices” 
or “natural flavors,” which could include a multitude of foods or 
food products not covered by food allergy labeling laws. State-
ments such as “may contain [allergen]” and “manufactured on 
shared equipment with [allergen]” are voluntary and not reg-
ulated. Allergen content in such products is unknown, and it 
is typically recommended that individuals with allergies avoid 
products with “may contain” labeling.

Children with milk allergy or with two or more food allergies 
have been shown to be at particular risk of growth deficiency. 
Nutritional counseling with a registered dietitian is encouraged 
for these patients. A registered dietitian will help educate the 
patient and his or her family on avoidance of food allergens, in 
addition to providing guidance on nutrient supplementation to 
avoid potential dietary deficiencies.

TREATMENT OF A REACTION
An acute reaction must be recognized and treated expeditiously. 
Food-induced fatalities are most commonly reported from 
ingestion of peanuts and tree nuts, but any food allergen can 
induce a severe reaction. Fatalities have been associated with 
delay in administration of auto-injectable epinephrine, preex-
isting and/or poorly controlled asthma, and concomitant use of 
beta-blocker medications; there is increased mortality in teen 
and young adult age groups. Intramuscular auto-injectable epi-
nephrine must be readily available to patients with IgE-mediated 
food allergies and is the first-line treatment for a food-induced 
allergic reaction. Patients with food allergies are encouraged to 

have a written emergency action plan that lists the signs and 
symptoms of an allergic reaction and details treatment of those 
symptoms.

PREVENTION OF FOOD ALLERGY
Exposure to antigen early in life is likely important for shaping 
the appropriate immune response to foods. Primary exposure 
through the oral route is believed to predispose patients to the 
development of a tolerogenic response, whereas primary expo-
sure through skin may result in sensitization.21 Support for the 
theory of prevention through primary oral exposure has been 
strongly supported through epidemiological studies show-
ing that some cultural groups that introduce peanuts to their 
children in the first year of life have a lower incidence of pea-
nut allergy.22 This theory has been strengthened by evidence 
demonstrating that children identified as being at high risk of 
developing peanut allergy (severe atopic dermatitis and/or egg 
allergy) are substantially protected against the development of 
peanut allergy if they regularly ingest peanuts from between 4 
and 11 months of age through 60 months of age, compared with 
matched controls who avoid peanuts.23 Based on the results of 
this study, it is globally recommended to introduce peanut in 
an infant-safe form into the diet of high-risk infants (as defined 
above) between 4 and 11 months of age, and both Australian 
and British allergy societies also recommend early introduction 
of egg into the diet of high-risk infants to prevent the devel-
opment of egg allergy.23 Data to support introduction of other 
allergens into the diet to prevent development of those food 
allergies is lacking; however, there is no evidence that suggests 
delayed introduction of allergenic solids is beneficial. Ongoing 
studies may reveal whether reduction in the risk of AD develop-
ment may prevent food allergy development.

The role of the microbiome’s contribution to food allergy 
development is an intense area of study. Microbial products 
in the gut flora interact with innate immune receptors, such as 
Toll-like receptors (TLRs) and relay signals implicated in the 
activation of regulatory T cells (Tregs), which are important in 
the promotion of tolerance. Activation of a specific TLR using 
nonpathogenic bacteria (probiotics) could conceivably prevent 
allergic disease. Unfortunately, data on probiotic supplementa-
tion for food allergy is insufficient at this time to offer any spe-
cific recommendations.24

EXPERIMENTAL INTERVENTIONAL THERAPIES
The standard of care for IgE-mediated food allergy is avoidance 
of the potentially triggering allergen, treatment of a reaction 
with autoinjectable epinephrine, and dietary supplementation 
of potentially deficient nutrients in the diet of the patient with 
a food allergy. Allergen-specific immunotherapies are currently 
under investigation utilizing the oral, sublingual, and epicuta-
neous routes for the application of the allergen. The US Food 
and Drug Administration (FDA) has approved a regulated oral 
immunotherapy product for peanut allergy at the time of this 
writing, and it is anticipated that more FDA-approved products 
will soon follow.

Oral Immunotherapy
Oral immunotherapy (OIT) is accomplished by mixing the aller-
genic food into a vehicle food, initially giving doses below the 
level that would trigger reactions in an allergic individual and 
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gradually increasing the amount of protein ingested over time. 
The buildup phase of therapy typically lasts several months; 
once a maintenance dose of allergen is achieved, the patient 
must ingest the allergen for a certain period (typically ≥1 year, 
possibly indefinitely) to maintain a protected, desensitized state. 
Most studies have focused on achievement of desensitization, 
which refers to a temporary increase in the threshold of allergen 
required to elicit a reaction and is dependent on regular expo-
sure to the allergen.

OIT will induce significant desensitization in most patients 
who are able to tolerate therapy. The largest OIT trial to date 
showed that 67.2% of participants by intention-to-treat were 
desensitized (defined by ability to ingest 600 mg of peanut 
protein without dose-limiting symptoms) after 6 months of 
daily ingestion of 300 mg of peanut protein, compared to 4% 
of placebo-treated subjects.25 Most individuals undergoing OIT 
will experience adverse reactions at a greater frequency than 
patients practicing avoidance, though adverse reactions are 
typically mild and tolerable. Transient abdominal pain and oral 
pruritus are the most common problems reported across OIT 
studies; reactions do not typically require any treatment. Severe 
reactions, such as anaphylaxis, may develop during therapy; 
predisposing factors include infection, exercise, and allergen 
co-exposure. GI symptoms and anaphylaxis are the most com-
mon reason for participants withdrawing from OIT trials, and 
EoE has occasionally been documented. Sustained protection 
against an allergic reaction, independent of ongoing allergen 
exposure (sustained unresponsiveness [SU]), has not been ade-
quately measured; only a minority of individuals achieved SU 
in the few studies measuring this outcome.25 Further work is 
needed to determine which patients are most likely to develop 
SU, who will tolerate OIT with few dose-limiting adverse events, 
and the mechanisms underlying the development of desensiti-
zation and SU.

The initial immune response detected in desensitization 
includes an increase in food-specific IgG4, decreased basophil 
and mast cell responsiveness, and an initial increase in aller-
gen-specific IgE. Allergen-specific IgE then decreases gradu-
ally over time. After 6 to 12 months of therapy there appears 
to be a shift away from Th2 cytokine production in response to 
allergen toward a Th1 profile. Treg upregulation occurs later in 
the course of OIT, with studies showing increased function of 
antigen-specific CD4+CD25+ FOXP3+ Tregs. Epitope mapping 
typically changes over time indicating different antigen-specific 
responsiveness. Unfortunately, there are no biomarkers that 
consistently predict successful desensitization or SU.

Sublingual Immunotherapy
Sublingual immunotherapy (SLIT) utilizes a food protein dis-
solved in a liquid medium and delivered beneath the tongue. The 
oral mucosa contains tolerogenic APCs: SLIT is thought to rely 
on these cells to induce a desensitized state. SLIT dosing utilizes 
microgram to milligram quantities of protein, whereas OIT pro-
tocols utilize gram quantities of protein. Increasing the amount of 
allergen given is limited by the concentration of available extracts 
and the volume of liquid that can be held sublingually.

Peanut allergy with SLIT has been more closely studied 
than SLIT for other food allergies. Peanut SLIT treatment in 
both children and adults has shown an ability to raise the dose-
triggering threshold while on therapy for the majority of par-
ticipants.25 The most commonly reported complaint is transient 
oropharyngeal itching and systemic reactions are rare.

Few studies have compared SLIT with OIT; current evidence 
indicates that SLIT has fewer side effects compared with OIT 
but SLIT does not appear to induce a similar level of desensitiza-
tion or achieve SU as often as OIT; however, SLIT has not been 
as closely studied as OIT with many fewer participants receiv-
ing SLIT in randomized, controlled trials. Additional studies are 
needed to reveal whether adjuvant therapy with SLIT increases 
efficacy and to understand whether SLIT could be combined 
with OIT to improve its safety.

THERAPEUTIC PRINCIPLES
Avoidance
• Read ingredient labels closely. The eight most common food allergens 

are required to be disclosed on ingredient labels of foods manufac-
tured and sold in the United States.

• Minimize cross-contact with food allergens during meal preparation.
• Use utensils, cutting boards, and pans that have been thoroughly 

washed with soap and water.
• If you are preparing several foods, make the allergy-safe food first.
• Wash hands with soap and water before touching anything else if 

you have handled a food allergen.
• Wash counters and table with soap and water after making meals.

• When eating at a restaurant, inform the waiter and cooking staff 
about food allergens.

• Avoid buffets.

Treatment
• Advise patients at risk of anaphylaxis to carry two auto-injectable epi-

nephrine devices at all times.
• Recommend a medical identification bracelet.
• Provide an anaphylaxis emergency plan, and review indications for 

administration of auto-injectable epinephrine.
• Demonstrate the appropriate use of auto-injectable epinephrine with 

a trainer device at the physician’s clinic visits.
• FDA-approval of a regulated peanut oral immunotherapy product may 

provide a therapeutic option for some patients.
• Actively engage patients and their families when discussing the pros 

and cons of interventional therapy versus continued avoidance. 

Epicutaneous Immunotherapy
Epicutaneous immunotherapy (EPIT) delivers allergen to the 
skin through daily application of an allergen-containing patch. 
Langerhans cells in the skin are activated and effector cell 
responses are downregulated. A phase 3 trial for peanut EPIT 
reported 35.3% of peanut EPIT subjects responded to 12 months 
of treatment compared to 13.6% of subjects receiving placebo.25

Despite the statistically significant difference in groups, the 
difference in responder rates did not meet a prespecified con-
fidence interval boundary for the study to be considered posi-
tive. The most common side effect of EPIT a is an eczematous 
response at the site of patch application. Eight subjects in the 
phase 3 trial reported anaphylaxis from the peanut patch. SU 
has not been closely studied with EPIT use. Surrogate biomark-
ers do not predict response to therapy and at the present time an 
OFC is necessary to gauge treatment response.

Diagnosis of food allergy is reliant on an understanding of 
its pathogenesis and proper application of available diagnostic 
tools. Management of food allergy requires education about 
avoidance of the allergenic food(s), dietary supplementation of 
missing nutrients, and recognition and early treatment of any 
allergic reactions. Although food allergy has increased in preva-
lence over the past two decades, preventive strategies, including 
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early introduction of allergenic solids, may help curb this as yet 
unexplained epidemic. As our knowledge of food allergy grows, 
we can expect significant changes in our approach to the treat-
ment of those affected in the years to come.
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• Oral immunotherapy (OIT) exposes the allergic patient to progres-
sively larger doses of ingested allergen in an effort to induce a desen-
sitized state. Gram quantities of allergen are typically administered. 
Side-effects, though typically mild, are common and significant treat-
ment burden may prevent wide-spread adaptation.

• Epicutaneous immunotherapy (EPIT) applies microgram amounts of 
allergen directly to the allergic patient’s skin, resulting in an effort to 
increase the threshold of reactivity. EPIT patch is typically kept on skin 
for up to 24 h at a time, and a new patch is applied daily. Therapeutic 
benefit is not as consistent as the benefit reported with OIT; however, 
the therapy is safe with few severe adverse effects reported.

• Sublingual immunotherapy (SLIT) involves sublingual administration 
of milligram quantities of allergen solubilized in a liquid formulation. 
Systemic reactions are rare. However, few studies have rigorously in-
vestigated SLIT for treatment of food allergy. 

ON THE HORIZON
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Drug therapy requires an understanding of the fine line be-
tween the beneficial and harmful effects of the drug. While the 
majority of adverse drug reactions (ADRs) are predictable (type 
A reactions or “on target”), drug allergies are difficult to foresee, 
hence their designation as type B (bizarre or “off target”) ADRs. 
Any drug is assumed to be capable of eliciting these types of 
reactions; however, the frequency differs widely, with antibiotics 
being the most common offender. Multiple factors play a role 
in the risk and severity of reactions, including the class of drug, 
dose, administration route, frequency, and duration of expo-
sure, and the genetic predisposition of the subject, particularly 
with human leukocyte antigen B (HLA-B) alleles.

Drug hypersensitivity reactions can be a significant source of 
morbidity and mortality in clinical practice. Beyond a thorough 
clinical history, the tools available for identifying and diagnos-
ing hypersensitivities are currently limited; however, accurate 
diagnoses are still possible and important to help protect pa-
tients from re-exposure to the culprit medication. Drug allergy 
labels can also often prohibit patients from receiving first-line 
therapies, and, therefore, previously diagnosed drug allergies 
should always be questioned.

EPIDEMIOLOGY
ADRs are common and occur in approximately 15% to 25% of 
patients.1 This includes predictable pharmacologic side effects 
and account for 3% to 6% of all hospital admissions.2 Hyper-
sensitivity reactions, however, are considerably less common 
and account for only 5% to 10% of all ADRs. The true overall 
incidence of drug allergy remains unknown, as the available 
epidemiologic studies typically focus on select populations or 
specific subtypes of drug allergies. In addition, the heavy reli-
ance on historical information and lack of standardized clinical 
questionnaires or confirmatory diagnostic testing complicates 
the interpretation of these studies.

ADRs occur more frequently in females with a 2:1 pre-
dominance, although there has been a higher prevalence 
of acute interstitial nephritis and fixed drug eruptions in 
males.3 Overall, ADRs are most common in white races, al-
though there have been select racial associations to certain 
ADRs: Black people have a higher prevalence of angiotensin 
converting-enzyme inhibitors (ACE-I) induced angioedema, 
while Asians have a higher prevalence of fixed drug reactions 
and severe cutaneous drug reactions (SCARs).3 In regard to 
age groups, the incidence is less understood but seems to 
increase with age, likely due to increased drug exposure; 

however, elderly hospitalized patients appear to have a lower 
incidence of anaphylaxis and SCARs.4

Approximately half of reactions occur immediately (within 
6 hours of last exposure) with the most common reported symp-
tom being urticaria followed by itching and angioedema. Rash-
es are also the most frequently encountered delayed (>6 hours 
after exposure) hypersensitivity symptom. Of the delayed reac-
tions, SCARs are very rare, affecting approximately 0.4% of the 
population, but do account for a significant portion of mortality 
associated with drug allergies.3

While any drug can elicit hypersensitivity reactions, the most 
frequently implicated are antibiotics, nonsteroidal anti-inflam-
matory drugs (NSAIDs), antiepileptics, chemotherapeutics, and 
radiocontrast media (RCM). Penicillin is the most commonly 
reported of all drug allergies at approximately 10% of the gen-
eral population.5

IMMUNE SYSTEM RECOGNITION OF DRUGS
Drug allergies can present in a multitude of ways, which will 
be discussed later in this chapter. The initial recognition of a 
drug as a foreign antigen by the immune system remains an im-
portant step in this process. This is dependent on the structure, 
shape, and multimeric/multivalent presentation of the drug. 
Four hypotheses have been proposed to explain how drugs in-
teract with HLA and T-cell receptors (TCRs) in the develop-
ment of hypersensitivity reactions. These include (1) the hapten 
theory, (2) the direct pharmacologic interaction with immune 
receptor (p-I) concept, (3) the altered peptide repertoire model, 
and (4) the altered TCR repertoire model (Fig. 50.1).6 It should 
be noted that these models are not mutually exclusive and can 
occur simultaneously during a drug reaction.

RISK FACTORS FOR DRUG ALLERGY

Drug-Related Factors
The immunogenicity of a drug is based on several factors, with 
its ability to be recognized by the immune system likely being 
the most important. The manufacturing process of the drug and 
the metabolic processes that occur within the body after admin-
istration can lead to undesired byproducts that can be highly 
immunogenic. Drug-specific risk factors for hypersensitivity 
reactions include higher doses, parenteral administration, in-
termittent and repeated doses compared to uninterrupted treat-
ment, and concurrent illness.
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Host Related Factors
Women have consistently been shown to report drug allergies 
more frequently than men, but this propensity has not been 
thoroughly investigated.3 The risk of drug allergy is lower in 
children, but this may be due to their infrequent exposure to 
drugs. Conversely, children with chronic medical conditions, 
such as cystic fibrosis, have a significantly higher rate of report-
ed drug allergies to antibiotics, which has been suggested to be 
caused by their repeated exposure to these medications.7–12

Underlying disease states may increase the risk of drug hy-
persensitivity reactions with human immunodeficiency virus 
(HIV) being a prominent example. These patients are at par-
ticularly high risk for reactions to sulfonamide antibiotics, aba-
cavir, and nevirapine, which appears to be related to the degree 
of immunodeficiency.2, 13

About 25% of women who are treated with carboplatin for 
gynecological cancers become sensitized after multiple expo-
sures and then develop type I immunoglobulin E (IgE)–mediat-
ed reactions, most of which are anaphylactic. Since women with 
BRCA1 and BRCA2 mutations seem more prone to carboplatin 
reactions after fewer exposures, it is possible that these genetic 
mutations facilitate T-cell presentation.14

Heterologous responses to viral infections, in the context of 
specific HLA alleles, have been implicated in severe skin reac-
tions. The induction of this type of drug hypersensitivity requires 

an HLA risk allele, a primary infection with human (HHV) or 
other viruses in the context of that HLA risk allele, polyclonal 
expansion of CD8 T cells, and the induction of memory T cells. 
Upon exposure to the drug, the interaction with HLA induces 
neoantigens, and the peptide–MHC complex is recognized by 
the TCR, triggering activation of T cells (Fig. 50.2).

Atopy does not appear to be a major risk factor for most drug 
allergies. The presence of autoimmunity as a risk factor remains 
unclear and additional studies are needed to further explore this 
association.

Genetics of Drug Allergy
Genetic studies have mainly focused on the area of HLA geno-
types and their association with severe drug hypersensitivity. 
HLA molecules function as antigen presenters to the TCR and 
are categorized as HLA Class I (HLA A, HLA B, HLA C) or HLA 
Class II (HLA DP, HLA DQ, HLA DR). Specific HLA types have 
been associated with SCARs, which are outlined in Table 50.1.

The best examples include abacavir hypersensitivity syndrome 
and its association with HLA-B*57:01, carbamazepine-induced 
SJS/TEN associated with HLA-B*15:02, and allopurinol-induced 
DRESS/HSS/SJS/TEN associated with HLA-B*58:01. Routine 
HLA B*57:01 screening is now performed prior to initiation of 
abacavir therapy.15 Recently, HLA-A*32:01 has been identified as 
a risk allele for vancomycin-induced DRESS.16 HLA screening 
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FIG. 50.1 Four proposed hypotheses on how drugs interact with human leukocyte antigen (HLA) and T-cell receptor (TCR) in 
the development of hypersensitivity reactions. (A) The hapten theory: drugs or their metabolites bind to endogenous proteins as 
haptens. This forms the HLA-peptide-drug complex in the antigen-presenting cell (APC) which is presented to and recognized by TCR 
leading to drug-specific T-cell activation. (B) The p-I concept: drugs directly bind to the HLA-peptide complex or TCR without intracellular 
processing in the APC. (C) The altered peptide repertoire model: small molecules directly bind to the MHC peptide-binding groove, 
altering the specificity of the binding cleft and allowing a novel presentation of the peptide. (D) Altered TCR repertoire model: drugs 
can bind directly to the TCR, allowing it to recognize HLA-self peptide complexes. (Adapted from Chung W, Wang C, Dao R. Severe 
cutaneous adverse drug reactions. J Dermatol. 2016;43:758–766.)
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compatibility complex; TCR, T-cell receptor. (From White KD, Chung W-H, Hung S-I, et al. Evolving models of the immunopathogenesis 
of T-cell mediated drug allergy: the role of host, pathogens, and drug response. J Allergy Clin Immunol. 2015;136:219–234.)
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into types I-IV, the last of which has been further subdivided 
into type IV a–d (Table 50.2). This classification system is use-
ful; but unfortunately, not all drug reactions can be neatly cat-
egorized into a specific type. Examples of well-categorized hy-
persensitivities are demonstrated in Fig. 50.3.

Type I IgE-Mediated Hypersensitivity
Type I hypersensitivity reactions are classically referred to as 
IgE-mediated reactions; however, non-IgE-mediated mecha-
nisms have also been described such as IgG-related activation 
of mast cells and basophils as well as direct mast cell activation, 
the latter of which is discussed later in this chapter.

will likely become more common for the prevention of hypersen-
sitivity reactions in at-risk populations.

There are also non-HLA-related genetic associations that have 
been studied including single-nucleotide polymorphisms (SNPs) 
in IL-13 and the α chain of IL-4 that has been linked to imme-
diate-type hypersensitivity reaction to β-lactams.17 Other drugs 
associated with pharmacogenetic associations for immediate re-
actions include aspirin, NSAIDs, aspariginase, and infliximab.

HYPERSENSITIVITY REACTIONS
Historically, drug reactions were classified based on their im-
munologic mechanism, as defined by Gell and Coombs in 1968, 

TABLE 50.1 HLA-Associated Drug Hypersensitivity Reactions

Drug

Adverse 
Drug 
Reaction Associated HLA Alleles

Positive 
Predictive 
Value

Negative 
Predictive 
Value Populations

Abacavir
Carbamazepoine

HSS
SJS/TEN

B*57:01
B*15:02

55%
  3%

100%
100%

European, African
Han Chinese, Thai,  

Malaysian, Indian
Korean, Japanese
Japanese, Northern  

European, Korean
DRESS 8.1 AH (HLA A*01:01, Cw*07:01, B*08:01, 

DRB1*03:01, DQA1*05:01, DQB1*02:01)
White

A*31:01 0.89% 99.98% European
A*31:01 0.59% 99.97% Chinese
A*31:01 Northern European, 

Japanese, Korean
A*11 and B*51 (weak) Japanese

MPE A*31:01 34.9% 96.7%
Allopurinol SJS/TEN, 

DRESS
B*58:01 (or B*58 haplotype)      3% 100% in Han 

Chinese
Han Chinese, Thai, Euro-

pean, Italian, Korean
Oxcarbazepine SJS/TEN B*15:02 and B*15:18 Han Chinese, Taiwanese
Lamotrigine SJS/TEN B*15:02 (positive), B*15:02 (no association) Han Chinese
Phenytoin SJS/TEN B*15:02 (weak), Cw*08:01, DRB1 * 16:02, CYP2C9*3 Han Chinese

DRESS/MPE B*13:01 (weak), B*5101 (weak) CYP2C9*3 Han Chinese
Nevirapine SJS/TEN C*04:01 Malawian

DRESS DRB*01:01 and DRB*01:02 (hepatitis and low CD41) 18% 96% Australian, European, 
and South African

Cw*8 or Cw*8-B*14 haplotype Cw*4 Italian and Japanese
Black, Asian, White, and 

Han Chinese
B*35, B*35:01, B*35:05 16% 97% Asian

Delayed rash DRB1*01 French
Cw*04 African, Asian, Euro-

pean, and Thai
B*35:05, rs1576*G Thai
CCHCR1 status

Dapsone HSS B*13:01 7.8% 99.8%
Efavirenz Delayed rash DRB1*01 French
Sulfamethoxazole SJS/TEN B*38 European
Amoxicillin-clavu-

lanate
DILI DRB1*15:01, DRB107 (protective), A*02:01, 

DQB1*06:02, and rs3135388, a tag SNP of 
DRB1*15:01-DQB1*06:02

European

Lumiracoxib DILI DRB1*15:01-DQB1*06:02-DRB5*01:01-DQA1*01:02 
haplotype

International, multi-
center

Ximelagatran DILI DRB1*07 and DQA1*02 Swedish
Diclofenac DILI HLA-B11, C-24T, UGT2B7*2, IL-4 C-590-A European
Flucloxacilin DILI B*57:01, DRB1*01:07-DQB1*01:03 0.12% 99.99% European
Lapatinib DILI DRB1*07:01-DQA2*02:01-DQA1*02:01 International, multi-

center

DILI, Drug-induced liver injury; DRESS, drug-induced reactions with eosinophilia and systemic symptoms; HSS, hypersensitivity syndrome; MPE, maculopapular eruption; SJS, 
Stevens-Johnson syndrome; SNP, single nucleotide polymorphism; TEN, toxic epidermal necrolysis.
From White KD, Chung W-H, Hung S-I, et al. Evolving models of the immunopathogenesis of T cell-mediated drug allergy: the role of host, pathogens, and drug response. J Allergy Clin 
Immunol. 2015; 136: 219–234.
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TABLE 50.2 Immunologic mechanisms for drug hypersensitivity reactions type I-IV

Classification Type I Type II Type III Type IVa Type IVb Type IVc Type IVd

Common name IgE mediated Antibody 
dependent

Immune-Complex Delayed-type hypersensitivity, cell-mediated, antibody-independent

Onset time Minutes Hours to days Hours to days Days to weeks
Immune reactant IgE IgG IgG CD4 Th1 CD4 Th2 CTL CD4 Th17
Effector Mast cell/baso-

phil activation
Phagocytes and 

NK cells
FcR+ cells complement Macrophage 

activation
Eosinophils T cells Neutrophils

Picture
Example Anaphylaxis, 

urticaria
Hemolytic ane-

mia, thrombocy-
topenia

Serum sickness, arthus 
reaction, Drug fever, 
vasculitis

Tuberculin reac-
tion, sarcoidosis

DRESS, mac-
ulopapular 
exanthema

SJS/TEN AGEP

AGEP, Acute generalized exanthematous pustulosis; IgE, Immunoglobulin E; NK, natural killer; SJS, Stevens-Johnson syndrome; TEN, toxic epidermal necrolysis.

FIG. 50.3 Examples of hypersensitivity reactions: (A) Urticaria seen with type I hypersensitivity. (B) Epidermal detachment in 
toxic epidermal necrolysis (TEN) seen with type IVc hypersensitivity. (C) Mucousal involvement in Stevens-Johnson syndrome/TEN 
seen with type IVc hypersensitivity. (D) Acute generalized exanthematous pustulosis seen in type IVd hypersensitivity.

A

B

C

D
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Symptoms generally occur upon the first dose after sensitization, 
and not days into the course, unless there are breaks in the treat-
ment course. Symptoms occurring ≥6 hours after drug exposure 
are likely not IgE-mediated, although very rarely IgE-mediated 
reactions can occur up to 24 hours after exposure.18 Elevation of 
serum inflammatory markers and fever are not commonly seen 
in IgE-mediated reactions and alternative causes should be con-
sidered.19 Common implicated drugs include β-lactam antibiot-
ics, neuromuscular blocking agents (NMBAs), platinum based 
chemotherapeutics, and chimeric and non-chimeric monoclo-
nal antibodies (mAbs). The diagnosis and management of type I 
reactions are discussed later in this chapter.

Type II Antibody-Dependent Hypersensitivity
Type II responses require the development of specific IgG (spe-
cifically IgG1 and IgG3 subclasses) or IgM in response to a drug 
hapten-carrier complex. These antibodies bind directly to Fcγ
receptors on macrophages, natural killer (NK) cells, platelets, or 
granulocytes. The antibody specificity is directed against antigens 
on the cell membranes of erythrocytes, leukocytes, platelets, or 
other cell membranes or tissues that are either destroyed or se-
questered within the liver and spleen via complement fixation. 
Typically type II, in addition to type III, reactions are in the setting 
of high-dose and prolonged drug administration (Table 50.3).

Heparin-induced thrombocytopenia (HIT) is a prime ex-
ample of a type II reaction and occurs when IgG and IgM im-
mune complexes form with heparin and platelet factor 4 (PF4), 
leading to platelet activation through the FcγRIIa receptor. Ac-
tivated platelets then release PF4 that causes platelet destruction 
and thrombocytopenia. This typically occurs 5-14 days into the 
treatment course and is more frequently encountered with un-
fractionated heparin compared to low molecular weight heparin.

Type III Immune-Complex Hypersensitivity
Immune complexes are created in the presence of drugs that 
form hapten-carrier complexes, which then bind to endothelial 
cells, leading to complement activation in small blood vessels, 
joints, or renal glomeruli. Typically, these complexes appear 4 
to 10 days after initial exposure and interact with drug antigens, 

TABLE 50.3 Type II Hypersensitivity Reac-
tion Presentation and Common Culprits

Condition Presentation
Common Drug 
Culprits

Drug-induced hemo-
lytic anemia

Pallor, fatigue, dysp-
nea, dark urine, 
splenomegaly, 
signs of hyperdy-
namic state

Penicillins, cephalospo-
rins, NSAIDs, quinine-
quinidine

Drug-induced 
thrombocytopenia

Petechial rash, ep-
istaxis, bleeding 
gums, hepato-
splenomegaly

Heparin, abciximab, 
quinine-quinidine, sul-
fonamides, vancomy-
cin, gold compounds, 
penicillins, cephalo-
sporins, carbamaze-
pinee, NSAIDs

Drug-induced 
neutropenia

Symptoms of 
infection including 
fever, sepsis, 
pneumonia, phar-
yngitis, stomatitis

Propylthiouracil, fle-
cainide

NSAIDs, Nonsteroidal anti-inflammatory drugs.

Grade Description

1 Symptoms of 1 organ system involved:
• Cutaneous: pruritus, urticaria, tingling/itching of lips, angio-

edema (not laryngeal)
OR
• Upper respiratory: nasal symptoms, throat clearing, cough 

(not bronchospasm)
2 Symptoms from ≥2 organ systems listed in grade 1
3 Symptoms involving ≥2 organ systems including:

• Lower airway: mild bronchospasm (cough, wheeze, or short-
ness of breath that responds to treatment)

OR
• Gastrointestinal/Genitourinary: abdominal/uterine cramps, 

vomiting, or diarrhea
• Any symptoms from grade 1

4 Symptoms involving ≥2 organ systems including:
• Lower airway: Severe bronchospasm (not responsive to 

treatment)
• Upper airway: laryngeal edema with stridor
• Any symptoms from grade 1 or 3

5 Symptoms involving ≥2 organ systems including:
• Lower or upper airway: respiratory failure
• Cardiovascular: hypotension, loss of consciousness  (vasovagal 

excluded)
• Any symptoms from grades 1, 3, or 4

KEY CONCEPT
World Allergy Organization Systemic  Allergy Reaction 
Grading System for Anaphylactic  Reactions.

From Cox LS, Sanchez-Borges M, Lockey RF. World Allergy organization systemic 
allergic reaction grading system: is a modification needed?. J Allergy Clin Immunol 
Pract. 2017;5(1):58–62.

For IgE-mediated reactions, the sensitization phase is thought 
to occur mainly through the hapten mechanism, resulting pro-
liferation and differentiation of drug-specific B cells into plasma 
cells, and ultimately drug-specific IgE production. The sensitiza-
tion process takes several days, which is why patients typically do 
not react to drugs on initial exposure. Upon re-exposure to the 
offending drug, polyvalent haptenated allergens crosslink the high 
affinity IgE receptor, FcεRIα, on mucosal and connective tissue 
mast cells and blood basophils that have drug-specific IgE bound 
on their surface. This results in cell activation and degranulation 
with the release of preformed mediators such as histamine, tumor 
necrosis factor-α (TNF-α), and tryptase. Within minutes, mem-
brane arachidonic acid releases leukotrienes (LTs) and prostaglan-
dins (PGs), and within hours, newly generated cytokines such as 
IL-4 and IL-13 are also released to augment the Th2 response.

Symptoms of type I mediated reactions, such as urticaria, car-
diovascular collapse, and bronchospasm, are directly correlated to 
the release of these vasoactive mediators. Reactions can be limited 
to one system, such as the skin, or can involve multiple systems. 
Despite a lack of consensus for the diagnostic criteria for anaphy-
laxis, the most commonly used definition is involvement of two or 
more organ systems. The World Allergy Organization’s grading sys-
tem for systemic adverse reactions highlights common symptoms 
seen in type I hypersensitivity reactions. The presence of urticaria is 
useful in detecting IgE-mediated hypersensitivity, as the wheal and 
flare are a direct result of mast cell degranulation; although, the lack 
of urticaria does not rule out an IgE-mediated allergy.

Type I hypersensitivity is generally considered an immediate-
type reaction with symptoms often occurring within seconds of 
parenteral exposure or within minutes of oral administration. 
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forming circulating immune complexes. Symptoms typically 
develop one to two weeks after drug introduction. The clinical 
consequences of immune complex hypersensitivity can affect 
the GI tract, kidneys, joints, and skin.

Serum sickness (SS) was first described in the early 1900s 
when heterologous serum was used in the treatment of diphthe-
ria and scarlet fever as an anti-toxin (Table 50.4).

Antigen-antibody complexes form and, if not cleared ef-
ficiently, deposit most commonly in parenchymal tissues and 
synovial joint fluid. This process activates the classical comple-
ment pathway, triggering histamine release and an increase in 
vascular permeability. Inflammatory cells infiltrate the tissue 
causing various types of rashes (sparing the mucous mem-
branes), arthralgias, arthritis, lymphadenopathy, fevers, and ne-
phropathy. Presently, SS is most often seen in transplant patients 
receiving anti-thymocyte globulin or in individuals receiving 
mAb therapy such as rituximab.

Serum sickness-like reactions (SSLR) are much more com-
mon than SS. Antibiotics are a leading cause of SSLR, but many 
other drugs can cause these reactions, including several biolog-
ics. While often characterized as type III reactions due to the 
clinical similarities with SS, immune complexes have not been 
identified in SSLR. The triad of fever, rash, and arthralgias is 
common in SSLR as it is in SS; however, renal involvement and 
hypocomplementemia are typically absent.

Type IV Delayed-Type Hypersensitivity
Unlike type I-III reactions that are antibody-mediated, type IV re-
actions are dependent on the activation and expansion of T cells. 
These reactions are subdivided into subtypes a-d based on the cy-
tokines produced and effector cells involved. Given that these reac-
tions are cell-mediated, the timing of symptom onset can be days to 
weeks after drug exposure. If a patient is re-exposed after an initial 
reaction, symptoms may appear quickly, possibly within 24 hours. 
The skin houses a large number of T cells that are primed memory-
effector cells. These cells respond rapidly to immunogenic agents, 
resulting in skin rashes, which is the most commonly encountered 
manifestation for this type of hypersensitivity reaction.3

Type IVa Reactions
Type IVa reactions are characterized by T helper 1 (Th1) cells 
stimulating macrophages through the release of interferon-γ 

and TNF-α. Activated macrophages can cause local cutaneous-
only or systemic inflammatory responses. Examples of type IVa 
reactions include tuberculin reaction, allergic contact dermati-
tis, and sarcoidosis.

Type IVb Reactions
Type IVb reactions, on the other hand, are associated with type 
2 inflammation. Eosinophils, mast cells, and IgE- and IgG4-pro-
ducing B cells are promoted through Th2 release of IL-4, IL-5, 
IL-13, and eotaxin.

Maculopapular exanthema is the most common delayed-
type hypersensitivity reaction causing a benign moribilliform 
rash occurring 4 to 9 days after drug exposure.

Another example of a type IVb reaction is DRESS, which is 
a rare, life-threatening drug reaction typically involving a rash, 
hematologic abnormalities such as leukocytosis with eosino-
philia and/or thrombocytopenia, internal organ involvement 
(most often liver), and lymphadenopathy. Frequently implicat-
ed drugs include allopurinol, carbamazepine, lamotrigine, phe-
nytoin, sulfasalazine, vancomycin, minocycline, dapsone, and 
sulfamethoxazole with a latency period of 2 to 8 weeks. DRESS 
remains a clinical diagnosis which is supported by laboratory 
data and histologic findings. The European Registry of Severe 
Cutaneous Adverse Reactions (RegiSCAR) has developed a 
scoring system to help assist with the probability of diagnosis 
based on clinical criteria.

TABLE 50.4 Type III Hypersensitivity 
Reaction Presentation and Common Culprits

Condition Presentation
Common 
Culprits

Serum sickness Fever, urticarial or pruritic 
rash, arthralgias, lym-
phadenopathy, and/or 
acute glomerulonephritis.

Penicillins, cefaclor, 
trimethoprim-sulfa-
methoxazole

Vasculitis Fever, petechiae/palpable 
purpura, myalgias, arthral-
gias, lymphadenopathy. 
GI tract and kidneys can 
be involved.

Penicillins, cephalo-
sporins, sulfon-
amides including 
diuretics, phenyto-
in, allopurinol

Drug-induced 
lupus erythe-
matosus

Fever, myalgias, arthralgias, 
rash, serositis. Liver and 
kidney can be involved.

Procainamide, 
hydralazine, mino-
cyline

Arthus reaction Painful local swelling and 
erythema to site of 
injection

Tetanus, diptheria, 
hepatitis B 
vaccines

Primary Criteria
Must have 3 of the following:
• Fever >38°C
• Enlarged lymph nodes at a minimum of 2 sites
• Involvement of at least 1 internal organ
• Blood count abnormalities

Secondary Criteria
• Hospitalization
• Reaction is suspected to be drug related
• Rash
• Lymphocytes above or below normal range
• Peripheral eosinophilia
• Thrombocytopenia 

KEY CONCEPT
RegiSCAR criteria for diagnosis of DRESS

Type IVc Reactions
Type IVc reactions occur due to the migration of activated 
drug-specific CD8St cytotoxic T cells to various tissues, leading 
to cellular apoptosis or death secondary to the release of gran-
zyme and perforin or through the Fas-ligand dependent path-
way. This results in the recruitment of additional inflammatory 
cells such as neutrophils, eosinophils, and monocytes. Examples 
of type IVc hypersensitivity reactions include Stevens-Johnson 
syndrome (SJS) and toxic epidermal necrolysis (TEN).

SJS and TEN are on a spectrum of bullous diseases and are 
distinguished from one another by disease severity and body 
surface involvement (Table 50.5). SJS/TEN is characterized 
by skin necrosis and detachment of the epidermis, usually 
involving ocular, oral, or genital mucous membranes. Com-
monly implicated drugs include allopurinol, aromatic anti-
epileptics, lamotrigine, antibiotics (sulfonamides, β-lactams,   
and  fluoroquinolones), nevirapine, and NSAIDs with a latency 
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period of 4 days to 4 weeks. Complications seen with SJS/TEN 
are secondary to the loss of the protective skin barrier, which 
leads to massive fluid losses, infections, electrolyte imbalance, 
hypovolemic shock, and multiple organ dysfunction. There 
are many potential long-term sequelae of SJS/TEN, including 
ocular complications that can be sight-threatening, and oral, 
gastrointestinal, genitourinary, pulmonary, autoimmune, and 
psychiatric complications.

Type IVd Reactions
Type IVd reactions are characterized by drug-specific T cells 
producing IL-8 and granulocyte macrophage-colony-stimu-
lating factor (GM-CSF), which induces neutrophil chemotaxis 
and inhibits cellular apoptosis, ultimately creating sterile neu-
trophilic inflammation. Acute generalized exanthematous pus-
tulosis (AGEP) is an illustrative example, which is diagnosed 
clinically through the appearance of numerous sterile, pin-sized, 
non-follicular pustules with surrounding edematous erythema. 
It is often associated with fever and neutrophilic leukocytosis, 
and the onset of symptoms typically occurs between 24 hours 
and 10 days after drug exposure. Commonly implicated drugs 
include antibiotics, antimycotics, protease inhibitors and other 
antimicrobials such as hydroxychloroquine, nifuroxazide, and 
pyrimethamine.

Direct Mast Cell Activation
Another type of hypersensitivity reaction occurs via innate im-
mune activation of mast cells and are referred to as pseudoal-
lergic reactions. These are important to recognize as diagnosis 
and management may be drastically different.

Mas-Related G Protein-Coupled Receptor-X2 (MRGPRX2)
First recognized in 2015 by McNeil et al., Mas-Related G Pro-
tein-Coupled Receptor-X2 (MRGPRX2) was found to be one 
of many mast cell receptors capable of recognizing endogenous 
and exogenous stimuli provoking degranulation.20 MRGPRX2 
is expressed in sensory neurons, mast cells (particularly MCTC 
found in the skin), and keratinocytes. MRGPRX2-mediated 
responses seem to be more rapid but transient in comparison to 

IgE-triggered events. Several medications have been identified 
that activate mast cells through MRGPRX2 including NMBAs 
(except for succinylcholine), fluoroquinolones, vancomycin 
(Red Man syndrome), icatibant, leuprolide, and morphine. Sin-
gle nucleotide polymorphisms may be linked with MRGPRX2 
variants that could predispose individuals to hyperactivation 
of this receptor by changing its structure, although additional 
studies are needed to determine their exact significance in clini-
cal practice.21 Fig. 50.4 demonstrates the main receptor systems 
and examples of ligands involved in mast cell activation.

Cytokine Release Syndrome
Cytokine release syndrome (CRS) is most commonly associated 
with biologic and cancer therapies. Patients can develop acute 
symptoms that may be mistaken in some cases for anaphylaxis. 
The clinical presentation can range from mild symptoms, such 
as fever, nausea, vomiting, back pain, and/or erythema, to more 
severe manifestations including hypoxia, hypotension, organ 
failure, and even death. Proinflammatory cytokines such as 
IL-6, IL-10 and IFN-γ are often elevated and targeted therapies 
against IL-6 or its receptor have been shown to be effective, es-
pecially in association with CAR T-cell therapy.

DIAGNOSIS
A detailed history is the most important element in the diagno-
sis of all drug reactions. It is necessary to determine the type of 
reaction, the test(s) required to confirm or refute the diagnosis, 
and to establish a management plan. Diagnostic tools including 
skin prick testing, intradermal skin testing, patch testing, and 
in vitro testing have been utilized, although most are not stan-
dardized or validated, making their interpretation challenging. 
The gold standard remains an observed drug challenge, which 
should be considered only if there is uncertainty in the diagno-
sis after obtaining a detailed history and completing appropriate 
testing.

Tryptase
Activation of mast cells leads to degranulation and the release 
of histamine, tryptase, and several other important media-
tors. This process can be triggered by IgE-dependent or inde-
pendent pathways and results in symptoms typical of a type 
I hypersensitivity reaction. After secretion from tissue mast 
cells, tryptase requires 30 minutes to reach peripheral blood. 
Its level peaks 1.5–4 hours after symptom onset, but in some 
patients with anaphylaxis, the level may remain elevated for 
>24 hours. If the tryptase level is found to be elevated dur-
ing an event, a baseline tryptase level at least 2 weeks after the 
episode should be drawn when the patient has returned to a 
normal state of health. This is helpful in evaluating patients for 
underlying mast cell disorders in which patients have chroni-
cally elevated tryptase levels.

Drug Challenges
Drug challenges (also known as provocation testing or test 
dosing) remains the gold standard for the evaluation of drug 
allergies. The objective of a challenge is to cautiously intro-
duce a drug in patients who are unlikely to be allergic to it. 
Drug challenges can be performed as part of the initial diag-
nostic evaluation if the risk of a reaction is low or after nega-
tive skin and/or in vitro testing. Challenges can trigger mild 
to severe, acute and/or delayed reactions, but are considered 

TABLE 50.5 Spectrum of Stevens Johnson 
Syndrome/Toxic Epidermal Necrolysis

Characteristic SJS
SJS/TEN 
Overlap TEN

% BSA <10 10–30 >30
Mucosal in-

volvement
Yes Yes Yes

Primary lesions Dusky red 
lesions

Flat atypical 
targets

Dusky red 
lesions

Flat atypical 
targets

Poorly delineated 
erythematous 
plaques

Epidermal 
detachment

Flat atypical 
targets

Distribution Face and 
trunk

Confluent on 
face and 
trunk

Confluent 
throughout the 
body

Systemic 
involvement

Usually Always Always

Mortality 10% 30% 50%

BSA, body surface area; SJS, Stevens Johnson syndrome; TEN, toxic epidermal 
necrolysis.
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Degranulation (e.g. histamine, proteases, heparin)
Production of lipid mediators (e.g. prostaglandin D2, LTC4, PAF)
Generation of cytokines and chemokines (e.g. TNF, IL6, GM-CSF)

stimulation
inhibition

Mast-cell
proteases

Cysteinyl
leukotrienes
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specific IgG
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ENVIRONMENTAL
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FIG. 50.4 Main receptor systems and examples of ligands involved in mast cell activation. Drugs can activate mast cells through 
both sIgE-dependent mechanism and the MRGPRX2 receptor. These activation routes are independent and inversely regulated by 
SCF (51). QWF inhibits activation of human MRGPRX2 by a number of basic secretagogues and medications. Granule processing and 
response program after the MRGPRX2 engagement differ from FcεRI-mediated response. Several other representative MC recep-
tor systems and ligands are shown. CR, Complement receptor for corresponding complement components; CysLT1R/2 R receptors, 
cysteinyl leukotrienes; FcγRII, a low-affinity receptor for IgG; FcεRI, the high affinity IgE receptor; GM-CSF, granulocyte/macrophage 
colony-stimulating factor; IL, interleukin; KIT, mast/stem cell growth factor receptor (CD117); LPS, lipopolysaccharide; LTC4, leukot-
riene C4; Abs, antibodies; MRGPRX2, Mas-Related G Protein-Coupled Receptor-X2; NMBA, neuromuscular blocking agents; PAR2, 
protease-activated receptor 2; PGN, peptidoglycan; SCF, stem cell factor; sIgE, specific IgE; TLR, Toll-like receptor; TNF, tumor-necro-
sis factor; QWF-tripeptide (the glutaminyl-D-tryptophylphenylalanine); VIP, vasoactive intestinal peptide. The schematic drawings were 
generated by modifying images obtained from Motifolio (Motifolio Inc., Elliocott City, MD).

extremely safe if  performed appropriately. Important consid-
erations to determine if a challenge is indicated include the 
risk of a severe reaction, patient comorbidities, comfort level 
of the provider in managing reactions, rescue protocol/medi-
cation availability, and the patient’s needs for the specific drug 
in question. This procedure should almost never be performed 
if the reaction history is consistent with a severe non-IgE-me-
diated reaction, such as SJS/TEN, DRESS, or non-cutaneous 
organ-specific reaction (e.g., hemolytic anemia).

Challenges can be a single, full-dose administration, or grad-
ed, with a small test dose followed by incrementally larger doses. 
Graded challenges are useful in higher-risk patients, as the ini-
tial smaller dose could potentially trigger a less severe reaction 
compared to a full-dose, single-step challenge.

If there is a concern for patient anxiety interfering with a 
challenge or actually causing the reaction symptoms, a placebo 
challenge should be incorporated. This could entail multiple 

doses of placebo given interspersed with actual drug, blinding 
the patient so symptoms reported can be objectively assessed 
without bias.

Skin Prick and Intradermal Testing
Skin prick and intradermal testing can be a valuable tool for 
evaluating IgE-mediated hypersensitivity reactions. The nega-
tive predictive value for penicillin skin testing is >97%. How-
ever, the sensitivity and specificity of skin prick testing for most 
drugs is unknown, which limits their utility in many circum-
stances. At higher concentrations, drugs can be very irritating 
to the skin, leading to false positive results. Examples of non-
irritating concentrations for common antibiotics are listed in 
Table 50.6. Delayed intradermal readings (24 to 96 hours after 
injection) have been suggested as a possible tool for the diagno-
sis of type IV hypersensitivity reactions, but additional studies 
are needed to standardize this approach.
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Patch Testing
Drug patch testing can be used for the evaluation of T-cell-
mediated hypersensitivity reactions including maculopapular 
exanthem, fixed drug eruptions (FDE), SJS/TEN, DRESS, and 
AGEP. Current literature supports patch testing for select drugs, 
including antiepileptics and certain antibiotics; however, it can-
not be used reliably for many medications (Table 50.7). Guide-
lines recommend that testing should occur between 6 weeks 
and 6 months after resolution of the initial reaction and at least 

1 month after discontinuation of systemic steroids or immu-
nosuppressants. Patch testing is typically placed on the upper 
back, except for FDEs, for which it needs to be performed on 
previously affected skin. If confirmatory testing is indicated for 
a T-cell-mediated hypersensitivity reaction and is not apparent 
based on history alone, delayed intradermal testing or patch 
testing should be considered.

In Vitro Testing: Specific IgE and Basophil  
Activation Test
In vitro specific IgE testing to drugs has limited utility at this time 
due to its lower sensitivity than skin testing. Basophil activation 
testing (BAT), an in vitro method to evaluate for immediate-
type reactions, has shown some promising results in the evalu-
ation of NMBAs as a cause of perioperative anaphylaxis when 
skin testing has been unrevealing.22 BAT may also be helpful in 
the evaluation of IgE-mediated reactions to chlorhexidine and 
latex, but additional studies are needed. There are significant 
limitations to BAT, including up to 17% of patients being ba-
sophil non-responders and the need for fresh blood (<24 hours 
since blood collection).23 Commercially available BAT tests gen-
erally have not been validated.

MANAGEMENT

Acute Treatment
Initial management is cessation of the suspected culprit drug. 
After discontinuation of the medication, the symptoms may 
resolve rapidly, such as in type I hypersensitivity reactions, or 
could persist for weeks, which can occur with FDEs or DRESS. 
Additional treatment is imperative for certain types of  reactions; 

TABLE 50.6 Nonirritating Concentrations 
for 15 Commonly Used Antibiotics

Antimicrobial 
Drug

Full-Strength 
Concentration 
(mg/mL)

NIC (as 
Dilution From 
Full-Strength 
Concentration)

No. of 
Patients 
Tested

Cefotaxime 100 10−1 25
Cefuroxime 100 10−1 25
Cefazolin 330 10−1 25
Ceftazidime 100 10−1 25
Ceftriaxone 100 10−1 30
Tobramycin 40 10−1 25
Ticarcillin 200 10−1 25
Clindamycin 150 10−1 25
Gentamicin 40 10−1 30
Cotrimoxazole 80 10−2 25
Levofloxacin 25 10−3 25
Erythromycin 50 10−3 25
Azithromycin 100 10−4 30
Nafcillin 250 10−4 25

NIC, Nonirritating concentration.
From Empedrad R, Darter AL, Earlet HS, et al. Nonirritating intradermal skin test 
concentrations for commonly prescribed antibiotics. J Allergy Clin Immunol.
2003;112:629–630.

TABLE 50.7 Patch Testing by Type of Drug Reaction

Drug Reaction
Grade of Rec-
ommendationa

Quality of 
Evidenceb Summary of Published Studiesc

MPE 2 A B Overall, 10.8%–38.4% of patients with MPE test positively to the implicated medication on 
patch testing. Radio contrast media, antiepileptics, penicillins, clindamycin, pristinamycin, and 
metamizole are more likely to have positive results compared with macrolides and sulfon-
amides, which are usually negative on patch testing for MPE.

FDE 2 A B Patch testing is most likely to confirm culprit medication when NSAIDs and sulfa-based 
antimicrobials are tested. Note: patch testing must be performed on previously affected skin 
in FDE, with appropriate vehicle (i.e., patch testing of cotrimoxazole is usually negative in pet-
rolatum vehicle and more likely positive in DMSO).

AGEP 2 A B Limited data suggest patch testing is often positive in AGEP (approximately 58% of cases). 
Most common medications that illicit positive patch tests include pristinamycin, β-lactams, 
antiepileptics, and diltiazem.

SCD 2B B Limited data suggest patch testing is diagnostic in 100% of cases of SCD with known prior 
sensitization, and 50% of cases without known prior sensitization.

DRESS 2 A B Patch testing can confirm the culprit medication in 32%–64% of cases of DRESS. Patch test-
ing is most helpful for DRESS caused by antibiotics (β-lactams and vancomycin), proton-
pump inhibitors, and antiepileptics.

EM and SJS/TEN 2B B Data on patch testing for EM are limited. Data on SJS/TEN are limited and suggests no utility 
of patch testing, except possibly for carbamazepine induced SJS/TEN.

aAccording to criteria by Robinson et al.1 1 indicates a strong recommendation with high-quality, patient-oriented evidence; 2 A indicates a weak recommendation with limited quality, 
patient-oriented evidence; and 2B indicates a weak recommendation with low-quality evidence.
bB indicates a systemic review or meta-analysis of low-quality clinical trials or studies with limitations and inconsistent findings, low-quality clinical trials, cohort studies, and case-
control studies.
cComplete reference list available from authors.
AGEP, Acute generalized exanthematous pustulosis; DMSO, dimethyl sulfoxide; DRESS, drug rash with eosinophilia and systemic symptoms; EM, erythema multiforme; FDE, fixed 
drug eruption; MPE, maculopapular exanthem; NSAID, nonsteroidal anti-inflammatory drug; SCD, systemic contact dermatitis; SJS/TEN, Stevens-Johnson syndrome/toxic epidermal 
necrolysis.
From Zinn Z, Gayam S, Chelliah MP, et al. Patch testing for nonimmediate cutaneous adverse drug reactions. J Am Acad Dermatol. 2018;78(2):421–423.
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for instance, the early use of epinephrine with anaphylactic re-
actions can be life-saving. In severe drug-induced immuno-
pathology, such as SJS/TEN and DRESS, there are no specific 
therapies outside of removal of the offending drug. However, 
corticosteroids and/or high-dose immunoglobulin therapy are 
frequently used to assist in decreasing inflammation and accel-
erating recovery.

In certain clinical scenarios, removal of the culprit drug 
is not feasible. Depending on the reaction to the treatment 
medication, continuation of the drug (“treating through”) 
can be considered if the reaction is mild, such as itching or 
a maculopapular rash. These symptoms may respond favor-
ably to medications such as antihistamines or topical steroids. 
This approach should be taken with caution with frequent 
monitoring for progression to more a serious reaction such 
as DRESS.

Alternative Medications
After an ADR, there are three options for alternative treatment: 
administering a different medication class, giving a drug within 
the same or similar class with potential cross-reactivity, or re-
administering the same medication. The safest and most com-
mon approach is choosing a medication outside of the drug 
class that caused the reaction. This approach should be taken 
with caution as second-line therapies may not be as effective in 
treating the underlying infection and could actually increase 
risk for multi-drug resistant infections, increased length of hos-
pitalizations, and greater overall healthcare cost, as seen with 
use of broad-spectrum antibiotic alternatives in patients with 
reported penicillin allergy.5

The second option is choosing a drug that can be potentially 
cross-reactive, either within the same drug class or if the drug has 
a similar chemical structure. Commonly implicated drugs with 
cross-reactivity are penicillins with cephalosporins and carbapen-
ems; sulfonamide-containing drugs; and aromatic anticonvulsants, 
which will be discussed in more detail later in this chapter.

The third option is re-administration of the same drug. De-
pending on the type of reaction and duration from the reaction, 
consideration can be taken to perform a challenge versus desensi-
tization. This is discussed in more detail in the following sections.

Desensitization
For patients who have experienced a type I (either IgE- or non-
IgE-mediated) reaction but still require the culprit drug for first-
line therapy, desensitization is an option and has been success-
ful with numerous types of drugs, including antibiotics, mAbs, 
insulin, and chemotherapy. Desensitization is a procedure of in-
cremental administration of increasing sub-optimal doses of the 
drug to reach a target dose with the goal of remaining beneath 
the threshold for a hypersensitivity reaction. The underlying 
mechanism is not completely understood. When drugs are ad-
ministered at typical doses, antigen-induced membrane changes 
occur with internalization of the antigen, IgE, and FcεRI leading 
to activation of mast cells or basophils. Decreasing the amount 
of drug administered to sub-optimal doses allows the antigen to 
bind to the membrane but cross-linking of IgE does not occur. 
Therefore, internalization of the surface molecules does not oc-
cur, ultimately preventing actin rearrangement, calcium entry, 
and the release of inflammatory mediators.

Desensitization protocols can be performed with oral or in-
travenous medications, with safety in favor of oral administra-
tion. There have been numerous effective protocols published 

with most protocols beginning in the range of 1:100, 000. Typi-
cally, the dose is incrementally doubled every 15 to 20 minutes 
until the target cumulative dose is reached. For parenteral ad-
ministration of medications, a multi-bag approach was previ-
ously the standard of care, but recent single-bag protocols have 
been developed which demonstrate equivalent safety and effi-
cacy.24 An example of a parenteral paclitaxel protocol is shown 
in Table 50.8.

Desensitization lasts as long as the drug is present. If there 
are lapses, missed doses, or delayed doses, the procedure will 
need to be repeated. Depending on the half-life of the medica-
tion, the desensitized state will dissipate in days to weeks.

Drug Challenges
A drug challenge to a medication that had previously caused 
an ADR is a common approach taken to assess an allergy. Ex-
amples of situations when this practice is utilized includes: if the 
offending agent was not thought to be the cause of the reported 
symptoms, if the reaction was reported many years after occur-
rence, or if the medication is required and symptoms reported 
were mild. Details of drug challenges are described earlier in the 
Diagnosis section.

Premedication Protocols
Premedications can be useful in pseudoallergic reactions such 
as with vancomycin-induced Red Man Syndrome or prior to 
desensitization protocols for nonallergic reactions such as with 
taxanes. Premedications given prior to administration of the 
drug include antihistamines, topical or systemic steroids, leu-
kotriene receptor antagonists, or NSAIDs. Premedicating is not 
recommended for drug challenges if there is concern for an 
IgE-mediated reaction, as premedications may mask symptoms 
and lead to false negative results. In this situation, subsequent 
administration of the drug could lead to a severe reaction even 
if the same pretreatment regimen is used.

Delabeling Allergy After Negative Testing
If the drug allergy in question has been confirmed negative, it 
is important to delabel (remove the label) from the medical 
record(s) of the patient. It is important to review this with the 
patient to assure optimal treatment in the future is utilized. Com-
monly, patients are provided with wallet cards that highlight all of 
their current allergies, in addition to negative testing of previous-
ly reported drug allergies; such cards can be helpful if the patient 
is seen by different providers in various care  settings.

SPECIFIC DRUG HYPERSENSITIVITY

Antibiotics
Penicillins
It has been reported that all hypersensitivity reactions can 
be caused by penicillins (types I–IV), with the highest rate of 
type I-IgE mediated hypersensitivity reactions. Type I, II, and 
III hypersensitivity reactions occur through the development 
of hapten-carrier complexes which is discussed previously in 
this chapter and demonstrated in Fig. 50.5. While penicillin al-
lergy is the most commonly reported drug allergy, comprising 
approximately 10% of the U.S. population, over 90% of patients 
can actually tolerate re-exposure.5 This is in part due to the loss 
of sensitization overtime, as approximately 80% to 90% of aller-
gic patients will lose their sensitivity with 10 years of avoidance. 
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Drug allergy evaluation should be considered for nearly all pa-
tients with a history of penicillin allergy as recent studies have 
shown carrying a penicillin allergy label can have significant 
clinical consequences. These include the more frequent use of 
second-line antibiotics, increased treatment failure rates, longer 
hospital stays, increased risk for the development of resistant 
organisms, Clostridium difficile infections, and higher rates of 
surgical site infections perioperatively.5

For assessment of a type I IgE-mediated allergy, skin test-
ing and/or direct challenges have been used effectively. Multiple 
protocols have been published to assist in risk-stratifying pa-
tients to determine if skin testing is necessary or if the patient 
can go directly to an observed challenge. For skin testing, typi-
cally both major and at least one minor determinant (usually 
benzylpenicillin) are tested, though there is lack of uniformity 
of which minor determinants should be used. There is signifi-
cant cross-reactivity between penicillins, although in Europe, 
there are higher reports of isolated allergy to amoxicillin, which 
is not observed in the United States, possibly making more ex-
tensive skin testing to include amoxicillin a minor determinant 
useful for select high-risk patients. Currently, there are no com-
mercially available skin test reagents for amoxicillin and all of 
the minor determinants, so skin testing with benzylpenicilloyl 

polylysine and benzylpenicillin followed by amoxicillin oral 
challenge is the most commonly utilized method for penicillin 
skin testing in the United States.

Assessment of type IV hypersensitivity reactions is less stan-
dardized. Delayed skin testing and patch testing have been at-
tempted but results have been inconsistent. It is not currently 
recommended for clinical practice, therefore, oral challenges 
are the suggested method of assessment. Careful history taking 
remains paramount as challenges are relatively contraindicated 
for reactions consistent with drug-induced cytopenias, vasculi-
tis, and SCARs. If there is a concern for a benign, delayed-type 
reaction, administration of a single-dose amoxicillin 250 mg 
challenge with at home assessment over 1 week for a potential 
delayed exanthem is a reasonable option.

In penicillin allergy, the degree of similarity of the R-group 
side chains determines the amount of cross-reactivity. In a re-
cent meta-analysis of patients with proven penicillin allergy 
(mostly aminopenicillins), identical R-groups had a 16.45% 
risk of cross-reactivity with only 2.11% in dissimilar R-groups. 
Carbapenem cross-reactivity to penicillins was even lower at 
0.87%.25 The rates of cross-reactivity are likely much lower in 
patients with self-reported penicillin allergy since >95% of such 
patients when tested are not truly allergic.

TABLE 50.8 Parenteral Paclitaxel Desensitization Protocol

A. Three-Bag, 12-Step Protocol

Step Conc (mg/mL) Rate (mL/h) Time (min) Volume per Step (mL) Dose per Step (mg) Cumulative Dose (mg)

1 0.008 2.5 15 0.625 0.005 0.005
2 0.008 5 15 1.25 0.01 0.015
3 0.008 10 15 2.5 0.02 0.035
4 0.008 20 15 5 0.04 0.075
5 0.08 5 15 1.25 0.1 0.175
6 0.08 10 15 2.5 0.2 0.375
7 0.08 20 15 5 0.4 0.775
8 0.08 40 15 10 0.8 1.575
9 0.8 10 15 2.5 2 3.575

10 0.8 20 15 5 4 7.575
11 0.8 40 15 10 8 15.575
12 0.8 80 172.9 230.5 184.425 200

B. Nondilution 1-Bag, 13-Step Protocol

Step Conc (mg/mL) Rate (mL/h) Time (min)
Volume per 
Step (mL)

Dose per 
Step (mg)

Cumulative 
Dose (mg)

Estimated Conc with 
Side Steama (mg/mL)

1 0.8 0.1 15 0.03 0.02 0.02 0.0079
2 0.8 0.2 15 0.05 0.04 0.06 0.0157
3 0.8 0.4 15 0.1 0.08 0.14 0.0308
4 0.8 0.8 15 0.2 0.16 0.3 0.0593
5 0.8 1.5 15 0.38 0.3 0.6 0.1043
6 0.8 3 15 0.8 0.6 1.2 0.1846
7 0.8 6 15 1.5 1.2 2.4 0.3000
8 0.8 12.5 15 3.1 2.5 4.9 0.4444
9 0.8 25 15 6.3 5 9.9 0.5714

10 0.8 50 15 12.5 10 19.9 0.6667
11 0.8 100 15 25 20 39.9 0.7273
12 0.8 200 15 50 40 79.9 0.7619
13 0.8 350 25.7 150.1 120.1 200 0.7869

aCalculated by taking the rate of side stream 10 m:/h of 5% dextrose in water into account with the infusion rates of main steam 0.8 mg/mL of paclitaxel solution (200 mg in 250 mL 
of 5% dextrose water) at each step.
Conc, Concentration.
From Lee JH, Moon M, Kim YC, et al. A one-bag rapid desensitization protocol for paclitaxel hypersensitivity: A noninferior alternative to a multi-bag rapid desensitization protocol. J Al-
lergy Clin Immunol Pract. 2020;8(2):696–703.
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Cephalosporins
Like penicillins, cephalosporins have been associated with all 
types of hypersensitivity reactions. Skin testing to penicillins is 
not an appropriate method of evaluating cephalosporin aller-
gy. In patients reporting an allergy to specific  cephalosporins, 
skin testing can be considered, although the exact sensitivity 

and specificity for each cephalosporin is not currently known. 
They should, however, be able to tolerate other cephalosporins 
that do not share a common side chain, as demonstrated in 
Fig. 50.6. For patients with anaphylactic reactions to cephalo-
sporins, skin testing to an alternative cephalosporin with a dis-
parate R1 side chain is recommended prior to administration.
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Sulfonamide Antibiotics
Sulfonamide antibiotics are characterized by a five or six mem-
bered ring with sulfonamide (SO2-NH2) directly attached to 
the ring and an unsubstituted amine (-NH2) at position N4. 
There are non-antibiotic sulfonamide drugs that do not share 
these same structures, therefore, they are tolerated safely by 
patients with sulfonamide antibiotic allergy. This group of an-
tibiotics is most commonly associated with delayed hypersensi-
tivities, which includes FDEs, maculopapular rash, and SCARs, 
although all types of reactions have been observed. In compari-
son to other antibiotics, sulfonamide antibiotics have a higher 
risk of SJS/TEN. Patients with untreated HIV or with low CD4+ 
T-cell counts have been found to have a higher risk for sulfon-
amide antibiotic allergy.2 Most patients with histories of benign 
reactions to sulfonamide antibiotics will tolerate challenges to 
trimethoprim-sulfamethoxazole.26

Other Antibiotics
Intolerance prevalence and immunogenicity of common antibi-
otics are highlighted in Table 50.9.

Aspirin and Nonsteroidal Anti-Inflammatory Drugs
After antibiotics, nonsteroidal anti-inflammatory drugs 
(NSAIDs) are the most commonly reported drug allergy by pa-
tients with a variety of different mechanisms, including immu-
nologic and non-immunologic processes. NSAID reactions can 
be classified into one of five subtypes, which are highlighted in 

Table 50.10. The diagnosis can often be made on clinical history 
alone, while some patients require a drug challenge. Skin and 
in vitro testing have not been shown to be reliable for NSAID 
allergies.

NSAID-Exacerbated Respiratory Disease
NSAID-exacerbated respiratory disease (N-ERD), also known 
as aspirin-exacerbated respiratory disease (AERD) in the Unit-
ed States, is a chronic inflammatory disorder of the upper and 
lower respiratory tract. This eosinophilic-predominant condi-
tion was previously referred to as Samter’s triad and involves 
asthma and/or chronic rhinosinusitis with nasal polyps along 
with NSAID sensitivity, including aspirin. NSAID-related re-
actions typically occur within 30 to 180 minutes after exposure 
and can include nasal congestion, rhinorrhea, wheezing, cough-
ing, and shortness of breath. A subset of patients may have cu-
taneous or gastrointestinal symptoms as well. The provocation 
dose is typically between 30 and 300 mg of aspirin with most 
reacting to doses of 60 mg or less.

The underlying pathophysiology of N-ERD has been hy-
pothesized to be related to blocking cyclooxygenase-1 ( COX-1), 
and not COX-2, causing inhibition of prostaglandin E2 (PGE2). 
This decrease in PGE2 biosynthesis can trigger innate activation 
of inflammatory cells, specifically mast cells, basophils, eosino-
phils and possibly platelets. The eventual release of cysteinyl 
leukotrienes, PGD2, histamine, tryptase, and other mediators 
could explain the clinical phenotype.  Desensitization protocols 
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TABLE 50.9 Intolerance Prevalence and Immunogenicity of Common Antibiotics

Antibiotic or Antibiotic 
Family

Intolerance 
Prevalence (%)

IgE-Medicated 
Allergy

T-cell-Mediated Delayed 
Hypersensitivity

Intrafamily Immunologic 
Cross-Reactivity

Penicillins 7.9 Possible Possible Common
Sulfonamides 4.3 Unlikely Possible Unlikely
Macrolides 1.2 Unlikely Unlikely Unknown
Cephalosporins 1.1 Possible Possible Unlikely
Tetracyclines 0.70 Unlikely Unlikely Unknown
Quinolones 0.46 Possible Unknown Common
Nitrofurantoin 0.24 Unlikely Unlikely NA
Clindamycin 0.20 Unlikely Possible NA
Metronidazole 0.15 Unlikely Possible NA

IgE, Immunoglobulin E; NA, not applicable/available.

TABLE 50.10 Classification of NSAID-Induced Hypersensitivity Reactions

Timing of 
Reaction Clinical Symptoms

Cross-reactivity with 
NSAID Class

Presence of 
Underlying Disease Putative Mechanism

AERD
Acute Rhinitis, nasal congestion, bronchocon-

striction, asthma exacerbation
Cross-reactive Asthma/rhinosinusitis/

nasal polyps
COX-1 inhibition

Multiple NSAID-Exacerbated Urticaria/Angioedema in Patients With Underlying Cutaneous Disease
Acute Urticaria/angioedema Cross-reactive Chronic urticarial COX-1 inhibition

Multiple NSAID-Induced Uricaria/Angioedema in Otherwise Asymptomatic Patients
Acute Urticaria/angioedema Cross-reactive None Likely COX-1 inhibition

Single NSAID-Induced Anaphylactic Reactions
Acute Anaphylaxis, urticarial/angioedema Single drug-induced Atopy is common IgE-mediated

Delayed Reactions to NSAIDs
Delayed Varied: Fixed drug eruptions, severe 

bullous skin reactions, maculopapular 
drug eruptions

Can be single drug-induced 
or cross-reactive

None Varied: T-cell-mediated, cytotoxic 
T cells, natural killer cells, other

From Laidlaw TM, Cahill KN. Current knowledge and management of hypersensitivity to aspirin and NSAIDs. J Allergy Clin Immunol Pract. 2017;5(3):537–545.

From Macy E, Romano A, Khan D. Practical management of antibiotic hypersensitivity in 2017. J Allergy Clin Immunol Pract. 2017;5:577–586.

have been successful in N-ERD patients to decrease nasal polyp 
burden, improve asthma control, and improve  hyposmia/an-
osmia.

Radiocontrast Media
Severe reactions to iodinated and noniodinated contrast me-
dia are relatively rare (0.02% to 0.03%), and their mechanisms 
are not completely understood. In the past, high-osmolar io-
dinated contrast media (ICM) were thought to cause reactions 
through IgE-independent pseudoallergic mechanisms, and pre-
medication regimens were considered effective. Use of low or 
iso-osmolar ICM has further reduced the rate of severe hyper-
sensitivity reactions. There is accumulating evidence that reac-
tions to low or iso-osmolar ICM may be IgE-mediated. A re-
cent consensus document suggested that skin testing may help 
identify safe alternatives, but prospective studies are needed to 
determine the optimal testing strategy.27 Skin testing therefore 
remains controversial as a means of predicting subsequent re-
actions, and the decision to perform testing remains with the 
clinician.28, 29 The most recent update to the anaphylaxis pa-
rameters, based on a systematic review, recommended against 
routinely administering glucocorticoids and/or antihistamines 
to prevent anaphylaxis in patients with prior radiocontrast hy-
persensitivity reactions when re-administration of a low- or iso-
osmolar, nonionic ICM agent is required.30 The parameter notes 

that premedication may be considered in clinical circumstances 
associated with greater anaphylaxis fatality risk (e.g., underly-
ing cardiovascular disease, prior severe anaphylaxis). Numer-
ous pretreatment regimens have been proposed with the most 
widely used protocols involving systemic steroids and antihista-
mines at various intervals prior to contrast exposure.

Gadolinium-based contrast agents (GBCA) do not cross-re-
act with ICM and risk of hypersensitivity reactions is even low-
er. Rates of immediate reactions to different GBCAs vary with 
higher hypersensitivity reactions associated with protein bind-
ing, macrocyclic structure, and ionicity.31 Reactions to GBCA 
may also be IgE-mediated, and skin testing has been utilized to 
identify alternative GBCAs.32

Angiotensin-Converting Enzyme Inhibitors
ACE-I competitively inhibit angiotensin-converting enzyme, 
blocking the synthesis of angiotensin-II. In addition to the de-
sired effect of decreasing cardiac preload and afterload, ACE-I 
can reduce the breakdown of bradykinin and substance P, re-
sulting in bradykinin-mediated angioedema. A higher risk of 
ACE-I induced angioedema has been seen in Black people, 
women, smokers, and those with underlying hereditary angio-
edema. After the first episode of angioedema, ACE-I should be 
permanently discontinued, but many patients can continue to 
have episodes of angioedema for several months after ACE-I 
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cessation.33 Angiotensin receptor blockers (ARBs) can safely be 
used in these patients.

Perioperative Anaphylaxis
The incidence of perioperative anaphylaxis is reported to be be-
tween 1:1, 250 and 1:20, 000 with a 3% to 9% mortality rate.34 
Evaluation of these events can often be complex due to mul-
tiple drugs used in a short period of time; furthermore, early 
signs of a hypersensitivity reaction are often missed due to the 
setting, as patients are intubated, sedated, and draped. While 
nearly all medications and substances used in the perioperative 
period have been implicated as causes of anaphylaxis, the most 
common include neuromuscular blocking agents (NMBAs), an-
tibiotics (particularly cefazolin), disinfectants, and latex. While 
skin and in vitro specific IgE testing can be helpful, the causative 
agent in 30% to 50% of cases remains unknown. Common skin 
testing concentrations can be found in a review by Volcheck and 
Hepner.34 Other diagnostic modalities that are less frequently 
utilized include direct provocation challenges and BAT.

Local Anesthetics
Systemic hypersensitivity reactions to local anesthetics are ex-
ceedingly rare, and most are not IgE-mediated. While reactions 
are often reported by patients, the largest cohort study to date 
showed that >85% of episodes were due to psychosomatic or 
vasovagal reactions.35 Only 0.5% of the reported cases were at-
tributed to the local anesthetic. The categorization of local an-
esthetics into benzoic ester and amide drugs is not particularly 
meaningful in the evaluation of systemic reactions. The origi-
nal publications used this classification only for allergic contact 
dermatitis reactions, and its relevance for other types of hyper-
sensitivity reactions is unknown.

Chemotherapy
Anti-cancer drug therapies are defined based on their target and 
include chemotherapy, hormonal therapy, and immunotherapy. 
Chemotherapeutics are then sub-grouped based on their structure 
and mechanism of action. Chemotherapeutics commonly associ-
ated with adverse reactions include platinum salts and taxanes.

Platinum salts have been implicated in both IgE- and non-
IgE-mediated reactions with an incidence of 12% to 17% 

respectively.36 The most common implicated platinum salt caus-
ing reactions is carboplatin followed by oxaliplatin and cispla-
tin.36 Cross-reactivity is much higher between carboplatin and 
oxaliplatin and is less common with carboplatin.37 Risk factors 
for platinum salt reactions are female gender, platinum-free in-
terval greater than 1 year, and BRCA-positive genetic mutations. 
Hypersensitivity reactions generally occur between the 4th and 
10th dose, while non-IgE-mediated reactions will occur on the 
1st or 2nd dose. Skin testing to platinum salts has been demon-
strated to be useful given most reactions are IgE mediated, and 
it is often used to predict the need to desensitize, although this 
process is not currently standardized.38

Taxane reactions are most often caused by non-IgE medi-
ated hypersensitivity, with reactions typically occurring on the 
1st or 2nd exposure. The reactions are thought to be secondary 
to formulation vehicles, such as polyethoxylated castor oil and 
polysorbate 80, which are used to solubilize taxanes and are ca-
pable of causing mast cell activation. Typically, these reactions 
respond favorably to premedication regimens. Taxanes have 
also been implicated in IgE-mediated hypersensitivity, although 
less commonly than platinum salts. The use of skin testing is less 
established.

Biologics and Monoclonal Antibodies
Biologic agents (BA) are becoming increasingly prevalent in 
the medical management of cancer and chronic inflammatory 
conditions. As BAs have been developed to mimic and alter 
the immune system, it is not surprising that new types of AEs 
have been noted. These are often due to overstimulation or sup-
pression of the immune system leading to conditions such as 
CRS, infusion reactions, secondary immunodeficiency, and au-
toimmunity. mAbs, one type of BA, were originally created as 
murine analogs but have been generally replaced by chimeric, 
humanized, and fully human antibodies to improve efficacy and 
decrease allergenicity.

Reactions to mAbs can occur during the first exposure, as 
has been reported with cetuximab and trastuzumab or after 
multiple exposures, such as with rituximab. Infusion-related 
reactions to mAbs present as cytokine storm-like reactions 
with symptoms of nausea, chills, fever, and malaise. These are 
thought to be caused by release of proinflammatory cytokines 

TABLE 50.11 Biologic Agents: Actions, Incidence, and Hypersensitivity Drug Reactions

Drug Target Overall Reactions HSR

Rituximab (Rituxan) IV CD20 77% (first infusion) 5%–10%
Ofatumumab (Arzerra) IV CD20 44% (first infusion) 2%

67% (combination therapy)
Obinutuzumab (Gazyva) IV CD20 66% a

Trastuzumab (Herceptin) IV HER-2 40% (mild; first infusion) 0.6%–5%a

Cetuximab (Erbitux) IV EGFR 15%–21% 1.1%–5%
14%–27% (southern USA)a

Tocilizumab (Actemra) IV IL-6 receptor 7%–8% 0.1%–0.7%a

Infliximab (Remicade) IV TNF-α 5%–18% 1%a

Etanercept (Enbrel) SC TNF-α 15%–37% <2%a

Adalimumab (Humira) SC TNF-α 20% 1%a

Golimumab (Simponi) SC TNF-α 4%–20% Not reported
Certolizumab (Cimzia) SC TNF-α 0.8%–4.5% Not reported
Brentuximab (Adcetris) IV CD30 12% a

Bevacizumab (Avastin) IV VEGF-A <3% a

Omalizumab (Xolair) SC IgE 45% 0.09%–0.2%a

Modified from Galvao VR, Castells MC. Hypersensitivity to biologic agents-updated diagnosis, management, and treatment. J Allergy Clin Immunol Pract. 2015;3(2):175–185; quiz 186.

aCase reports of anaphylaxis.
HSR, Hypersensitivity reactions; IL, interleukin; TNF, tumor necrosis factor.
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(e.g., IL-1, IL-6, and TNF-α) and respond to NSAIDs and sys-
temic steroids.

Hypersensitivity reactions to cetuximab and several other 
biologics on first exposure have been attributed to sensitization 
to the galactose-α-1, 3-galactose (alpha-gal) epitope caused by 
a bite from the lone star tick (Amblyomma americanum), which 
has a high prevalence in Southeastern United States.39 The car-
bohydrate alpha-gal is expressed in the major blood group of 
non-primate mammalian proteins and also on cetuximab, ab-
ciximab, basiliximab, canakinumab, infliximab, golimumab, 
and ustekinumab.

mAbs given subcutaneously can elicit injection-site reac-
tions, with symptoms including local redness, warmth, burning, 
stinging, itching, urticaria, pain, and induration. Such reactions 
can start within one hour of the injection and usually resolve 
over a few days, but large and persistent reactions can lead to 
discontinuation of the mAb; desensitization protocols have 
been developed for patients who have no alternative medication 
options (Table 50.11).

CONCLUSION
The understanding of immunologic and non-immunologic 
ADRs remains incomplete and is further compounded by the 
limited number of reliable diagnostic tests. A detailed history 
remains the key to distinguishing a true drug allergy from a 
non-immunologic or anxiety reaction, which can further de-
lineate the underlying mechanism and diagnostic approach 
that should be taken. Given the high morbidity and mortal-
ity associated with drug hypersensitivity reactions as well as 
the increased failure rate with second- or third-line therapies,   
appropriate evaluation by Allergy & Immunology specialists is 
imperative.
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General Evaluation of Drug Allergy
• History: Indication for drug use, association with viral/bacterial   

infection
• Physical examination
• Blood count/differential, Liver function tests
• Serum tryptase
• Skin testing
• Patch testing/delayed reading of skin test
• Specific IgE, basophil activation test
• Genotyping

Specific Evaluation of Drug Allergy
• Name of the drug, ingredients, preservatives
• First exposure
• How long ago did the reaction occur?
• Re-exposure: Has the patient been exposed to the drug or a related 

drug?
• Other drugs administered at the same time
• Associated narcotics
• Symptoms and signs of the reaction
• Timing of symptoms relative to the drug exposure

Underlying Condition for which the Drug was Prescribed
• Similar symptoms unrelated to the drug exposure (urticaria)
• Treatment and response to treatment (epinephrine)
• Timing of resolution 

KEY CONCEPT
General Evaluation of Drug Allergy
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Human autoimmune diseases affect >5% of the population 
worldwide and impose a significant burden of morbidity and 
mortality. Autoimmune diseases are defined as diseases in which 
immune responses to specific self-antigens contribute to ongoing 
tissue damage. Both the specificity of the immune response and 
its role in tissue damage are central componnts of the definition. 
Autoimmune diseases can be either tissue-specific (e.g., thyroid), 
where unique tissue-specific antigens are targeted, or they can 
be systemic, in which multiple tissues are affected and a variety 
of ubiquitously expressed autoantigens are targeted.1 Although 
the definition appears simple in concept, the enormous complex-
ity of this spectrum of disorders has challenged clarification of 
simple shared mechanisms. This complexity affects almost every 
domain, including genetics, phenotypic expression, and kinetics. 
For example, there is frequently a prolonged period between ini-
tial onset of symptoms and development of the diagnostic phe-
notype, and the expression of disease may vary within the same 
individual over time. However, despite this enormous complex-
ity, there is a striking association of the clinical phenotype with 
the targets of the autoimmune response. Indeed, this association 
is so strong that autoantibodies have been used for diagnosis and 
prognosis in human autoimmune diseases.1 For example, auto-
antibodies recognizing thyroid peroxidase are found in patients 
with autoimmune thyroiditis, and autoantibodies to the Sm splic-
ing ribonucleoprotein (RNP) complex are diagnostic of systemic 
lupus erythematosus (SLE). The immune response in autoim-
mune diseases has features of an adaptive immune response—
usually directed against exogenous antigens—but its targets are 
autoantigens. Since the adaptive immune response is initiated 
when suprathreshold concentrations of molecules with struc-
tures not previously tolerized by the host are encountered in a 
proimmune context, the association of specific autoantibodies 
with distinct clinical phenotypes provides critical clues to under-
standing the initiation and propagation of autoimmune diseases.

KEY CONCEPTS
Autoantibodies in Autoimmune Diseases

• Autoantibodies may precede the development of any symptoms by 
years (e.g., antinuclear antibodies and antiphospholipid antibodies in 
systemic lupus erythematosus [SLE], anti-cyclic citrullinated peptide 
[CCP] in rheumatoid arthritis [RA])

• Some autoantibodies only occur at the onset of disease manifesta-
tions (e.g., anti-Sm and anti-ribonucleic protein [RNP] in SLE).

• There is a striking association of specific autoantibodies with distinct 
clinical phenotypes (e.g., antitopoisomerase-1 with diffuse scleroder-
ma and interstitial lung disease). 

This chapter highlights some of the mechanistic principles 
that underlie autoimmune diseases. The extraordinary breadth 
and complexity of this disease spectrum precludes encompass-
ing everything relevant.

THE DISTINCT PHASES IN THE DEVELOPMENT 
OF AUTOIMMUNITY
A major barrier to understanding mechanisms of autoimmu-
nity comes from difficulty in defining early events in these 
diseases. Since diseases are only recognizable after develop-
ment of the diagnostic phenotype, there has been a tendency 
to interpret findings at the time of diagnosis with disease 
initiation. However, significant recent data from longitu-
dinal studies have demonstrated that the onset of autoim-
mune responses and the development of clinical symptoms 
are separated in time.1,2 For example, development of islet 
cell autoantibodies frequently precedes diabetes and auto-
antibodies recognizing citrullinated proteins (rheumatoid 
arthritis [RA]–specific autoantibodies) precedes the devel-
opment of RA.2 These findings indicate that either a thresh-
old needs to be exceeded in terms of tissue damage before 
symptoms manifest, or that there are two distinct phases in 
disease development—one marked by production of a group 
of autoantibodies and the second by autoamplifying tissue 
damage. In a landmark study in SLE, Arbuckle et al. have 
provided important insights into this issue.3 They analyzed 
sera collected from patients from the US military, who sub-
sequently developed SLE. Interestingly, autoantibodies in SLE 
could be divided into two groups: (i) those that precede the 
diagnosis of SLE by several years—these included antinuclear 
and antiphospholipid antibodies; and (ii) those that occurred 
around the time of onset of symptoms—these included anti-
Sm, anti-RNP, and to a lesser extent anti-DNA. The observa-
tion that one group of autoantibodies precedes symptoms in 
SLE and that another group appears coincident with the phe-
notype strongly suggests that the groups mark distinct events 
in the development of autoimmune disease. Members of the 
first group are likely markers of disease initiation; members 
of the second group are likely markers of disease propagation. 
The antigens targeted by the immune system in this latter 
phase (i.e., associated with clinical disease) are more likely to 
have some function in disease propagation, possibly through 
their possession of proinflammatory or adjuvant functions 
(see below).1
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Development of autoimmune diseases can therefore be 
examined in four phases (Fig. 51.1):
1. Susceptibility phase—before disease, but where one or sev-

eral preconditions for later initiation are satisfied. This would 
include impaired tolerance induction or altered immune sig-
naling thresholds. The susceptibility phase could either be 
inherited or acquired and permanent or transient.

2. Initiation phase—before onset of clinical disease but marked 
by the presence of an autoimmune response (e.g., in the case 
of SLE—antiphospholipid antibodies).

3. Propagation phase—this corresponds with the onset of 
clinical disease, marked by propagation-specific immune 
responses (e.g., in the case of SLE—anti-Sm antibodies).

4. Regulation/resolution phase—it should also be noted that in 
many cases during disease propagation, immunoregulatory 
pathways are also activated, which may result in natural inhi-
bition of clinical disease over time. In rare cases, these inhibi-
tory pathways can lead to permanent resolution. This resolution 
phase will not be discussed further here, but its existence pro-
vides important evidence that homeostasis can be reestablished 
even after the amplified phenotype develops.

PHASE 1: SUSCEPTIBILITY
Although autoimmune diseases in humans are genetically com-
plex, decreasing costs and expanding capacity of sequencing 
studies have led to the generation of large datasets from patients 
with a wide repertoire of autoimmune diseases. The strength of 
these sequencing studies has allowed for unbiased genome-wide 
association studies (GWAS) that have revealed several genetic 
risk factors for autoimmune diseases, many of which are associ-
ated with multiple diseases4 GWAS studies have also allowed for 
the development of disease prediction models based on genetic 
susceptibility.5

Important advances in the genetics of autoimmunity also 
come from the study of autoimmunity with mendelian patterns   

of inheritance (e.g., autoimmune polyendocrinopathy with 
candidiasis and ectodermal dysplasia [APECED], immune   
dysfunction/polyendocrinopathy/enteropathy/X-linked [IPEX] 
syndrome, C1q deficiency) and from several mouse models. 
Collectively, these studies highlight a critical role for path-
ways of tolerance induction, immunoregulation, and setpoints/
thresholds for immune signaling in avoiding emergence of   
autoimmunity.
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FIG. 51.1 Mechanisms of Autoimmunity. Autoimmune dis-
eases result from a complex interplay of pathways and events 
that allow autoreactivity to manifest and cause self-sustaining 
tissue damage. Mechanistically, it is useful to divide the process 
into three phases: (A) susceptibility phase—this is present be-
fore disease and is the phase in which one or several precondi-
tions for later initiation are satisfied; (B) initiation phase—this 
is marked by the presence of autoimmunity, but precedes the 
diagnostic clinical phenotype; (C) propagation phase—this is 
marked by autoimmunity and tissue damage, in which immune 
effector pathways cause damage and provide antigen to drive 
the ongoing immune response.

KEY CONCEPTS
Barriers to Defining Mechanisms of Human 
Autoimmune Disease

• Genetic and phenotypic complexity.
• Interval between initiating events and development of diagnostic   

phenotype.
• Challenges in quantifying human immune responses.

KEY CONCEPTS
Mechanisms Underlying Susceptibility to 
Autoimmunity

• Incomplete induction of tolerance in the thymus to peripherally ex-
pressed autoantigens (autoimmune regulator [AIRE] deficiency caus-
ing autoimmune polyendocrinopathy with candidiasis and ectodermal 
dysplasia [APECED]).

• Impaired clearance and tolerance induction by apoptotic cells (e.g., 
deficiency of C1q, C4, milk fat globule–epidermal growth factor [EGF] 
8 [MFG-E8], Mer).

• Defective production of regulatory T cells (FOXP3 deficiency causing 
immune dysfunction/polyendocrinopathy/enteropathy/X-linked [IPEX] 
syndrome).

• Altered immune signaling thresholds (e.g., cytotoxic T lymphocyte an-
tigen-4 [CTLA-4] polymorphisms, protein tyrosine phosphatase, non–
receptor type 22 [PTPN22] polymorphisms).

• Infection and dysbiosis.
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Incomplete Thymic Tolerance Induction Predisposes to 
Autoimmunity
Insights into basic mechanisms can derive from the study of 
rare human phenotypes. This has been true for autoimmunity, 
where several monogenic disorders have defined important 
pathogenic principles. Autoimmune polyendocrinopathy syn-
drome type 1 (APS-1; also called APECED) is a rare disease in 
which patients develop multiple autoimmune diseases, often 
beginning in childhood. Although candidiasis and ectodermal 
dystrophy (including involvement of enamel and nails, as well 
as keratopathy) are features of the disease, the syndrome is 
characterized by striking autoimmunity directed against mul-
tiple different target tissues. Autoimmune processes include 
auto immune hypoparathyroidism, Addison disease, autoim-
mune gastritis with pernicious anemia, type I DM, thyroid dis-
ease, autoimmune hepatitis, celiac disease, and gonadal failure. 
Numerous autoantigens have been defined as targets of auto-
immunity in APS-1, including enzymes specifically expressed 
in various endocrine tissues. The genetic basis of APS-1 was 
mapped to a gene on chromosome 21q22.3, subsequently 
termed AIRE (for autoimmune regulator). AIRE expression is 
highest in the thymus, where it is expressed in medullary thy-
mic epithelial cells. Several predicted structural features of the 
AIRE protein and its localization in nuclear dots suggested that 
the protein might be a transcriptional regulator, and significant 
evidence for this proposal was obtained in vitro. Several AIRE-
deficient mouse models were subsequently generated, which 
allowed for the definition of important pathogenic pathways 
in APS-1 that may be broadly relevant to the mechanisms of 
autoimmunity in general. Mice deficient in AIRE developed 
various autoimmune phenotypes, resembling those found in 
human APS-1. These included multiorgan lymphocytic infil-
tration and autoanti bodies, as well as autoimmune eye disease. 
In an elegant series of experiments, Anderson et al. demon-
strated that AIRE regulates expression in thymic epithelial cells 
of various peripheral autoantigens normally expressed exclu-
sively in endocrine target tissues.6 Thus, AIRE appears to regu-
late the ectopic expression in the thymus of tissue-restricted 
autoantigens and to provide an antigen source against which 
to establish central tolerance.6 In a recent study, phage display 
immunoprecipitation and sequencing (PhIP-seq) was used to 
define novel autoantigens in patients with APS-1. Interestingly, 
the defined autoantigens had tissue-specific expression, and 
autoantibodies were associated with tissue-specific autoim-
mune phenotypes in APS1, providing novel diagnostic tools 
and evidence that the proposed mechanism is operative in the 
human syndrome.7

Impaired Clearance and Tolerance Induction: 
Susceptibility Defect in Systemic Autoimmunity
Although little is known in humans about the cell biology 
of thymic pathways of tolerance induction to ubiquitously 
expressed autoantigens, there is accumulating evidence to 
suggest that in the periphery, apoptotic cells play an impor-
tant role in providing a source of autoantigens against which 
the organism becomes tolerant.1 Apoptotic cells are gener-
ally very efficiently cleared by phagocytic cells; these events 
are normally associated with the production of anti-inflam-
matory cytokines and result in tolerance induction.1 Interest-
ingly, early components of the classical complement pathway   

(e.g., C1q and C4) and cross-reactive protein (CRP) are required 
for efficient apoptotic cell clearance. Therefore it is of particular 
note that homozygous C1q deficiency is associated with a striking 
susceptibility to SLE in humans, and this suggests that efficient,   
tolerance-inducing clearance of apoptotic cells may play a role 
in preventing subsequent emergence of autoimmunity to ubiq-
uitously expressed autoantigens.8 Additional support for this 
model comes from recent studies of milk fat globule–epider-
mal growth factor (EGF) 8 (MFG-E8), a glycoprotein secreted 
from macrophages that is required for the efficient attachment 
and clearance of apoptotic cells by macrophages and immature 
dendritic cells (DCs). MFG-E8 is expressed in tingible-body 
macrophages in the germinal centers of secondary lymphoid 
tissues. Interestingly, many unengulfed apoptotic cells are pres-
ent in the germinal centers of the spleen in MFG-E8–deficient 
mice, which develop a striking lupus-like phenotype (reviewed 
in Rai and Wakeland9).

Netosis—the process of neutrophil extracellular traps (NET) 
release—is another form of cellular death that results in antigen 
presentation. In this process, neutrophils release extracellular 
fibers, composed of DNA and proteins, that trap and prevent 
the spread of extracellular pathogens (reviewed in Papayan-
nopoulos10). In this manner, neutrophils prevent pathogen 
spread in a proinflammatory context, which recruits further 
immune responses to the site of infection. Thus, the formation 
of NETs, although only recently recognized, is an important 
component of the innate immune response. However, during 
netosis, self-antigens are also presented. Known targets of the 
immune response in SLE, RA, and vasculitis have all been iden-
tified in NETs from patients with these conditions. Additionally, 
elevated NETs or fragments of NETs have been observed in the 
serum of patients with rheumatic diseases. Therefore, factors 
that contribute to enhanced netosis may also impair peripheral 
tolerance by allowing for autoantigen presentation in a highly 
proinflammatory setting. Collectively, these data strongly sug-
gest that efficient, anti-inflammatory clearance of NETs and 
apoptotic cells plays a central role in tolerance induction and 
prevention of autoimmunity.

Defective Production of Regulatory T Cells
Although there are pathways that (i) regulate autoantigen 
expression at sites of tolerance induction and (ii) guide auto-
antigens toward tolerance-inducing outcomes, these path-
ways alone are clearly insufficient to prevent the emergence of 
autoimmune disease. This fact is highlighted by the emergence 
of autoimmunity when regulatory T-cell (Treg) differentia-
tion is abnormal in humans with IPEX syndrome, the human 
equivalent of the scurfy mouse. IPEX is a rare, X-linked reces-
sive disorder characterized by type I DM, thyroiditis, atopic   
dermatitis, and inflammatory bowel disease (IBD) and is 
caused by mutations in the FOXP3 gene.11 FOXP3 is a mem-
ber of the forkhead family of transcription factors and is 
essential for the development of CD4+ Tregs, which have been 
shown to regulate the activation and differentiation of effector 
T cells.

Decreases in numbers and functionality of Tregs have been 
detected in some autoimmune conditions. These cells likely 
play important roles in regulating disease onset and ampli-
tude, and therapeutic interventions focusing on Tregs are 
under investigation in numerous clinical trials (reviewed in 
Romano et al.12).
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enhance tissue damage in the process may, therefore, be impor-
tant susceptibility factors in autoimmune diseases.

Infections and the Microbiome
Association studies have suggested that both the microbiome 
and infections (reviewed in Christen16) can influence the devel-
opment of autoimmune diseases. Some infections are associ-
ated with specific autoimmune diseases, e.g., herpes simplex 
virus and NMDAR-encephalitis, Helicobacter pylori (HP) and 
SLE, H1N1 influenza and narcolepsy, Campylobacter jejuni
and Guillain-Barré syndrome (GBS), and periodontal infec-
tions and RA. Dysbiosis may also influence autoimmunity, 
through several proposed mechanisms, and remains an area of 
active investigation (reviewed in Christen16). Yet, many of the 
microbes associated with autoimmunity are typically harmless 
or have limited disease courses and infect a great number of 
people without giving rise to autoimmunity. For example, 46% 
of the adult population in the United States has periodontitis, 
with 8.9% having severe disease, yet only approximately 0.6% 
of the population develops RA.17 Although data indicate that, in 
some people, infections may increase susceptibility to autoim-
munity, it remains unclear as to whom or how. Until recently, 
few studies have highlighted the molecular mechanisms poten-
tially driving these relationships.

Recent work identified a role for microbial translocation 
in the development of autoimmune disease. Here, the authors 
demonstrated that translocation of the intestinal bacteria, 
Enterococcus gallinarum, could induce autoimmune responses 
in a murine model of SLE.18 Importantly, antibiotic treatment 
that targeted E. gallinarum or vaccination against these bacteria 
decreased mortality and suppressed the development of auto-
antibodies and autoreactive T cells. This study suggests that 
intestinal infection alone was insufficient to increase the risk 
of autoimmunity, but infection of internal organs after bacte-
rial translocation was. These findings may help explain some of 
the disparity between infection rates and autoimmune disease 
occurrence.

Microbes may also directly influence the generation of auto-
antigens. Evidence for this comes from a study investigating 
microbial factors that contribute to the development of RA. 
Konig et al. showed that a pore-forming protein produced by 
Aggregatibacter actinomycetemcomitans— one strain of bacte-
ria that was found in the examined periodontal infections—
induced protein citrullination in neutrophils.19 This is a critical 
observation, as hypercitrullination of autoantigens in the RA 
joint by a similar mechanism has been described.1 Further, the 
authors demonstrated that infection by this microbe was associ-
ated with the presence of known autoantigens in RA.19 Collec-
tively, these studies provide mechanistic links between infection 
and autoimmune disease and implicate these bacteria not only 
in increasing susceptibility to autoimmunity but also in disease 
initiation, discussed in the following section.

PHASE 2: INITIATION
Initiation of an adaptive immune response requires presenta-
tion to T cells of suprathreshold concentrations of molecules 
with structures not previously tolerized by the host. The 
immunodominance of T-cell epitopes is one model proposed 
that explains the existence of potentially autoreactive T cells. 
This model provides major insights into the pathogenesis of 
autoimmunity.9,20

Signaling Thresholds and Susceptibility to Autoimmunity
Several modulators of T-cell signaling, including CTLA-4 and 
PD-1, have been defined as important susceptibility determi-
nants in autoimmunity.9 For example, cytotoxic T-lympho-
cyte antigen-4 (CTLA-4) polymorphisms are associated with 
increased risk of a variety of autoimmune diseases, including 
type I DM, Graves disease, and RA. Similarly, a functional poly-
morphism in protein tyrosine phosphatase—non–receptor type 
22 (PTPN22)—has been identified as a major risk factor for sev-
eral human autoimmune diseases, including SLE, RA, and type 
I DM. Although the exact mechanisms underlying susceptibility 
to autoimmunity remain unclear, these polymorphisms appear 
to regulate the balance of stimulatory and inhibitory signaling 
in effector and Tregs, favoring effector T-cell activation. These 
findings have recently been underscored by the introduction of 
checkpoint inhibitor therapies.

In 2013, “Cancer Immunotherapy” was named the Science 
Breakthrough of the Year. Since then, multiple checkpoint inhibi-
tor therapies have been developed for treatment of cancer. By 
inhibiting the negative regulation of immune cells, checkpoint 
inhibitor therapy alters signaling thresholds, leading to the 
activation of effector cells and restricting the function of Tregs 
(Chapter 80). Thus, checkpoint inhibitor therapy has harnessed 
the power of the immune system to kill cancer cells that had pre-
viously evaded the immune system through tumor- and micro-
environment-mediated tolerance. This major contribution to the 
field of medicine has also emphasized the importance of signaling 
thresholds in the development of autoimmunity. Indeed, one of 
the major complications of the use of checkpoint inhibitor thera-
pies is the concurrent development of various autoimmune dis-
eases collectively called immune-related adverse events (irAEs), 
which could inform on autoimmune diseases (recently reviewed 
in Ramos-Casals et al.13). For example, in patients treated with 
ipilimumab—a CTLA4 inhibitor—increasing numbers of effec-
tor T cells as compared to Tregs are observed as well as an 
increase in the number of interleukin-17 (IL-17)–expressing 
cells, potentially driving autoimmunity. Inhibition of the PD-1 
pathway also skews the immune response to a more aggressive 
effector response, often directed at neoepitopes generated by 
somatic mutation, releasing a prominent anti-cancer effect and 
proinflammatory side effects.14 Interestingly, pre-existing autoim-
munity does not preclude successful treatment with checkpoint 
inhibitor therapy and some irAEs resolve after cessation of check-
point inhibitor therapy. Systemic autoimmune disease in patients 
treated with checkpoint inhibitors indicates that immune recog-
nition of autoantigens is the rule and not the exception and that 
antigen recognition is only one aspect of turning protective into 
pathogenic immune responses.

Recent genetic studies have also suggested a potential role for 
innate immune sensors in autoimmunity, focusing attention on 
the critical balance between activation of the immune response 
to mitigate infectious damage and limiting the magnitude of 
the response to avoid immunopathology. Gain-of-function 
(GOF) variants of IFIH1 (encoding melanoma differentiation-
associated protein 5 [MDA5]) are associated with susceptibil-
ity to SLE.15 This RNA helicase is essential for the detection of 
cytoplasmic viral RNA and activation of type I interferon (IFN) 
secretion by infected cells. Increased susceptibility to SLE with 
increased activity of this antiviral pathway suggests that exces-
sive IFN signaling may facilitate the development of autoim-
munity. Key immune signaling pathways that protect the host 
from deleterious infectious and malignant challenges but also 
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Dominance and Crypticity
Studies by Sercarz et al.20 have stressed that, although antigens 
contain numerous potential determinants that could be pre-
sented on major histocompatibility complex (MHC) class II 
molecules during antigen processing, not all determinants are 
equally likely to be presented. Those determinants that are most 
efficiently presented are termed dominant; those that are not 
recognized to a significant degree are termed cryptic. For self-
antigens, it is likely that a constant set of dominant determinants 
are generated during antigen processing under most circum-
stances, with similar outcomes in the thymus and periphery. 
Antigens processed by the “standard” pathway are, therefore, 
fully tolerized, with the T-cell repertoire purged of reactivity 
to the dominant self. However, the balance of dominant and 
cryptic epitopes presented during antigen processing is influ-
enced significantly by changes of protein structure, which occur 
during various relevant physiological states.21 Several potential 
mechanisms that may alter antigen processing to reveal poten-
tially cryptic epitopes are summarized below.

High-Affinity Binding of Antigen to Ligands or Antibodies
Several studies have demonstrated that antigen processing can 
be dramatically altered when the antigen binds with high affin-
ity to a ligand or antibody. The study by Simitsek and colleagues 
(reviewed in Lanzavecchia21) demonstrated that presentation of 
T-cell determinants in tetanus toxin can be either enhanced or 
suppressed as a direct consequence of antibody modulation of 
antigen processing in human B-lymphoblastoid cells. Remark-
ably, a single bound antibody can simultaneously enhance the 
presentation of one T-cell determinant by more than 10-fold 
while strongly suppressing the presentation of a different T-cell 
determinant. Biochemical analyses have shown that both the 
suppressed and boosted determinants fall within an extended 
domain of antigen stabilized by this antibody during prote-
olysis. Thus, ligand-induced changes in processing can destroy 
dominant determinants or reveal cryptic self determinants. 
Similar observations have also been made with numerous other 
antigen–antibody partners.21

Tissue-Specific Protease Expression
The study by Watts and associates (reviewed in Rosen and Casci-
ola-Rosen1) showed that a principal human leukocyte antigen–
D related type 2 (HLA-DR2)–restricted epitope in myelin basic 
protein amino acids 85–99 (MBP85–99) contains a processing 
site for asparagine endopeptidase (AEP), with cleavage by AEP 

abolishing the epitope. AEP, which is abundantly expressed in 
the thymus, is therefore a critical factor in presentation of this 
epitope.1 In human antigen-presenting cells (APCs), presenta-
tion of MBP85–99 is inversely proportional to the amount of 
cellular AEP activity, and inhibition of AEP greatly enhances 
presentation of the MBP85–99 epitope. Thymus-specific serine 
protease (TSSP) is also expressed in the thymus and also limits 
the expression of self-antigens, thereby reducing negative selec-
tion. In murine models of MS, the elimination of TSSP resulted 
in a decrease in autoreactive T cells and disease severity.22 
Collectively, these data suggest that major epitopes in neuro-
logical autoimmunity may not be presented under normal   
circumstances in the thymus as a result of destruction by   
proteases, therefore raising the potential for later presentation 
in the periphery in the setting of decreased enzymatic activity.

Posttranslational Modification of Autoantigens
Autoantigens undergo a variety of posttranslational modifica-
tions, including phosphorylation, proteolytic cleavage, ubiquiti-
nation, transglutamination, citrullination, and isoaspartyl mod-
ification.23 In several cases, autoantibodies recognize exclusively 
the modified form of the antigen (e.g., citrullinated vimentin), 
indicating that the modified forms of the molecules are impor-
tant in driving the immune response. In addition, Doyle and 
Mamula23 have demonstrated that posttranslational modifica-
tion of autoantigen structure may be more broadly relevant 
than can be appreciated by studying autoantibody specificity 
alone. They showed that, although mouse immunization with 
a murine cytochrome c peptide (amino acids 90–104) resulted 
in no T- or B-cell response, immunization with the isoaspartyl 
form of this peptide resulted in strong T- and B-cell responses. 
The autoantibodies that were elicited recognized both the modi-
fied and the native forms of the antigen, but T cells only recog-
nized the isoaspartyl form. Similar observations have also been 
made for several SLE autoantigens. The difficulty detecting and 
quantifying antigen-specific T cells in various autoimmune dis-
eases may reflect their preferential recognition of subtly modi-
fied forms of autoantigen.

Novel Antigen Cleavage During Cell Damage, Cell Death,  
or Inflammation
Recent studies have provided evidence that single proteolytic 
events early in antigen processing can play critical roles in defin-
ing the epitopes generated. For example, Watts and colleagues 
(reviewed in Rosen and Casciola-Rosen1) have demonstrated 
that early cleavage by AEP determines subsequent proteolytic 
events. Antigen modifications that affect this early cleavage 
dramatically change the epitopes loaded onto MHC class II   
molecules.1

Inflammatory microenvironments can create significant 
potential to load distinct epitopes because unique proteolytic 
activities are present. Activated inflammatory cells constitute 
a major source of proteases, including various cytotoxic lym-
phocyte granule proteases (granzymes) as well as numerous 
neutrophil and monocyte granule proteases. It is of interest that 
numerous autoantigens targeted in systemic autoimmune dis-
eases are substrates for these inflammatory proteases and that 
unique autoantigen fragments are generated through the activ-
ity of granzyme B and potentially other similar proteases.1 This 
was recently demonstrated within the context of RA. In this 
study, Darrah and colleagues demonstrated that proteolysis of 
the autoantigen PAD4 by granzyme B induced conformational 

KEY CONCEPTS
Potential Mechanisms That Can Alter Antigen 
Processing to Reveal Potentially Cryptic Epitopes

• Modification of autoantigen processing through high-affinity binding 
to ligands or antibodies.

• Distinct proteolytic machinery in the thymus and periphery—or dif-
ferential modification of proteolytic activity.

• Modification of autoantigen structure that modifies its processing 
by endogenous antigen-presenting cell (APC) machinery, generally 
through posttranslational modifications.

• Novel proteolytic events not present in the normal APC pathways 
(e.g., novel cleavage during cell death or damage or inflammation).

• Novel forms of autoantigens generated by mutation, truncation, or   
splicing.
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changes in PAD4, which altered the peptides presented. Impor-
tantly, these peptides were recognized by PAD4-specific T cells 
in patients with RA.24 Such autoantigen forms are not gener-
ated during other forms of cell damage or death, and similar 
activity is not observed against non-autoantigens. Thus, novel 
proteolytic cleavage of intracellular autoantigens during activity 
of cytotoxic immune effector pathways may provide a source of 
cryptic epitopes not generated during homeostatic “tolerance-
inducing” tissue turnover.

Autoantigen Alteration Caused by Mutation, Truncation,  
or Splicing
Since the final epitopes generated and loaded onto MHC class II 
molecules can be profoundly influenced by single, early cleav-
age events during antigen processing, relatively minor but criti-
cally placed changes in the primary structure of autoantigens 
can have the capacity to influence peptide selection. A study of 
the melanoma and vitiligo-associated autoantigens, tyrosinase-
related proteins (TRPs) 1 and 2 has demonstrated that this 
mechanism may play an important role in generating immune 
responses to self- and tumor antigens (reviewed in Rosen and 
Casciola-Rosen1). This study examined whether mutated self 
gene products are more likely to initiate immunity and used a 
systematic approach to define some of the principles that deter-
mine this. The investigators generated complementary DNA 
(cDNA) libraries encoding large numbers of random mutations 
in syngeneic TRPs. They then used an approach of DNA immu-
nization of black mice to test the immunogenicity of the altered 
proteins encoded by the pools of mutated cDNA. Immuniza-
tion with nonmutated proteins induced no detectable immune 
responses, consistent with establishment of tolerance to the full-
length molecules. In contrast, the mutated cDNA pools elicited 
both autoimmune depigmentation and the ability to reject mel-
anoma tumors. Additional analysis showed that autoimmunity 
resulted from mutations that altered autoantigen cell biology, 
particularly degradation rates and pathways. Mutations also 
created new T-helper (Th) cell epitopes and induced recogni-
tion of nonmutated but previously cryptic epitopes. Interest-
ingly, mutations themselves did not form part of CD8 epitopes 
that drive anti-self and antitumor immune responses. Mutated   
molecules that were immunogenic were frequently truncated, 
leading the authors to propose that inappropriately truncated 
self proteins can provoke autoimmunity when present in a proin-
flammatory environment. This study has provided an important   
mechanistic underpinning for the proposal that accumulated 
mutations have a role in the initiation of autoimmunity and that 
“autoimmunity” might target the cancer mutanome. As further 
evidence for this hypothesis, investigations into the immunity 
induced by checkpoint blockade demonstrate a preferential tar-
geting of the mutanome.25,26

Recent work in the autoimmune rheumatic diseases (sclero-
derma and dermatomyositis) highlights the relationship between 
cancer and the autoimmune process. In these diseases, patients 
demonstrate an increased risk of cancer and a temporal clus-
tering of cancer diagnosis around the time of dermatomyositis 
or scleroderma onset (reviewed in Rosen and Casciola-Rosen1). 
Similarly, there is evidence for an association between SLE and 
cancer, particularly lymphoma, clustered within the first 2 years 
of SLE diagnosis. These associations—both with timing of diag-
nosis and preferentially with specific tumor types—are strongly 
indicative of a nonrandom clustering of autoimmune processes 
and cancer, which is likely of mechanistic significance.

A mechanistic link between scleroderma and cancer was 
confirmed in a study that tested the hypothesis that an anti-
cancer immune response may target a mutated autoantigen 
in the patient’s cancer, which spreads to the wild-type version 
of the antigen to trigger a self-sustaining autoimmune disease 
(reviewed in Rosen and Casciola-Rosen1). In this study of 
patients with scleroderma and cancer, genetic changes (either 
mutations or loss of heterozygosity) were identified in POLR3A
(encoding RNA polymerase III large subunit) in the tumors of 
six of eight patients with anti-RNA polymerase III antibodies, 
whereas no such changes were identified in eight patients who 
lacked these antibodies. Anti-RNA polymerase III autoantibod-
ies in patients with cancer demonstrated no specificity for the 
mutant form of the protein over the wild-type version, and anal-
yses of peripheral blood lymphocytes identified T-cell reactiv-
ity against the mutant protein. These data suggest that somatic 
mutations arising in the context of cancer may prompt immune 
responses that mediate immunoediting as well as damage to 
nontumor host tissues.

Therefore, it is likely that somatic mutations acquired with 
age and their association with malignancy are important in 
the genesis of some forms of human autoimmunity. Additional 
studies to confirm this and elucidate the underlying mecha-
nisms remain a high priority. However, the barriers to such 
studies in humans are very significant, as effective anticancer 
immunity may be phenotypically silent, and convenient tech-
nologies to quantify somatic mutation and specific immune 
responses in normal individuals will be needed to draw conclu-
sions of causality.

Antigen Mimicry
Foreign antigens often differ structurally from their homolo-
gous self-antigens yet may bear significant similarity in focal 
regions. Initiation of an immune response to the foreign anti-
gen may generate a cross-reactive antibody response that also 
recognizes the self protein. This process, known as antigen 
mimicry, has frequently been proposed as a potential initiator 
of autoimmune diseases.27 When the antigen is a cell surface 
molecule, antibody-mediated effector pathways can lead to 
host tissue damage. Although the antibody response is cross-
reactive with self molecules, the T cells that drive this response 
are generally directed at the foreign antigen. Diseases involving 
this sort of “antigen mimicry,” therefore, tend to be self-limit-
ing, although they can recur upon reexposure to the offending 
antigen. It is important to realize that antigen mimicry alone 
cannot explain self-sustaining autoimmune diseases, which are 
driven by self-antigens and autoreactive T cells. In these cases, 
there is a requirement for overcoming T-cell tolerance to the 
self protein. The central issues in this regard are (i) how T-cell 
tolerance to self-antigens might initially be broken, and (ii)
once this has occurred, why these antigens continue to drive 
the immune response to self. Several studies have suggested that 
when a humoral response to a foreign protein is induced that 
cross-reacts with the self-antigen, a strong T-cell response spe-
cific for the self-antigen can occur. The simultaneous liberation 
of significant amounts of self-antigen in the setting of a cross-
reactive antibody response may allow for effective presentation 
of cryptic epitopes in the self-antigen to autoreactive T cells by 
activated cross-reactive B cells. If continued release of self-anti-
gen occurs, a specific, adaptive immune response to self will be 
sustained. Antigen release from tissues likely plays a critical role 
in driving this autoimmune process. Understanding the unique 
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pathways of cell injury and death that result in ongoing antigen 
release at sites of tissue damage in autoimmune disease is a high 
priority for future work.

The simultaneous confluence of susceptibility factors and 
initiation forces required to induce an autoimmune disease is 
a rare occurrence. In contrast, once activation of autoreactive 
T cells has occurred, the ability of the immune system to vig-
orously respond to low concentrations of antigen, to amplify 
responses to those antigens, and to spread the response to addi-
tional antigens in that tissue, greatly reduces the stringency that 
must be met to keep the process going.

PHASE 3: PROPAGATION

Principles of Amplification
One of the central features of human autoimmunity is the   
tendency of the process to amplify progressively with the accu-
mulation of significant immune-mediated tissue damage. Fur-
thermore, once such amplification begins, the process is very 
unlikely to resolve spontaneously. Autoantigens themselves can 
be very important in this phase, in terms of both acquisition 
of adjuvant properties and regulation of levels of expression. 
Amplification is a cyclical process in which antigen expression 
and adjuvant properties induce an immune response, which, in 
turn, induces increased antigen expression and tissue damage—
and further drives the immune response. The importance of 
tissue-specific autoantigen expression in focusing such immune 
responses is only beginning to be recognized.

Acquisition of Adjuvant Properties by Disease-Specific 
Autoantigens
In spite of the fact that tens of thousands of molecules could be 
targeted by the immune system in autoimmunity, the number of 
molecules that is frequently targeted in the different phenotypes 
is markedly restricted—limited perhaps to 100 or so. This has 
led to the proposal that frequently targeted autoantigens may 
themselves have properties that make them proimmune. Work 
by Howard and associates (reviewed in Rosen and Casciola-
Rosen1) provided important initial support for this proposal. 
They observed that the autoantigenic histidyl aminoacyl tRNA 
synthetase (HRS), which is targeted in autoimmune myositis 
(but not non–autoantigenic lysyl- and aspartyl-aminoacyl trans-
fer RNA [tRNA] synthetases), is a chemoattractant to immature 
DCs and other leukocytes, which, in turn, may enhance its auto-
antigenicity. Additional support for this hypothesis comes from 
work demonstrating that antibodies against PAD2, an enzyme 
crucial in the formation of autoantigens in RA, are associated 
with a less severe phenotype.28 These data suggest that a subset 
of the autoantigens targeted in autoimmune diseases may reflect 
an attempt by the immune system to absorb an excess of damag-
ing, proinflammatory molecules.

Role of Innate Immune Receptors in Amplification
Innate immune receptors, including Toll-like receptors (TLRs), 
cyclic GMP-AMP synthase, and RIG-I, sense and transduce the 
signals from pathogen-associated molecular patterns (PAMPs). 
These receptors may also play roles in transducing the proin-
flammatory properties of autoantigens—the best understood 
are the TLRs.1

Ligands for TLRs are typically microbial. However, endog-
enous molecules, including complexes containing nucleic acids 
from stressed, injured, and dying cells (reviewed in Rosen and 

Casciola-Rosen1), are also able to activate TLRs with differences 
in adjuvant activity. For example, bacterial and viral DNA and 
oligonucleotides with CpG motifs have significant adjuvant 
activity, whereas mammalian genomic DNA, in which CpG 
is usually methylated, has very poor adjuvant activity. In con-
trast, human DNA within immune complexes in SLE serum 
effectively activate plasmacytoid dendritic cells (pDC) in a 
DNA-dependent way. Several potential explanations have been 
advanced to explain these observations. First, FcγR-mediated 
uptake effectively captures self DNA bound by anti-DNA anti-
bodies and directs it to the correct endosomal compartment for 
TLR signaling. Second, co-ligation of TLR9 and either B-cell 
receptor or FcγR alters the signaling threshold of immune com-
plexes. Last, the difference lies in the nucleic acid itself, with 
additional modifications of DNA and RNA structure occurring 
in cells under different physiological circumstances (e.g., cell 
death) and regulating nucleic acid binding to TLRs.1

The TLR–IFN interface has been recognized as critical in the 
propagation phase of systemic autoimmune diseases (reviewed 
in Hall and Rosen29). Type I IFNs have a broad set of functions 
that likely contribute to the propagation phase of systemic auto-
immune diseases. For example, they (i) promote the differentia-
tion of monocytes into mature DCs, which drive autoreactive   
T- and B-cell responses; (ii) increase target cell sensitivity to 
killing pathways; (iii) upregulate cytotoxic effector pathways; 
and (iv) upregulate expression of autoantigens.

This ability of autoantigens, particularly in the context of 
immune complexes, to stimulate secretion of IFN and other 
cytokines is likely an important principle in the initiation and 
propagation of autoimmunity. For example, Rönnblom and 
colleagues (reviewed in Hall and Rosen29) demonstrated that 
when added to material from apoptotic or necrotic cells, auto-
antibodies from patients with SLE and Sjögren syndrome (SS) 
with specificity for DNA or RNA autoantigens induce striking 
IFN secretion. Further, studies in mouse models have demon-
strated that the TLR–IFN axis can alternately promote wound 
healing or chronic inflammation, depending on the predispos-
ing genetic background. For example, nonspecific skin injury in 
wild-type mice (by tape stripping) leads to pDC recruitment, 
TLR7 and TLR9 recognition of nucleic acids, and transient 
expression of type I IFNs with subsequent wound healing. In 
contrast, the same skin damage in a lupus-prone mouse strain 
results in chronic inflammation mediated by sustained type I 
IFN expression, which can be ameliorated with pDC depletion 
or TLR7/9 inhibition (reviewed in Rosen and Casciola-Rosen1).

Enhanced Autoantigen Expression in the Target Tissue
The association of specific autoantibody responses with dis-
tinct phenotypes suggests that autoantigen expression or con-
formation in target tissues may play an important role in both 
focusing the immune response and generating tissue damage. 
For example, recent work demonstrated that within the labial 
salivary gland, the double-stranded DNA sensor IFN-inducible   
protein 16 (IFI16) was in an activated, filamentous form.30

Importantly, antibodies from patients with SS preferentially 
recognized filamentous IFI16 as compared to inactivated IFI16. 
These results demonstrate that, within the target tissue, the 
autoantigen undertook a unique conformational form, which 
enhanced its immune recognition.

Likewise, enhanced autoantigen expression has been   
demonstrated in target tissues. For example, myositis-specific 
autoantigens are expressed at very low levels in control muscle 
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but at high levels in myositis tissue. Indeed, antigen expression 
is highest in regenerating muscle cells.1 Further supporting   
this hypothesis, expression of 3-hydroxy-3-methylglutaryl-
coenzyme A reductase (HMGCR)—an autoantigen in patients 
with statin-associated autoimmune myopathy—was found to be 
induced by statins in vitro and enhanced in regenerating muscle 
fibers of anti–HMGCR-positive patients (reviewed in Rosen and 
Casciola-Rosen1). A recent case control study has also shown 
that the autoantigen topoisomerase-1 has enhanced expression 
in the lung tissues of patients with autoimmune inflammatory 
interstitial lung disease. Collectively, these data suggest that 
enhanced autoantigen expression in the target tissue and during 
tissue repair may provide an ongoing antigen source to sustain 
and amplify tissue damage.

TRANSLATIONAL RESEARCH
Critical areas of future investigation include clarification of the 
roles of genetic, epigenetic, and environmental factors in dis-
ease susceptibility and initiation, understanding the role of the 
target tissue to ongoing disease amplification, and elucidating 
mechanisms of regulation of disease amplitude or disease reso-
lution. Collectively, these investigations may provide important 
opportunities for interventions, including antigen-specific ther-
apies. Further investigations into the molecular underpinnings 
of the distinct phases in the development of autoimmune dis-
ease will provide additional opportunities to identify patients 
at risk of developing tissue damage and to interdict the process 
before the amplification cycle is established. Precise biomarker 
identifications of all events in the development of autoimmunity 
requires exceptional clinical phenotyping of patients early in the 
disease course, longitudinal analyses that follow large numbers 
of patients, and effective coupling to basic laboratory enterprise.
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ON THE HORIZON
• Precise clinical and molecular phenotyping of patients at various dis-

ease stages is critical for improving diagnosis, monitoring, and treat-
ment of autoimmune diseases.

• Understanding mechanisms of disease amplification, propagation, and 
regulation will enable the development of effective targeted therapies.

• Understanding the mechanisms of human autoimmunity will likely 
provide important insights into the normal functioning of the immune 
system, particularly with regard to natural cancer immunity. 
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Systemic lupus erythematosus (SLE) is a systemic autoimmune 
disease characterized by the production of autoantibodies and 
a broad spectrum of clinical manifestations. It most commonly 
presents in women during their childbearing years. Although 
the etiology of SLE is unknown, both genetic and environmen-
tal factors contribute to loss of self-tolerance. Current therapeu-
tic modalities are antiinflammatory and immunosuppressive.

EPIDEMIOLOGY
Originally developed in 1982 and revised in 1997, the American 
College of Rheumatology (ACR) classification criteria for SLE 
(Table 52.1) have been used for diagnosis. In accordance with 
improved understanding of disease heterogeneity, additional 
classification criteria have been proposed to improve sensitiv-
ity and specificity for the diagnosis. The 2012 Systemic Lupus 
International Collaborating Clinics (SLICC) criteria improved 
sensitivity at the expense of specificity; added new mucocutane-
ous and neuropsychiatric manifestations, new antiphospholipid 
(APL) antibodies, and low complement components; and pro-
posed that biopsy-proven lupus nephritis with either positive 
antinuclear antibodies (ANA) or antibodies to double-stranded 
DNA (dsDNA) was sufficient for diagnosis.1 Recently, a third 
criteria set, the European League Against Rheumatism/Ameri-
can College of Rheumatology (EULAR/ACR) classification cri-
teria has been developed and validated for use in clinical and 
translational SLE studies. It includes an obligatory positive ANA 
test followed by additive weighted clinical and immunologic 
criteria.2 An important aim of refining classification criteria is to 
increase the sensitivity, especially for patients with early disease, 
to allow these patients access to early therapeutic interventions, 
including clinical trials.

During childbearing years, the ratio of women to men with 
lupus is approximately 9:1. This ratio is less in younger and older 
populations, supporting a role for hormonal factors in disease 
induction. The majority of SLE presents during adulthood; ap-
proximately 20% of cases are in the pediatric population. Recent 
studies suggest that age at diagnosis may be increasing in some 
populations; mean ages at diagnosis reported since 2002 range 
from 31 years in Martinique and Brazil to 51.7 years in Wiscon-
sin (United States) and 47 years in Sweden.

Lupus occurs globally, and susceptibility is linked to race, 
ethnicity, and environmental exposures. Several recent popu-
lation surveys3 report prevalence in the Unites States rang-
ing from 71 to 200 cases per 100,000. The highest prevalence 
was among Native American Indians, followed by African 

American, Hispanic, Asian, and White populations. Reported 
prevalence around the world is also variable; 37 to 65/100,000 
in Estonia, Sweden, and Denmark, 85 to 124/100,000 in the 
United Arab Emirates, and the highest prevalence of 399 to 
661/100,000 in Afro-Caribbeans in the United Kingdom. Al-
though epidemiologic data are scant, it appears that the in-
cidence of SLE in Africa is lower. Data from animal models 
suggest that this may be a consequence of a protective effect 
of malaria infection. Clinical manifestations, disease activity, 
damage accrual, mortality, and response to therapy are also 
modulated by ethnicity, and all studies support observations of 
increased disease activity, damage, and mortality in non-White 
populations (Table 52.2).4

Mortality and Organ Damage
Increased awareness leading to earlier diagnoses, availability, 
and use of immunosuppressive agents and to improved treat-
ment for comorbid diseases has contributed to a dramatic de-
crease in mortality over the past 70 years, with a 5-year survival 
rate of 50% in the 1950s to 96% to 99% currently.5 However, 
all-cause mortality for SLE patients is approximately twofold to 
threefold greater than for non-SLE patients and has not changed 
in the past 2 decades. Like disease susceptibility, mortality is also 
associated with sociodemographic, epidemiologic, clinical, and 
genetic factors. In general, higher mortality rates are associated 
with non-White race, Hispanic ethnicity, low socioeconomic 
status, childhood-onset disease, and male sex. Although mor-
tality causes vary across regions, significant risk is associated 
with increased disease activity (lupus nephritis in particular), 
cardiovascular disease, and infection.3,5 A bimodal distribution 
of death is well recognized; early deaths often result from in-
fections or active disease, whereas deaths occurring later in the 
course of disease are frequently attributed to end-stage organ 
damage and cardiovascular disease. Hydroxychloroquine has 
been associated with increased survival. Other interventions 
that decrease mortality include vaccinations and life-style/ther-
apeutic strategies that reduce risk for cardiovascular disease.

With improved survival, the impact of comorbid conditions 
and medication toxicities has become increasingly important. 
The ACR/SLICC Damage Index (SDI) is a validated instrument 
to measure damage related to disease activity, comorbid illness, 
and/or toxicities of medications that have accrued since SLE di-
agnosis. Damage scores are associated with poorer quality of life 
and increased morbidity and mortality. Renal, musculoskeletal, 
and cardiac domains are consistently the major contributors to 
damage.
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IMMUNOPATHOGENESIS
The immune system is designed to protect the host against for-
eign pathogens and to remove cellular debris without damag-
ing self. With their universal production of immunoglobulin G 
(IgG) autoantibodies and characteristic pathologic findings of 
inflammation, vasculopathy, and immune complex deposition, 
SLE patients display a failure to maintain immune tolerance and 
immune homeostasis. The heterogeneity of disease manifesta-
tions reflects the multiplicity of genetic, hormonal, and immune 
abnormalities and the diversity of environmental triggers or 
modifiers contributing to clinical disease (Table 52.3). Progres-
sion from initial autoreactivity to clinical disease occurs over 
time (Fig. 52.1); the first detectable immune abnormalities are 
either the presence of serum autoantibodies or the increased ex-
pression of interferon (IFN)-inducible genes in blood cells (the 
IFN signature).

It is now recognized that there are two dominant pathways 
involved in disease. The innate immune system is perturbed in 
ways that lead to the immunogenicity of cellular debris and the 
production of high levels of type I IFN. The adaptive immune 
system exhibits hyperactivation of B cells. These two pathways 
intersect. High IFN promotes enhanced B-cell activation. The 
failure to clear apoptotic debris leads to reactivity to cellular 
and especially nuclear antigens. Reciprocally, the increased pro-
duction of IgG ANA leads to nucleic acid–containing immune 
complexes which transport nucleic acids to endosomal Toll-like 
receptors (TLRs) through an Fc receptor–mediated pathway. 

Thus active SLE exhibits perturbations in both innate and adap-
tive immune responses. SLE risk alleles contribute to these per-
turbations. Genes conferring risk for SLE are most abundantly 
expressed in myeloid cells and B cells. Many lead directly to the 
major immune abnormalities in SLE (e.g., the failure in clear-
ance of apoptotic debris, the increase in IFN production, or B-
cell hyperactivity). These observations suggest that B cells and 
myeloid cells may be important drivers of disease. Alterations in 
B-cell tolerance, alterations in antigen presentation to T-effector 
and T regulatory cells (Tregs), and alterations in cytokine pro-
duction are now recognized as central to disease pathogenesis.

Autoantibodies
ANAs are present in more than 98% of patients diagnosed with 
SLE. Their presence is not specific to SLE because they are ob-
served in patients with other autoimmune diseases, malignan-
cies, and viral (hepatitis) and parasitic (malaria) infections, as 
well as in response to environmental triggers such as therapeutic 
agents (see section on Drug-Induced Lupus, later). Furthermore, 
ANAs are found in low titer in 5% of the general population, 
with prevalence increasing with age. Common ANA specifici-
ties found in lupus patients include dsDNA, single-stranded 
DNA (ssDNA), extractable nuclear antigens (Sm, RNP, Ro, and 
La), histones, and chromatin. Specific antibody specificities are 
associated with disease subsets such as anti-Ro antibodies with 
subacute cutaneous and neonatal SLE, anti-dsDNA, and anti-
C1q antibodies with renal disease.6 Most autoantibody titers 
do not correlate with disease activity; anti-dsDNA antibodies 

TABLE 52.1 American College of Rheumatology Criteria for Systemic Lupus Erythematosus

Criteria Description

Malar rash Fixed malar erythema, flat or raised
Discoid rash Erythematous raised patches with adherent keratotic scaling and follicular plugging; atrophic scarring may occur in older lesions
Photosensitivity Skin rash as an unusual reaction to sunlight, by patient history or physician observation
Oral ulcers Oral and nasopharyngeal ulcers, usually painless, observed by physician
Arthritis Nonerosive arthritis involving two or more peripheral joints, characterized by tenderness, swelling, or effusion
Serositis Pleuritis (convincing history of pleuritic pain or rub heard by physician or evidence of pleural effusion)

or
Pericarditis (documented by electrocardiogram or rub or evidence of pericardial effusion)

Renal disorder Persistent proteinuria >0.5 g per day or >3+ if quantification not performed
or
Cellular casts may be red cell, hemoglobin, granular, tubular, or mixed

Neurologic disorder Seizures—in the absence of offending drugs or known metabolic derangements (e.g., uremia, ketoacidosis, or electrolyte 
imbalance)

or
Psychosis—in the absence of offending drugs or known metabolic derangements (e.g., uremia, ketoacidosis, or electrolyte 

imbalance)
Hematologic disorder Hemolytic anemia—with reticulocytosis

or
Leukopenia (<4000/mm3 total on two or more occasions)
or
Lymphopenia (<1500/mm3 on two or more occasions)
or
Thrombocytopenia (<100,000/mm3 in the absence of offending drugs)

Immunologic disorder Anti–double-stranded DNA: antibody to native DNA in abnormal titer
or
Anti-Sm: presence of antibody to Sm nuclear antigenor
Positive finding of antiphospholipid antibodies based on (1) an abnormal serum level of immunoglobulin G (IgG) or IgM anti-

cardiolipin antibodies; (2) a positive test for lupus coagulant using a standard method; or (3) a false-positive serologic test 
for syphilis known to be positive for at least 6 months and confirmed by Treponema pallidum immobilization or fluorescent 
treponemal antibody absorption test

Antinuclear antibodies An abnormal titer of antinuclear antibody by immunofluorescence or an equivalent assay at any point in time and in the absence 
of drugs known to be associated with “drug-induced lupus” syndrome
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yielded approximately 100 SLE-associated susceptibility loci,9

some of which are of relevance in particular ethnic and racial 
groups.

Antigen Presentation
Polymorphisms of major histocompatibility complex (MHC) 
genes determine the peptides of self and foreign antigens pre-
sented within MHC molecules that determine the naïve T-cell 
repertoire. Human leukocyte antigen (HLA)-DR2 haplotypes in 
African American, African, Taiwanese, and Korean populations 
and HLA-DR3 haplotypes in White populations have been as-
sociated with a twofold to threefold increased risk for develop-
ing SLE.10 Associations between anti-Ro antibodies and HLA-
DR3 and anti-La antibodies and HLA-DR25 are consistent with 
the concept of antigen-driven processes involving T-cell recog-
nition. The association of HLA with SLE is not as dominant as 
with other autoimmune disease, suggesting that the T-cell re-
sponse may dictate autospecificity (as earlier), but is less impor-
tant in determining risk of disease.

Impaired Clearance of Apoptotic Debris
Patients with severe deficiencies of C2, C4, and C1q display 
disease risks of 10%, 75%, and 90%, respectively, for SLE.11 Re-
duced uptake of apoptotic cells has been implicated in disease 
initiation in murine models of SLE and is seen histopathologi-
cally in lymph nodes of lupus patients.12

Polymorphisms of mannose-binding lectin (MBL) and C-
reactive protein (CRP)—acute-phase reactants that facilitate 
opsonization and phagocytosis of immune complexes, apoptot-
ic debris, and microbes—also associate with SLE susceptibility.

The Fcγ receptors—FcγR1 (CD 64), FcγRII (CD32), and 
FcγRIII (CD16)—have different binding affinities for IgG and 
immune complexes and different cell-specific expression and 
function. FcγRI, FcγRIIa, and FcγRIIIa and IIIb are all activating 
receptors. Cross-linking these receptors by immune complexes 
results in degranulation, phagocytosis, antibody-dependent cel-
lular cytotoxicity, cytokine gene transcription, and release of 
inflammatory mediators by myeloid cells. Substitutions of one 
or more amino acids in the activating FcγR genes—arginine (R) 
for histidine (H) at position 131 in FcγRIIa and phenylalanine 
(F) for valine (V) at position 158 in FcγRIIIa—results in de-
creased affinity for IgG immune complexes. Because apoptotic 
debris is opsonized by antibody to promote clearance, such de-
ficiencies may lead to immune activation by apoptotic debris. 
FcR polymorphisms may also predict a therapeutic response to 
immunobiologic agents such as rituximab.13,14 In contrast to the 
activating Fc receptors, FcγRIIb is an inhibitory receptor. En-
gagement of FcγRIIb on macrophages and dendritic cells (DCs) 
delivers an inhibitory signal.

Lymphocyte Activation, Proliferation, and Function
Several SLE risk genes have been implicated in the regulation 
and activation of lymphocytes. BLK, LYN, and BANK1 encode 
the tyrosine-kinase proteins Blk and Lyn and B-cell scaffold 
protein with ankarin repeats; all are associated with intracellu-
lar signaling pathways. ETS1 and IKZF1 encode transcription 
factors and are believed to play a role in B-cell differentiation 
and self-tolerance. Cytotoxic T lymphocyte antigen-4 (CTLA-4)   
is upregulated on T cells after activation and dampens inflam-
matory responses. It has a higher affinity than CD28 for B7.1 
(CD80) and B7.2 (CD86), thereby competitively inhibiting 
engagement of CD28 and blocking the costimulatory signal 

are a notable exception. Their fluctuation with disease activity 
suggests a pathogenic role for this autoantibody, and monitor-
ing their titer helps to predict impending disease flare in some 
patients.

The Predisposed Host: Genetic Contributions
SLE is generally a multigenic disease. However, there are a few 
monogenic causes of SLE, such as C1q deficiency. Most disease-
associated alleles are present in healthy individuals as well. Only 
when multiple alleles are present, along with an appropriate en-
vironmental trigger or other genes that are not identified as risk 
alleles, but function together with risk alleles to perturb the im-
mune system, will a lupus-like phenotype arise. Familial disease 
clustering and a higher disease concordance in monozygotic 
than dizygotic twins suggest both an underlying genetic sus-
ceptibility and the importance of environmental or epigenetic 
factors.

Susceptibility genes affect lymphocyte activation, prolifera-
tion and apoptosis, cytokine production, antigen presentation, 
and clearance of apoptotic debris. Many of these genes are 
also implicated in susceptibility to other autoimmune diseases 
(e.g., CTLA4 in Graves disease and type 1 diabetes, PTPN22
polymorphisms in rheumatoid arthritis and type 1 diabetes).7,8

Genome-wide association studies (GWASs) and genome-wide 
linkage analyses have utilized high-throughput techniques 
to study hundreds of thousands of single nucleotide poly-
morphisms (SNPs) in individual patients with SLE and have 

Benign
autoreactivity

Environmental
triggers

Susceptible
host

Antibody/immune complex
deposition in tissue

Cellular infiltration and
 inflammatory response

Clinical disease

Progression of autoimmunity

Tissue destruction,
fibrosis

+

Pathogenic autoantibodies
epitope spreading,

heavy chain class switching

FIG. 52.1 Spectrum of Autoimmunity.

TABLE 52.3 Factors Contributing to 
Autoimmunity
• Genetic factors
• Loss of peripheral tolerance

• B-cell abnormalities
• T-cell abnormalities
• Dendritic cell abnormalities

• Cytokine milieu
• Hormonal influences
• Environmental triggers
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required for T-cell activation. CTLA-4 ligation of B7 also ac-
tivates indoleamine dioxygenase (IDO) expression, an enzyme 
involved in tryptophan metabolism, and diminishes T-cell pro-
liferation. Finally, CTLA-4 is critical for activation of regulatory 
T cells. In CTLA-4−/− mice, an uncontrolled, lethal inflamma-
tory response occurs. CTLA-4 alleles with decreased produc-
tion of soluble CTLA-4 are implicated in the pathogenesis of 
several autoimmune diseases, including Sjögren disease, ulcer-
ative colitis, psoriasis, type 1 diabetes, and multiple sclerosis as 
well as SLE.15

The PTPN22 gene encodes a tyrosine phosphatase that has 
been suggested to downregulate T-cell receptor (TCR) and 
B-cell receptor (BCR) activation, although the precise role 
of PTPN22 in disease pathogenesis remains unresolved. A 
PTPN22 polymorphism resulting in diminished interaction 
with Csk has been reported in SLE and other autoimmune 
diseases, suggesting a common mechanism of immune dys-
regulation. Surprisingly, the PTPN22 risk allele has also been 
associated with reduced type I IFN production by myeloid cells 
after activation of TLR7.

Cross-linking of FcγRIIb and the BCR results in decreased 
intracellular calcium flux with decreased B-cell activation and 
proliferation. The FcγRIIb I232T allele leads to the inability 
of the receptor to enter lipid rafts and associate with the BCR, 
thereby diminishing its ability to perform an inhibitory func-
tion. Dysregulation of FcγRIIb expression on activated memory 
B cells has been reported in SLE patients.14

Cytokine and Chemokine Regulation
IFN regulatory factor 5 gene (IRF5) encodes a critical transcrip-
tion factor in the type I IFN pathway; the IRF5 locus has the 
strongest association with SLE outside of the MHC region. Four 
allelic variants have been identified in multiple ethnically di-
verse populations. These alleles seem to be most important for 
myeloid cell function, even though IRF5 is expressed in numer-
ous cell lineages. Variants of the signal transducer and activator 
of transcription factor 4 protein (STAT4) gene have also been 
associated with SLE susceptibility. Interleukin (IL)-1 receptor-
associated kinase 1 (IRAK1) and methyl-CPG-binding protein 
2 (MECP2) genes are both found on the X chromosome. IRAK1 
regulates multiple pathways in innate and adaptive immune re-
sponses, including the link between immune complexes, TLR 
signaling, and IFN production. Monocyte chemoattractant pro-
tein (MCP)-1 is a potent chemoattractant for monocytes, mem-
ory T cells, and natural killer T cells. MCP-1 expression is up-
regulated in renal tubular cells, and glomeruli and urine levels of 
MCP-1 are increased in patients with active lupus nephritis. An 
MCP-1 polymorphism resulting in increased MCP-1 produc-
tion has been associated with nephritis.16 Polymorphisms in the 
tyrosine kinase-2 (TYK2) gene are associated with increased ex-
pression of type I IFNs (IFN-α, IFN-β) in SLE. IFN-α–regulated 
genes are highly expressed in peripheral blood cells from SLE 
patients compared with healthy controls (the IFN signature).17

IFN-α mediates maturation of DCs and monocytes, increasing 
the capacity for T-cell activation; promotes B-cell differentiation 
and immunoglobulin class switching; and skews to extrafollicu-
lar plasma cell differentiation. However, in two murine models 
of lupus, decreases in type I IFNs unexpectedly led to worsening 
disease, consistent with numerous studies showing that type I 
IFNs have both proinflammatory and antiinflammatory effects 
on innate and adaptive immune responses and suggesting that 
the effect of IFN-α on autoimmunity is complex.

TREX1 encodes a 3′ repair exonuclease that monitors DNA 
synthesis; TREX1 deficiency leads to accumulation of endog-
enous DNA and is associated with increased expression of IFN 
and autoimmunity.

Multiple polymorphisms in the IL10 gene have been report-
ed, with conflicting results with respect to SLE susceptibility. A 
meta-analysis of 15 studies concluded that some IL10 polymor-
phisms do associate with SLE, but their importance is modu-
lated by ethnic background.18

In the NZB/W murine model, a tumor necrosis factor (TNF) 
allele associated with low production is linked with disease, and 
treatment with TNF decreases autoantibody production. Con-
sistent with this observation, TNF blockade for rheumatoid ar-
thritis or inflammatory bowel disease can lead to autoantibody 
production and infrequently to frank lupus. Several polymor-
phisms for genes encoding TNF and lymphotoxin have been 
associated with SLE; these associations are also influenced by 
ethnicity.19

Cell Survival
Fas ligand (expressed on activated T cells) binding to Fas 
(CD95) stimulates a signaling pathway resulting in apoptotic 
death of the Fas-expressing cell. Fas-induced apoptosis of acti-
vated cells contributes to the elimination of autoreactive B and 
T lymphocytes. Lymphopenia in SLE has been associated with 
increased Fas expression on lymphocytes, and Fas and Fas li-
gand alleles have been linked to disease susceptibility.20 Lack of 
Fas expression in mice leads to an SLE-like phenotype, whereas 
lack of Fas expression in humans is associated with a lymphop-
roliferative disease that does not share autoantigen specificities 
and target organs with SLE.

Bcl-2 family genes encode intracellular proteins that are ei-
ther proapoptotic or antiapoptotic. Increased expression of Bcl-
2, an antiapoptotic molecule, leads to a lupus-like serology and 
nephritis in mice with certain genetic backgrounds. Increased 
intracellular levels of Bcl-2 have been reported in SLE. The com-
bination of a Bcl-2 susceptibility allele and IL-10 susceptibility 
allele confers a 40-fold increased risk of SLE, demonstrating 
that infelicitous combinations of risk alleles potentiate risk.21

Target Organ Damage
Only a few genes are known to regulate the vulnerability of target 
organs (e.g., the kidney) to autoimmune attack. In mice, genes 
encoding kallikreins, which upregulate bradykinins, have SLE 
susceptibility alleles. In human studies a risk allele for ABIN1, 
which regulates nuclear factor (NF)-κB activation, can lead to 
greater kidney disease. Two risk alleles of APOL1 are particu-
larly common in African Americans and are thought to contrib-
ute to the increased severity of renal disease in this population.

Epigenetic Contributions
Epigenetic regulation plays a determining role in gene activa-
tion. Major epigenetic influences in SLE involve DNA meth-
ylation at cytosine-guanine nucleotides (CpG methylation) and 
histone posttranslational modifications (lysine acetylation or 
methylation, phosphorylation of serine or threonine, arginine 
methylation).22 SLE susceptibility and autoantibody produc-
tion are associated with DNA hypomethylation.23 Consistent 
with this observation is the fact that several drugs known to 
induce a lupus-like disease (procainamide, hydralazine) also 
cause decreased DNA methylation. A landmark study of high-
throughput analysis of DNA methylation in discordant twins 
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demonstrated greater DNA hypomethylation in the affected 
siblings.24 It is not surprising that genes encoding integrins, 
NGAL, CD40 ligand, IFN-γ receptor, and IL-6 are among the 
hypomethylated genes in SLE. Mechanisms for hypomethyl-
ation remain unclear; decreased efficacy of DNA methyltrans-
ferases (DNMTs) and overexpression of microRNAs (miRNA) 
that interfere with DNMT activity have been proposed.25

Vitamin D has been shown to contribute to the regulation of 
the epigenome. Vitamin D levels are low in many lupus patients, 
but the relationship of vitamin D levels to disease risk or disease 
severity remains controversial.26

Inflammation itself may alter the epigenome; some studies 
suggest that the metabolic modulator metformin can reverse 
some of the inflammation-induced alterations. Recent studies 
show that metformin can reduce murine lupus, although the 
mechanism for this therapeutic effect is not clear.

B Cells
The process of immunoglobulin variable region gene rearrange-
ment produces large numbers of self-reactive B cells. Most B 
cells displaying self-reactive immunoglobulin are deleted cen-
trally in the bone marrow and at subsequent checkpoints in 
the periphery (Fig. 52.2), so the frequency of autoreactive cells 
decreases from approximately 75% in immature B cells in the 
bone marrow to approximately 20% in the mature naïve B-cell 
population in healthy individuals. Many of the autoreactive B 
cells in the naïve population are normally suppressed by anergy 
induction. Several of these checkpoints may be deficient in SLE. 
The IgM autoantibodies made by these remaining autoreactive 
mature naïve B cells are thought to facilitate clearance of apop-
totic cells in a non-immunogenic fashion. When IgM autore-
active antibodies are missing in mice, a lupus-like phenotype 
develops.

B cells differentiate to plasma cells through two distinct 
pathways, extrafollicularly or in the germinal center. Both these 
pathways have been implicated in SLE.

An important peripheral checkpoint for B cells maturing 
through a germinal center pathway is entry into the T-cell–
dependent, long-lived memory compartment. B cells with the 
9G4 idiotype express antibodies encoded by the VH4-34 gene, 
reactive with N-acetyllactosamine (NAL) determinants of gly-
coproteins on blood group antigens targeted by cold aggluti-
nins, gangliosides, gastrointestinal (GI) mucins, glycolipids, and 
CD45 on B lymphocytes.27 9G4 B cells are reported to be present 
in 5% to 10% of the naïve B-cell population in healthy donors 
as well as in the IgM memory compartment. However, 9G4 B 
cells are excluded from the T-cell–dependent IgG memory and 

plasma cell populations, suggesting that these autoreactive cells 
fail to cross a developmental checkpoint after activation in nor-
mal individuals. Evaluation of tonsillar biopsies and spleens 
from healthy donors shows that the frequency of germinal cen-
ters with 9G4-positive cells is less than 1%, implying that nega-
tive selection of autoreactive cells occurs at the transition of na-
ïve to germinal center B cells. In contrast, tonsillar biopsies from 
SLE patients demonstrate that 15% to 20% of germinal centers 
are positive for autoreactive 9G4 B cells. This study and others 
suggest that checkpoints exist for entry into and egress from the 
germinal center response and that these may be altered in SLE.

It is clear that some pathogenic autoantibodies are not de-
rived from natural autoantibodies. Back mutation of several 
anti-DNA antibodies to their germline-encoded precursors has 
identified non-autoreactive precursors. The failure of censoring 
mechanisms in germinal centers to prevent the maturation of 
autoreactive cells may reflect intrinsic B-cell abnormalities or 
abnormalities in costimulatory molecules, cytokines (e.g., B 
cell–activating factor [BAFF]; see later), follicular DCs, or T-
cell, B-cell interactions.

An alternative model recently put forth is that more B cells 
differentiate to IgG plasma cells in SLE patients, leading to 
greater antibody production rather than defects in specific tol-
erance checkpoints in SLE patients.28

B lymphocyte stimulator (BAFF; also known as BLyS) is a 
member of the TNF family and participates in B-cell matura-
tion and survival. BAFF enhances survival of B cells through 
engagement of several receptors (BCMA, BAFF-R, and TACI). 
High levels of this cytokine allow survival of autoreactive B cells 
in mice, resulting in a lupus-like disease.29 Evidence supporting 
a role for BAFF in autoreactive B-cell rescue and human SLE in-
cludes the elevated levels seen in lupus patients, associations of 
BAFF levels with autoantibody titers, and, in some reports, cor-
relations with disease activity. Belimumab, a monoclonal anti-
body directed against soluble BAFF, has been shown to increase 
the percentage of anergic ANA-positive B cells in SLE patients.

Interactions between CD40 (B cell) and CD40 ligand 
(CD40L, T cell) are essential for B-cell proliferation, differen-
tiation of memory cells into plasma cells, and germinal center 
formation. Immature autoreactive B cells can be rescued from 
antigen-induced apoptosis by engagement of CD40 or by IL-4. 
SLE T and B cells have upregulated CD40L, a critical molecule 
to mediate B-cell rescue. The combination of IL-17 and BAFF 
facilitates B-cell proliferation and maturation.30 This combina-
tion can serve as an alternative stimulatory signal for B-cell ac-
tivation and can replace CD40/CD40L interactions. Therefore 
in a permissible and proinflammatory cytokine milieu, B-cell 

Immature Bone marrowTransitional 1 B cells

Transitional 1 SpleenTransitional 2 B cells

Transitional 2 SpleenMature/naïve B cells

Mature/naïve Spleen/lymph nodesGerminal center/long-lived plasma cells

Short-lived plasma cells

? Pathogenic autoantibodies

FIG. 52.2 Autoreactive B-Cell Checkpoints. There are tolerance checkpoints at every stage of B-cell activation and maturation. How 
many checkpoints need to be breached to achieve a pathogenic state and clinical disease is not known.
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activation and autoantibody production may occur in the ab-
sence of cognate T-cell help.31 These studies are consistent with 
the increased numbers of plasmablasts and class-switched 
CD27-negative B cells in blood of lupus patients.

B cells are efficient antigen-presenting cells; B cells with 
self-reactive specificity that have escaped tolerance are likely to 
present self-antigen to autoreactive T cells. This may explain, 
in part, the beneficial effects of treatment with rituximab, a B 
cell–depleting drug, in SLE even as autoantibody levels remain 
largely unaffected.

Hyperactive B-cell responses to immunologic stimulation 
are implicated in the production of pathogenic antibodies. SLE 
B cells have increased intracellular Ca2+ flux in response to BCR 
signaling,31 partially due to FcγRIIb dysfunction (Ile 232 Thr).32

The intracellular protein tyrosine kinase Lyn has both posi-
tive and negative effects on BCR signaling. Decreased expres-
sion of Lyn results in increased intracellular Ca2+ flux and B-cell 
hyperactivity. Correspondingly, Lyn expression is decreased in 
resting and activated B cells in one-half to two-thirds of SLE 
patients.

A new B-cell subset has been identified, the so-called age or 
autoimmunity-associated B cells (ABCs). This subset is expand-
ed in patients with SLE. It is dependent on TLR activation, and 
some studies suggest it is a major source of autoantibodies.33

Neutrophils
An important link exists between neutrophils and autoimmu-
nity. Neutrophil extracellular traps (NETs) are chromatin fila-
ments released from neutrophils to trap microbes. NETs also 
contain neutrophil peptides, including neutrophil-encoded an-
timicrobial peptide LL37 (cathelicidin). Anti-DNA antibodies 
bind to DNA in NETs and are potent TLR9 stimulants, resulting 
in production of IFN-α by plasmacytoid DC (pDC).34 More-
over, anti-RNP antibodies induce “NETosis” in a process that 
is dependent on TLR7 and FcγRIIa signaling.35 These studies 
confirm earlier work that described a “granulocyte signature” 
with significant upregulation of granulocyte-specific transcripts 
within peripheral blood mononuclear cells in pediatric SLE 
patients.36

Dendritic Cells
DCs recognize pathogens through membrane pattern recog-
nition receptors (PRRs) and are a critical component of the 
immune system connecting innate and adaptive immune re-
sponses.37 They can be tolerogenic or immunogenic due to their 
high expression of costimulatory molecules. DCs function nor-
mally as surveillance cells, phagocytizing cellular debris and 
determining whether there is cause for alarm. PRRs on DCs 
bind pathogen-associated molecular patterns (PAMPs) and 
damage-associated molecular patterns (DAMPs) that are pres-
ent in sterile inflammation. After internalization of the PAMPs 
or DAMPs, endosomal TLRs are activated by nucleic acids and 
other ligands. Enhanced IFN-α in SLE pathogenesis is now well 
described. The primary cells responsible for IFN-α production 
are pDCs. TLR7 or TLR9 activation with RNA and DNA, respec-
tively, induces immature DCs to differentiate to immunocom-
petent, IFN-α–producing DC that have wide-reaching effects 
on T cells, B cells, neutrophils, and monocytes. Of note, type 
I IFN increases plasmablast differentiation favoring short-lived 
plasma cells over germinal center–matured long-lived plasma 
cells. pDCs have been demonstrated in skin and renal lesions, 
and upregulation of the “IFN signature” is observed in many, 

but not all, SLE patients and has been associated with disease 
activity. A number of susceptibility genes identified through 
GWASs are associated with IFN pathways in SLE.

T Cells
T cells are critical in the abrogation of self-tolerance by provid-
ing help to autoreactive B cells and facilitating the production 
of somatically mutated, high-affinity, pathogenic autoantibod-
ies. Lupus patients can exhibit T cell phenotypes consisting of 
increased numbers of CD3+CD4−CD8− T cells, increased Th17 
cells, T-follicular helper (Tfh) cells, and decreased numbers or 
function of Tregs.38 In addition, lupus T cells display increased 
expression of activation markers and abnormal TCR signaling 
responses. A substitution of TCR ζ-chain by the γ-chain of the 
Fc receptor results in increased intracellular influx of Ca2+ after 
TCR stimulation and a concomitant decrease in IL-2 produc-
tion, disfavoring the induction of Tregs.

Self-tolerance is maintained in part by the suppressive ac-
tions of Tregs. “Natural” Tregs arise de novo in the thymus, 
whereas “induced” Tregs evolve from naïve T cells exposed to 
IL-2 and transforming growth factor (TGF)-β in the periphery. 
These cells are characterized by high surface expression of the 
IL-2 receptor α-chain, CD25, and high levels of FOXP3 intra-
cellularly. Tregs act together with tolerogenic DC to maintain 
a steady state of immature DCs. In contrast, effector T cells can 
secrete IFN-γ and IL-17 that promote immature DC differentia-
tion to immunogenic DCs capable of secreting IL-1, IL-6, IL-12, 
and TNF and activating autoreactive T cells, thereby establish-
ing a feedback loop with impaired Tregs and activation of au-
toreactive T cells.39 Studies demonstrate alterations in Tregs in 
patients with SLE. Some have demonstrated reduced numbers 
and altered function of peripheral CD4+CD25+FOXP3+ cells 
in patients with active disease, whereas others fail to identify a 
defect.40 SLE and some other autoimmune diseases are charac-
terized by an expanded population of CD4−CD8− (double nega-
tive) T cells that produce IL-10; some believe these are autoreac-
tive T cells.41

HORMONAL INFLUENCES
The most compelling evidence for the role of sex hormones in 
SLE is the observation that lupus preferentially affects women 
of childbearing age. The female-to-male ratio is 2:1 before men-
arche, 8 to 9:1 in the fourth decade, and 2:1 after menopause. 
Numerous case reports and studies of disease flares correlating 
with pregnancy, menstruation, and use of oral contraceptives 
containing high doses of estrogen suggest a role for estrogen in 
disease activity. A significant correlation between plasma lev-
els of estradiol, increased α-hydroxylation of estrogen in SLE, 
yielding the more active metabolite 16α-hydroxyestrone, and 
clinical disease activity is also reported.42 No significant differ-
ences in levels of sex hormones (including estrogen, testoster-
one, prolactin) are noted in male SLE patients, suggesting that 
the development of SLE in females may be more closely related 
to sex hormones than in men. Randomized controlled studies 
of estrogen in SLE suggest that the use of exogenous estrogen 
in patients with stable disease may be safe; however, a subset of 
patients appears to have an estrogen-sensitive disease. Mild to 
moderate flare rates were significantly increased in postmeno-
pausal women treated with hormone replacement therapy.

Most of what we understand about hormonal modulation 
of B-cell development comes from mouse studies.43 Estrogen 
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treatment of NZB/W and MRL/lpr mice or castration of male 
lupus-prone mice exacerbates disease, whereas oophorectomy 
of female mice ameliorates disease. Treatment of lupus-prone 
mice with the selective estrogen receptor modulator tamoxifen 
also ameliorates disease.

Estrogen and prolactin promote the loss of B cell tolerance 
in nonautoimmune mice. Estrogen results in diminished B-
cell responsiveness to BCR cross-linking and in less stringent 
negative selection. In addition, estrogen has also been reported 
to inhibit activation-induced T-cell death by downregulation 
of Fas ligand expression, thereby permitting increased num-
bers of autoreactive T cells.44 Emerging data suggest that es-
trogen receptor signaling promotes differentiation of DC into 
immune-competent DC through increased expression of the 
transcription factor IRF4.45

Elevated prolactin levels are reported in 20% of patients 
with SLE, and increased prolactin exposure in lupus-prone 
mice exacerbates disease activity. Treatment of patients with 
bromocriptine yielded equivocal results, whereas treatment of 
NZB/W lupus mice with bromocriptine results in improved 
survival. Transmembrane prolactin receptors are present on a 
variety of cells, including T and B cells. Upregulation of both 
Bcl-2 and CD40 on B cells and CD40L on T cells occurs in re-
sponse to prolactin, suggesting pathways that may be involved 
in the prolactin-mediated rescue of autoreactive B cells.

Data on the microbiome demonstrate that sex hormones can 
modulate its composition. Studies in murine lupus suggest that 
androgens generate a microbiome that prevents the develop-
ment of lupus, whereas estrogen maintains a disease-permissive 
microbiome. Studies of the microbiome in human disease are 
just beginning.46

CLINICAL MANIFESTATIONS

The prevalence of the diverse clinical and laboratory features 
of lupus varies in published reports (see Table 52.2). Both ge-
netic and environmental factors are likely to account for much 
of the variability between cohorts. Characteristics of published 
cohorts, including inception versus long-standing lupus co-
horts, community versus academic settings, socioeconomic fac-
tors, and ascertainment differences are also likely to contribute 
to observed differences in the prevalence of clinical manifesta-
tions. Over time, the course of lupus is characterized by disease 
flares and remissions.

The most common features of lupus are constitutional and 
include fatigue, malaise, low-grade fever, anorexia, and lymph-
adenopathy. These symptoms are believed to result from el-
evated serum levels of inflammatory cytokines and may ac-
company other organ system manifestations of active disease, 
or may occur in isolation. Although frequent, these symptoms 
are nonspecific and do not aid in making the diagnosis of SLE. 
Symptoms of fatigue and malaise may also represent fibromyal-
gia, which can co-occur with SLE or confound the diagnosis.47

Musculoskeletal Involvement
The musculoskeletal system is the most common organ system 
affected in SLE; joint pain is the presenting symptom in approx-
imately 60% to 70% of patients, and 85% have joint involvement 
after 5 years.48

Arthritis and Arthralgia
The pattern of joint involvement is usually symmetric, affecting 
the small joints of the hands, wrists, and knees. Large joint or 
monoarticular involvement is less typical. In contrast to rheu-
matoid arthritis, morning stiffness is typically limited to sev-
eral minutes. Frequently, the subjective complaints of pain are 
greater than the objective findings of warmth, swelling, and ery-
thema and must be distinguished from concomitant fibromyal-
gia. Lupus arthritis is characteristically nonerosive on x-ray and 
nondeforming. Anticyclic citrullinated peptide antibodies occur 
frequently in the rare patients with erosive arthritis. Some lupus 
patients develop a nonerosive hand deformity with hypermobile 
joints secondary to tendon and ligamentous laxity (Jaccoud ar-
thritis) (Fig. 52.3). Proliferative tenosynovitis, synovitis, small 
erosions not detectable on plain radiographs, capsular swelling, 
and bone marrow edema are features of joint and soft-tissue in-
volvement that may be seen on MRI. Although sensitive tech-
niques, the role of ultrasound and MRI in the evaluation and 
management of musculoskeletal symptoms is not established.

Joint effusions, when they occur, are usually small. The fluid 
is clear yellow with normal viscosity and forms a mucin clot. It 
is typically noninflammatory with a normal glucose level and 
a white blood cell (WBC) count of less than 2000 cells/mL that 
is predominantly lymphocytic. ANA performed on the syno-
vial fluid may be positive, and lupus erythematosus (LE) cells 
may be present. Synovial fluid complement levels can be nor-
mal or depressed. Synovial histology in lupus is not specific 
and shows synovial hyperplasia with fibrin deposition and mi-
crovascular changes that include perivascular infiltrates in the 
majority of cases.

CLINICAL PEARLS
• Systemic lupus erythematosus (SLE) is a systemic disease with the 

potential to affect any organ system.
• Not all symptoms experienced by a patient with SLE are from SLE-

disease activity. Attribution is critical to determine before initiation of 
treatment. The differential diagnosis of a lupus flare mandates consid-
eration of infection, drug toxicities, or other etiologies.

• Corticosteroid exposure should be minimized.
• Use of aggressive treatment must be balanced against associated 

toxicities.
• SLE patients accumulate damage from both repeated episodes of 

inflammatory disease and medication toxicities. Prompt recognition 
and appropriate treatment of disease flares should result in reduced 
exposure to corticosteroids and immunosuppressive agents.

• SLE patients are at increased risk of developing atherosclerotic dis-
ease, osteoporosis, malignancy, diabetes mellitus, and hypertension. 
It is essential to screen for and reduce modifiable risk factors. 

• Continued heightened awareness of systemic lupus erythematosus 
to shorten the time between onset of symptoms and diagnosis is 
needed to improve outcomes.

• Lupus is a disease characterized by recurrent flares.
• Attentive monitoring, even during periods of disease remission, leads 

to early recognition of impending flare, better control, and better prog-
nosis.

• Lupus is a chronic disease; the importance of a therapeutic partner-
ship between physicians and patients, emotional/social support, and 
patient education cannot be overemphasized.

• Advances in understanding mechanisms of disease pathogenesis 
correspond to advances in treatment strategies and development of 
therapies with improved efficacy and safety profiles. 

KEY CONCEPTS
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Tendinitis
Tendinitis is not usually attributed to SLE unless associated 
with tendon rupture. When present, it is usually located in 
the Achilles tendon or the tendons around the knee. Tendon 
ruptures are more common in males and have been associated 
with trauma, steroid use, long disease duration, and Jaccoud 
arthropathy.49 Biopsy shows a mononuclear infiltrate with ten-
don degeneration and neovascularization. The diagnosis can 
be easily made by ultrasound or magnetic resonance imaging 
(MRI).

Myositis/Myalgia
Generalized myalgia is extremely common in lupus. It frequent-
ly affects the deltoids and quadriceps and occurs during flares 
of active disease. Muscle disease secondary to treatment with 
corticosteroids, statins, and antimalarials or in association with 
hypothyroidism is also frequent and must be considered in the 
evaluation of a lupus patient with myalgia. Inflammatory muscle 
disease with weakness and an elevated creatine phosphokinase 
is less common, occurring in approximately 10% of lupus pa-
tients.47 Electromyography can be normal or can be characteris-
tic of the myositis observed in polymyositis or dermatomyositis. 
Muscle biopsy can also be normal or can show changes associ-
ated with dermatomyositis such as a perivascular or perifascicu-
lar infiltrate and immunoglobulin and complement deposition. 
Muscle atrophy, fiber necrosis, microtubular inclusions, and/or 
a mononuclear infiltrate have been documented. MRI findings 
are nonspecific.

Avascular Necrosis
Avascular necrosis (AVN) has been reported in up to 30% of 
lupus patients, is frequently asymptomatic, and is detected by 
MRI.50 The most commonly affected site is the femoral head. 
Groin pain exacerbated with weight bearing is a common   
complaint. In addition to the hip, AVN can involve the knees, 
shoulders, and wrists. The majority of AVN is associated 
with previous administration of high doses of corticosteroids 
(>30 mg/day), vitamin D deficiency, minority ethnicity, hyper-
tension, and renal disease. Disease activity, independent of cor-
ticosteroid exposure, is an additional risk factor in patients with 
early lupus.51 Bone biopsy in lupus patients affected by AVN 
does not reveal unique findings.

Mucocutaneous Manifestations
Skin: Classification and Pathogenesis
Cutaneous lupus erythematosus (CLE) occurs commonly, up to 
70% of the time, in the context of SLE. It consists of a wide va-
riety of lesions from the characteristic malar erythema to severe 
bullous lupus and scarring discoid lesions. Although rarely life 
threatening, CLE can be disfiguring and contributes substan-
tially to depressive symptoms and diminished life quality.52,53

The 2012 SLICC classification criteria include 10 mucocutane-
ous lesions not included in the 1997 ACR criteria, making care-
ful appraisal and attribution of these lesions critically important 
because they contribute substantially to SLE diagnosis. Skin 
lesions are generally categorized as acute cutaneous lupus ery-
thematosus (ACLE), subacute cutaneous lupus erythematosus 
(SCLE), and chronic cutaneous lupus erythematosus (CCLE).54

Genetic associations include HLA haplotypes and SNPs, most 
of which may contribute to CLE pathogenicity through dys-
regulated antigen presentation, IFN response, and apoptosis 
regulation.55,56 Known triggers for CLE include ultraviolet (UV) 
light (UVA and UVB), infections, and drug reactions, the most 
common of which arise from angiotensin-converting enzyme 
inhibitors, calcium channel blockers, beta blockers, antifun-
gal agents, and TNF inhibitors. UV light induces DNA strand 
breaks in keratinocytes, resulting in apoptotic cell death and 
providing a rich source of autoantigen (e.g., Ro52 antigen). SLE 
patients have increased numbers of apoptotic keratinocytes af-
ter exposure to UV light, and these apoptotic cells have been 
identified in the basal layer of CCLE lesions. Particularly in a 
setting of impaired ability to clear apoptotic debris, the abun-
dance of autoantigen, including endogenous RNA and DNA, 
provides stimuli for autoreactive T and B cells and recruitment 
of pDC with ensuing production of proinflammatory cytokines, 
chemokines, and TGF-β, which contributes to fibrosis and scar-
ring.55 Infiltrating pDCs have been identified in a majority of 
CLE lesions within perivascular inflammatory dermal nodules 
and at the dermal-epithelial junction in severely damaged skin 
in association with cytotoxic T cells.57 Transcript analysis of le-
sional skin in CCLE demonstrates a paucity of Tregs with in-
creased numbers of T helper 1 (Th1), IFN-γ–producing cells, 
and increased type I IFN signature.58 Increased NETs extruded 
from dying neutrophils are also seen in CLE lesions. The DNA 
in NETs and UV-oxidized DNA is resistant to enzymatic deg-
radation and may contribute to ongoing pDC activation and 
IFN-α production through TLR activation.

Recent molecular profiling of DLE and SCLE lesional biop-
sies has demonstrated significant similarity between both CLE 
subtypes in differentially expressed type I IFN pathway genes 
and in repression of epidermal growth factor receptor (EGFR) 
pathways, suggesting underlying pathobiologic similarities be-
tween phenotypically different clinical subtypes.58

Autoantibodies are frequently identified in the dermal-
epidermal junction and may facilitate antibody-dependent 
cell-mediated cytotoxicity. However, their contribution to CLE 
pathogenesis is unclear except for the significant association 
between anti-Ro/SSA antibodies and SCLE.59 The lupus band 
test (LBT) refers to the deposition of immunoglobulin (IgG, 
IgM, and/or IgA) and/or C3 along the dermoepidermal junc-
tion. Approximately 25% of normal individuals display weak 
IgM staining at the dermoepidermal junction, whereas 70% to 
80% of SLE patients have a positive LBT in sun-exposed, non-
lesional skin. Examination of non-lesional skin in SLE has also 

FIG. 52.3 Jaccoud Arthritis in Systemic Lupus Erythematosus.
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demonstrated presence of a keratinocyte IFN signature and 
Langerhans cell depletion, suggesting an underlying propensity 
for inflammation.55

Acute Cutaneous Systemic Lupus Erythematosus
ACLE includes malar rash, bullous lupus, toxic epidermal 
necrolysis (TEN) variant, maculopapular lupus rash, and pho-
tosensitivity. Malar rash is the most common ACLE lesion, 
typically occurring across the cheeks and nose but sometimes 
including the forehead and chin, sparing the nasolabial folds 
(unlike seborrheic dermatitis) (Fig. 52.4). It usually begins as 
small discrete erythematous macules or papules that coalesce 
with or without facial swelling, is frequently associated with sun 
exposure, and heals without scarring. The differential diagnosis 
includes acne rosacea, seborrheic dermatitis, erysipelas, derma-
tomyositis, and contact dermatitis. Microscopic analysis reveals 
a sparse inflammatory lymphocytic dermatitis with occasional 
histiocytes engulfing nuclear debris resembling LE cells found 
close to the dermoepidermal junction. Immunofluorescent 
staining for complement components and immunoglobulin 
at the dermoepidermal junction is positive in 70% to 80% of 
patients.

Subacute Cutaneous Systemic Lupus Erythematosus
This distinctive rash is mostly diagnosed in White populations. 
It consists of erythematous papules and plaques, with or with-
out adherent pityriasiform scaling, that erupt on the extremi-
ties and trunk, usually sparing the head and neck. These non-
scarring lesions may assume an annular polycyclic form with 
central pallor and tiny vesicles at the active margins and can be 
mistaken for erythema multiforme. The differential diagnosis 
includes psoriasis, polymorphic light eruption, and tinea cor-
poris. SCLE is exacerbated by UV light and a growing list of 
medications, including thiazides and calcium channel blockers. 
Biopsy reveals a lymphocytic dermatitis confined to the superfi-
cial and mid dermis, frequently with associated dermal edema, 
mucinosis, and degenerating keratinocytes. From 60% to 90% 
of SCLE patients have circulating anti-Ro antibodies; however, 
they are also deposited in non-lesional skin.

Chronic Cutaneous Systemic Lupus Erythematosus
CCLE includes discoid lupus erythematosus (DLE), verrucous 
lupus, panniculitis, tumidus, and chilblain lupus. DLE is the 
most common form of CCLE. Lesions and are usually localized 
to the head and neck in photo-exposed areas (Fig. 52.5) and are 
typically circular, vary in size, and scar with significant disfig-
urement. Early lesions appear as erythematous plaques with 

or without follicular hyperkeratosis, plugging, and scale and 
progress to scarring annular lesions with an erythematous, in-
durated border, adherent scale, and a central area with atrophy 
and telangiectasias. There are no autoantibody associations with 
DLE, and only 5% of patients with DLE develop systemic lupus. 
High-titer ANA, Raynaud phenomenon, and the presence of 
arthralgias may identify patients at risk for systemic evolution. 
Histopathology characteristically reveals a lymphocytic inter-
face dermatitis with CD4 lymphocytes and pDCs involving fol-
licles and epidermis. There is vacuolar degeneration of the basal 
layer of epidermal keratinocytes and prominent keratotic fol-
licular plugging. Dermal mucin deposition is also present, and 
there is usually dense granular deposition of immunoglobulin 
(predominantly IgG) and C3 at the dermal-epidermal junction.

Lupus profundus typically presents as firm, tender, deep 
subcutaneous nodules that may atrophy over time. Overlaying 
epidermal changes include DLE, ulcerations, and dystrophic 
calcification. Biopsy reveals a lobular panniculitis with patchy 
lymphoplasmacytic infiltrate in subcutaneous fat lobules. Pan-
niculitis (10% to 20% of patients) must be differentiated from a 
subcutaneous T-cell lymphoma, erythema nodosum, pancreatic 
panniculitis, and morphea.

Nonspecific skin lesions reported in SLE are typically seen 
during disease flares and are associated with greater disease 
severity. These lesions include, but are not limited to, cuta-
neous vasculitis (Fig. 52.6), urticaria, Raynaud phenomenon, 
livedo reticularis, alopecia, sclerodactyly, calcinosis cutis, at-
rophie blanche, bullous lesions, erythema multiforme, and leg 
ulcers.

FIG. 52.5 Discoid Lesion in Systemic Lupus Erythematosus.

FIG. 52.6 Cutaneous Vasculitis Affecting the Hands in a Pa-
tient With Active Systemic Lupus Erythematosus.

FIG. 52.4 Malar Rash in a Systemic Lupus Erythematosus 
Patient.



667CHAPTER 52 Systemic Lupus Erythematosus

Hair and Nail
Different patterns of hair loss occur in SLE.60 Scarring alope-
cia with permanent hair loss is associated with DLE, and biopsy 
shows typical DLE infiltrates with interface dermatitis and im-
munofluorescence that differentiates it from other common 
forms of scarring alopecia. Patchy or diffuse non-scarring alo-
pecia is frequently associated with disease activity and is SLE-
specific according to the 2012 SLICC criteria for SLE. Although 
clinically it may appear similar to alopecia universalis, anagen, 
or telogen effluvium, SLE-related non-scarring alopecia is dis-
tinguished histologically by interface dermatitis, obscuring of 
the dermoepidermal junction with inflammatory cells. Non-
scarring alopecia resolves with complete hair regrowth with 
control of disease activity.

A wide spectrum of nail abnormalities, including pitting, 
ridging, onycholysis, and dyschromia with blue or black hyper-
pigmentation, is reported in up to 30% of SLE patients, but none 
are lupus specific. Nail fold erythema with ragged cuticles and 
splinter hemorrhages resembling the changes of dermatomyosi-
tis are common.

Oral Lesions
The spectrum of oral lesions reported in SLE includes cheilitis, 
ulcerations, erythematous patches, lichen planus–type plaques 
on the buccal mucosa and palate, and DLE.61 Most oral lesions 
are asymptomatic. Positive immunofluorescent staining on bi-
opsy may be useful to differentiate DLE from lichen planus–like 
lesions and leukoplakia. Lupus mucosal ulcerations demon-
strate an interface mucositis and not leukocytoclastic vasculitis.

Gastrointestinal Manifestations
GI symptoms occur commonly in SLE, with reported inci-
dences of 15% to 75%; attribution is critical because at least half 
are attributable to side effects of medications and to infectious 
complications.62–64

Esophagus
The prevalence of esophageal involvement varies. Dysphagia 
and heartburn are reported in approximately 50% of patients, 
although many reviews citing high incidences of dysphagia and 
odynophagia predate the advent of proton pump inhibitors and 
H2 blockers, and the relationship of medication use to symptoms 
is not clear. Esophageal dysmotility is observed in up to 70% and 
is attributed to an inflammatory process involving esophageal 
muscle or vasculitic damage to the Auerbach plexus. Ulceration 
is rarely seen outside the context of infections such as invasive 
candidiasis, herpes simplex, or cytomegalovirus. SLE patients 
with secondary Sjögren syndrome may have salivary gland dys-
function, resulting in decreased saliva contributing to dysphagia.

Abdominal Pain/Vasculitis
Acute abdominal pain is common in SLE with reported inci-
dences as high as 40%. The differential diagnosis includes intes-
tinal vasculitis (lupus enteritis, mesenteric vasculitis) (45.5%), 
pancreatitis (10.8%), hepatobiliary disease (18.8%), and intes-
tinal pseudo-obstruction (IPO) (3.3%).65 The most catastrophic 
and potentially fatal GI disturbances are related to ischemia 
of the small and large intestines resulting from medium- and 
small-vessel vasculitis or thrombotic complications of APL 
antibodies. Approximately half of SLE patients with acute ab-
dominal pain will have intestinal ischemia; associated mortal-
ity is high, so early consideration and intervention are critical. 

Lupus enteritis and mesenteric vasculitis are frequently associ-
ated with active disease elsewhere, whereas SLE patients with 
inactive disease and acute abdominal pain will likely have intra-
abdominal pathology unrelated to SLE. The clinical presentation 
may be acute, severe abdominal pain or an insidious, stuttering 
course with nausea, vomiting, bloating, diarrhea, postprandial 
fullness, anorexia, and weight loss. Mesenteric vasculitis pref-
erentially affects the superior mesenteric artery, involving the 
small intestine more commonly than the large bowel. Vasculitis 
can also occur in the esophagus, stomach, peritoneum, rectum, 
gallbladder, pancreas, and liver. Computed tomography (CT) 
and/or magnetic resonance with or without angiography are the 
preferred imaging tests for evaluation of abdominal pathology; 
the radiographic signs of intestinal ischemia do not differ based 
on pathogenesis.

In cases with an insidious clinical course, endoscopy and 
colonoscopy may provide evidence of ischemia demonstrating 
ulcerating or heaped-up lesions with overt vasculitis on biopsy. 
The lesions are segmental and focal. Histologically, there is a 
small-vessel arteritis and venulitis with neutrophilic, lympho-
cytic, and macrophage infiltrates and fibrinoid necrosis of the 
vessel walls, associated thrombosis, and mononuclear infiltrate 
in the lamina propria. There may be immunoglobulin, C3, and 
fibrin deposition in the adventitia and media.

Intestinal Pseudo-obstruction
Although rare, SLE-associated IPO (SLE-IPO) may be the ini-
tial manifestation of SLE. Clinical symptoms (abdominal pain 
and distension with diminished or absent peristalsis) and ra-
diographic findings of SLE-IPO mimic those of mechanical   
obstruction. Distinguishing features of SLE-IPO include con-
comitant active SLE in other organ systems and associations 
with hematologic cytopenias, hypocomplementemia, and sero-
sitis. Findings of coexisting ureterohydronephrosis and hepato-
biliary dilatation in the absence of obstructing lesions suggest 
underlying smooth muscle dysmotility associated with vasculi-
tis or autonomic nervous system dysfunction. Poor prognosis is 
associated with older age at SLE diagnosis, GI symptoms as the 
initial SLE manifestation, longer disease duration, and delayed 
diagnosis of IPO.63

Peritonitis
Symptomatic lupus peritonitis is seen in only 10% of patients, 
despite evidence of peritoneal inflammation in greater than 60% 
of autopsy studies. Acute peritonitis may be attributed to peri-
toneal vasculitis or ischemia and presents with abdominal pain 
(see earlier). The finding of ascitic fluid by CT scan or ultrasound 
mandates an evaluation of the fluid to exclude infection and ma-
lignancy. Rarely, ascites may be attributable to hepatic or por-
tal vein thrombosis. Chronic peritonitis characterized by large 
amounts of painless ascites attributable to SLE and not to heart 
failure, constrictive pericarditis, or severe hypoalbuminemia 
due to nephrotic syndrome, liver disease, or a protein-losing 
enteropathy (PLE) is rare. In lupus peritonitis, the ascitic fluid 
is generally exudative with a predominance of lymphocytes; LE 
cells, autoantibodies, and low complement levels are frequent. 
On biopsy, the peritoneum is usually edematous; it is sometimes 
hemorrhagic with lymphocytic perivascular infiltrates.

Pancreatitis
Pancreatitis attributable to SLE is rare, occurring in 8% to 11% 
of patients with abdominal pain and having an annual reported 
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incidence of 1/1000 or less. Although both corticosteroids and 
azathioprine can trigger pancreatitis, 34% of reported cases 
are not on these medications at the onset of pancreatitis, and 
most patients respond to steroid therapy. The clinical presenta-
tion and diagnosis of pancreatitis are similar in patients with 
and without SLE. Specific findings in SLE include leukopenia, 
thrombocytopenia, and anemia. Inflammation and necrosis 
are common on biopsy; pathophysiology has been attributed to 
vasculitis, APL-related thrombosis of pancreatic vessels, and in-
timal thickening of pancreatic arterial walls with immune com-
plex deposition.62 Mortality rates are reported from 18% to 27%; 
poor outcome is associated with increased systemic SLE activity 
(particularly, low complement, and thrombocytopenia).

Liver
The term “lupoid hepatitis” was coined in the 1950s to describe 
cases of young women with chronic active hepatitis character-
ized by a lymphoplasmacytic infiltrate on biopsy, hypergamma-
globulinemia, and a positive LE cell test in the blood. With the 
development of ANA testing, it became apparent that “lupoid” 
and “chronic active hepatitis” were indistinguishable in terms of 
clinical presentation, pathology, and response to treatment, and 
the term “autoimmune hepatitis” (AIH) was endorsed in 1993.66

Importantly, only 10% of AIH patients meet criteria for SLE, and 
2.4% to 4.7% of SLE patients have noninfectious “lupus hepa-
titis” (LH).64 Mild/moderate transaminitis is reported in up to 
55% of patients; however, medication-related effects, infection, 
venous congestion related to cardiopulmonary disease, hemoly-
sis, myositis, and veno-occlusive disease must all be considered 
prior to SLE attribution. The distinction between subclinical LH 
and AIH is important because therapy and prognosis are differ-
ent. LH is associated with mild enzyme abnormalities, whereas 
AIH is a progressive disease frequently leading to hepatic failure. 
Both conditions share a predilection for young women, and both 
demonstrate features of autoimmunity, including hypergam-
maglobulinemia, arthralgias, and serum autoantibodies. Histo-
logically, LH biopsies reveal lobular and periportal lymphocytic 
infiltrates, in contrast to the periportal and piecemeal necrosis 
with dense lymphocytic infiltrates seen in AIH with progression 
to panlobular or multilobular necrosis and cirrhosis. Serologi-
cally, antibodies to ribosomal P (51%), dsDNA (70%), and Ro 
(60%) have been associated with LH, whereas AIH is associated 
with antibodies to liver and kidney microsomes. Anti–smooth 
muscle antibodies are observed in 60% to 80% of patients with 
AIH, compared with 30% of patients with LH. Although both 
have a favorable response to steroids, AIH usually requires ad-
ditional immunosuppressive agents.66

Distinguishing LH from hepatitis C virus (HCV) can be dif-
ficult. Up to 30% of patients chronically infected with HCV have 
low titers of ANA and other autoantibodies (anti-DNA, anticar-
diolipin antibodies, and rheumatoid factor). They can also have 
cryoglobulins and associated cryoglobulinemic vasculitis. It is 
necessary to confirm a positive enzyme-linked immunosorbent 
assay (ELISA) for HCV with polymerase chain reaction (PCR) 
in patients presenting with arthritis, cutaneous vasculitis, and 
a positive ANA, because SLE patients may have false-positive 
serologic tests for HCV.

Protein-Losing Enteropathy
Profound hypoalbuminemia in the absence of severe nephrotic 
syndrome, liver disease, or constrictive pericarditis should trig-
ger concern for PLE. The most common clinical presentations 

are related to hypoalbuminemia and include peripheral edema 
(94%), ascites (58%), pleural effusion (54%), and pericardial 
effusion (24%).63 Clinically significant PLE is uncommon in 
SLE, with reported prevalence rates of 1% to 8%; it can pres-
ent individually or in the context of severe disease activity with 
other organ involvement. The diagnosis is confirmed with an 
increased α1-antitrypsin level in a 24-hour stool collection or 
with the presence of intravenously administered labeled human 
albumin in the stool. Imaging findings are nonspecific and in-
clude ascites and bowel wall thickening. Protein leakage occurs 
most commonly in the small intestine but may be multifocal, 
and intestinal histology reveals lymphangiectasis, edematous 
villi, inflammatory infiltrate, vasculitis, and mucosal atrophy. 
Biopsy results suggest a role of TNF, IFN-γ, and IL-6 in the in-
creased vascular and enterocyte permeability in PLE.

Pulmonary Involvement
Lupus affects the lungs in diverse ways involving the pleura, lung 
parenchyma, and blood vessels. It is more common in late-onset 
lupus, in patients diagnosed at 50 years of age or older.67 The 
most frequent and important complicating feature is infection.

Pleuritis
Pleuritis is the most common pulmonary manifestation of SLE, 
reported in 40% to 56% of patients.68 Pleural involvement in up 
to 93% of lupus patients at autopsy suggests that much pleuritis 
may be asymptomatic. Clinically, patients note typical pleuritic 
pain. On physical examination, the most frequent abnormal-
ity is tachypnea; a pleural friction rub is present in some cases, 
and pleural effusions occur in more severe cases. Pleural fluid 
is usually exudative with normal glucose and pH, and elevated 
protein and lactate dehydrogenase levels. The leukocyte count 
can range from several hundred to 20 000 cells/μL; both a lym-
phocytic and neutrophilic predominance are reported. When 
performed, immunologic testing on pleural fluid may show re-
duced complement levels and the presence of ANA, anti-DNA 
antibodies, and LE cells. Although these tests are commonly ob-
tained, these results are neither sensitive nor specific enough to 
diagnose lupus pleuritis.

Lupus Pneumonitis
Lupus pneumonitis occurs in up to 10% of patients. Patients 
present with dyspnea, cough, mild pleuritic chest pain, and fever. 
Pulmonary infiltrates are present on plain radiograph or CT. This 
presentation must be distinguished from an infectious etiology. 
Histologic examination of affected lung tissue shows alveolar 
edema and hemorrhage with hyaline membrane formation; im-
munofluorescent staining reveals immune complex deposition.

Pulmonary Hemorrhage
Pulmonary hemorrhage is a rare but potentially fatal compli-
cation of SLE which may be associated with APL antibodies. 
Symptoms include shortness of breath with or without hemop-
tysis, which may be stuttering in onset, accompanied by a fall 
in hemoglobin, usually occurring in the context of multiorgan 
involvement from SLE. Imaging may show patchy infiltrates. 
Pulmonary function testing is marked by an increased diffusion 
capacity (DLCO) secondary to the presence of alveolar blood, 
whereas arterial O2 saturation is decreased. Histopathology 
shows bland intra-alveolar hemorrhage and hemosiderin-laden 
macrophages. Microangiitis with an inflammatory infiltrate and 
necrosis of the alveolar septa can occur. As hemorrhage into the 
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lung may be secondary to thrombotic thrombocytopenia, infec-
tions, or pulmonary hypertension, demonstration of an inflam-
matory process in the pulmonary vessels or tissue is helpful to 
establish a diagnosis of primary pulmonary hemorrhage.

Chronic Diffuse Interstitial Lung Disease
Chronic diffuse interstitial lung disease is a relatively uncom-
mon manifestation of SLE and is occasionally associated with 
anti-Ro antibodies. It usually has a progressive course with a 
chronic nonproductive cough, dyspnea, and pleuritic chest 
pains. Physical examination is frequently remarkable for basi-
lar rales with diminished diaphragmatic movement. Pulmonary 
function tests demonstrate a restrictive pattern with decreased 
diffusion capacity; oxygen saturation is decreased. Imaging of-
ten shows interstitial fibrosis that is more prominent at the lung 
bases. High-resolution CT (HRCT) may also help to determine 
the extent of treatable disease (i.e., fibrosis [honeycombing] ver-
sus inflammation [ground glass]). However, the most reliable 
method to assess the extent of pulmonary inflammation in com-
parison with fibrotic damage is histologic examination. Biopsies 
showing nonspecific interstitial pneumonia (NSIP) or lympho-
cytic interstitial pneumonia (LIP) are more frequent than usual 
interstitial pneumonia (UIP). Evaluation of bronchial alveolar 
lavage fluid helps to exclude infection.

Pulmonary Hypertension
Pulmonary hypertension unrelated to chronic pulmonary em-
boli or interstitial lung disease occurs in SLE and is associated 
with increased mortality. Severe cases are rare; the recent rec-
ognition of milder cases may be partially attributed to increased 
awareness and findings of elevated pulmonary artery pressures 
on echocardiograms obtained for evaluation of shortness of 
breath. Patients typically present with progressive dyspnea oc-
curring in the absence of infiltrates on chest radiographs or sig-
nificant hypoxemia. Chest pain and a chronic nonproductive 
cough are also frequently present. Autoantibodies to endothe-
lin receptor type A may be present; brain natriuretic peptide is 
usually abnormal.69 Pulmonary function testing reveals a re-
duced DLCO with normal lung volumes. Elevated pulmonary 
artery pressure is confirmed with cardiac angiogram. Biopsy or 
autopsy specimens of the lung reveal “plexiform” lesions that 
resemble those seen in primary pulmonary hypertension.

Shrinking-Lung Syndrome
The shrinking-lung syndrome refers to the rare findings of 
shortness of breath occurring in the absence of pleuritis or 
interstitial lung disease plus a chest x-ray showing elevated 
hemidiaphragms. Pulmonary function testing shows a restric-
tive pattern with loss of lung volume. It was generally accepted 
that this syndrome results from diaphragmatic weakness (from 
a myopathic process) or chest wall restriction; however, more 
recent studies suggest that pleuritis and impaired ability to take 
deep inspirations, leads to parenchymal reorganization and re-
duced lung compliance may also play a causative role. There 
is no definitive therapy, although immunosuppressive therapy 
with cytotoxic agents usually results in an improvement of lung 
function and respiratory symptoms.

Cardiac Involvement
There are several ways in which lupus affects the cardiovascular 
system; targets include the myocardium, valves, pericardium, 
and blood vessels.

Myocardium
Myocardial dysfunction in SLE is likely to be secondary to fac-
tors other than lupus, such as hypertension, medications, or 
coronary artery disease (CAD). However, a cardiomyopathy 
resulting from immune-mediated myocardial inflammation 
does occur, either in isolation or concomitant with myositis or 
other manifestations of systemic disease. Inflammatory myo-
carditis is often associated with anti-RNP antibodies. Histo-
pathology typically shows a mononuclear, inflammatory cell 
infiltrate. Perivascular or myocardial wall deposits of immune 
complexes and complement also occur. Cardiac MRI can facili-
tate a diagnosis of myocarditis; however, myocardial biopsy is 
the gold standard and provides additional information on the 
extent of active inflammatory disease and fibrosis. Symptoms 
and signs of myocarditis include unexplained tachycardia, an 
abnormal electrocardiogram (with ST- and T-wave abnormali-
ties), cardiomegaly, and heart failure. Echocardiography may 
show systolic and diastolic ventricular dysfunction. Myocar-
dial involvement without overt clinical signs occurs commonly 
and may be documented using Doppler echocardiography. A 
noninflammatory cardiomyopathy may be seen in association 
with high-dose cyclophosphamide and, although rarely, with 
hydroxychloroquine.

Valvular Heart Disease
Valvular abnormalities, with thickening, regurgitation, or ver-
rucous vegetations, occur commonly in SLE (50% to 60%) and 
are best documented by transesophageal echocardiography.70

They are observed more frequently in patients with high-titer 
APL antibodies. The characteristic Libman-Sacks lesion, non-
bacterial verrucous vegetations, is noted at autopsy in 15% to 
60% of patients. Mitral, aortic, and tricuspid valves are most 
frequently involved. Clinically, these lesions are usually asymp-
tomatic, and hemodynamic compromise, rupture of the chor-
dae tendineae, or infection are rare events. They are thought to 
result from valvulitis and subsequent healing with fibrosis and 
valvular thickening. On histologic examination, mononuclear 
cells, hematoxylin bodies, fibrin and platelet thrombi, and im-
mune complexes are present.

Pericarditis
Pericardial inflammation in SLE is frequent. Although as-
ymptomatic pericarditis occurs in more than 50% of patients, 
clinically apparent pericarditis occurs in only 25%, and cardiac 
tamponade and constrictive pericarditis are infrequent. Pericar-
dial fluid and thickening are easily detected by echocardiogra-
phy; cardiac silhouette enlargement on plain films is seen in the 
presence of large effusions. There are no unique signs and symp-
toms of pericarditis in lupus patients. The histologic findings of 
acute pericarditis in lupus are inflammation with a mononuclear 
cell infiltrate accompanied by immunoglobulin and complement 
deposition. Results of pericardial fluid analysis are neither sen-
sitive nor specific; the fluid is usually an exudate with elevated 
protein concentrations, normal or low glucose levels, and an   
elevated WBC count that is primarily neutrophilic. Complement 
levels in the fluid are low, and autoantibodies (ANA, dsDNA) 
and LE cells have been reported.

Coronary Artery Disease
Accelerated atherosclerosis is well documented in SLE patients. 
Myocardial infarction, angina, and sudden death resulting from 
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CAD are described. Estimates of the prevalence of CAD vary 
widely depending on the methodology used for ascertainment. 
There is a 50-fold greater risk of myocardial infarction in young 
women with lupus compared with normal age-matched con-
trols.70 Cardiac events occur both late in the course of SLE and 
early and may even predate the SLE diagnosis. Coronary artery 
vasculitis is a potential cause of CAD but is exceedingly rare, 
and bland atherosclerotic plaque is typically described in sur-
gical and postmortem specimens. Traditional risk factors such 
as hypertension, diabetes, and hyperlipidemia, are enriched in 
lupus patients, and an increased prevalence of the metabolic 
syndrome likely contributes additional risk. Lupus-related risk 
factors include duration of SLE, duration of corticosteroid use, 
renal disease, and absence of use of hydroxychloroquine. The 
potential contributing influence of antibodies to phospholipids 
or disease activity continue to be explored. Atherosclerosis is an 
inflammatory condition with the innate and adaptive immune 
system contributing to all stages of disease. Inflammation is 
now recognized to accelerate the formation and the rupture of 
atherosclerotic plaque. If endothelial dysfunction and vascular 
injury are the events triggering atherosclerosis, there are multi-
ple potentially responsible processes in lupus; these include, but 
are not limited to, autoantibodies directed to endothelial cells, 
oxidized low-density lipoprotein (LDL) and/or APL antibodies, 
low-density granulocytes (LDGs), LDG NETs,71 and immune 
complexes may contribute to accelerated atherosclerosis in SLE.

Renal Involvement
Lupus patients with kidney disease have increased morbidity 
and mortality compared with patients without this feature of 
disease. Lupus nephritis is a common with significant impact 
on morbidity and mortality. The prevalence of nephritis ranges 
from 50% to 75% overall, with increased prevalence of prolif-
erative nephritis and more aggressive disease in African Ameri-
cans, Asians, and Hispanics compared with Caucasians. Low 
socioeconomic status, independent of ethnicity, is predictive of 
poor prognosis, and pediatric lupus and male lupus are both 
associated with a greater incidence of, and more aggressive, ne-
phritis. Onset of nephritis frequently occurs within 2 years after 
diagnosis but may occur at any time, so monitoring for poten-
tial renal activity is an ongoing obligation. Clinically, patients 
are asymptomatic unless they are nephrotic or have developed 
end-stage renal disease. Detection typically relies on examina-
tion of the urine, although a rising creatinine or hypertension 
may herald renal involvement. The presence of proteinuria on 
urinalysis, hematuria (>5 red blood cells [RBCs]/high-power 
field), or pyuria (>5 WBCs/high-power field) in the absence of 
other etiologies should prompt an evaluation for nephritis. A 
24-hour urine collection remains the most accurate measure-
ment of urinary protein loss; however, the protein/creatinine 
ratio in a spot urine is accepted and more commonly used for 
monitoring patients. Monitoring serum creatinine as a sur-
rogate for the glomerular filtration rate is standard; however, 
creatinine is an insensitive marker of lupus renal disease and 
should be used in conjunction with other assays. Ultimately, 
a kidney biopsy should be performed to ascertain the type of 
kidney disease as well as the amount of fibrosis and degree of 
reversibility. Proliferative renal activity (see later) is usually 
preceded or accompanied by serological activity. Antibodies to 
dsDNA are almost always elevated or rising, whereas measure-
ments of serum complement (C3, C4, or CH50) are usually low 
or dropping.

Histologic findings of the kidney in lupus nephritis can 
be defined using the classification proposed by the Interna-
tional Society of Nephrology/Renal Pathology Society (ISN/
RPS).72 In general, membranous nephritis (class V) pres-
ents with a bland urinary sediment (i.e., no RBCs, WBCs, or 
casts), nephrotic-range proteinuria, a normal to mildly el-
evated creatinine, a normal blood pressure, and normal serol-
ogies. Patients with mesangial disease (class II) present with 
a bland or minimally active sediment, low-grade proteinuria 
(less than 500 mg/24 hours), and a normal serologic profile. 
Class III (focal) and class IV (diffuse) proliferative nephri-
tis are characterized by active urinary sediment, proteinuria 
(>500 mg/24 hours), active serologies, and, frequently, hyper-
tension and elevated serum creatinine. Class III is defined as 
50% or less glomerular involvement, and class IV is defined as 
greater than 50%. The extent of proteinuria, urinary sediment 
activity, serologic abnormalities, and creatinine elevation is of-
ten less in class III than in class IV renal disease. Most cases of 
class II nephritis do not require initiation of cytotoxic therapy, 
and progression to end-stage kidney disease is rare. The prog-
nosis of class III disease is dependent on the degree of activity; 
patients with 40% to 50% of glomerular involvement have a 
prognosis similar to that of patients with class IV disease. In 
addition to the number of involved glomeruli, renal biopsy as-
sessment includes measures of activity (proliferative response) 
and chronicity (sclerotic response). Therapeutic intervention 
in class III or IV disease requires cytotoxic therapy in addi-
tion to high-dose corticosteroids, provided the chronicity in-
dex is not too high, indicating irreversible damage. Even with 
potent immunosuppressant therapy such as cyclophosphamide 
or mycophenolate mofetil (MMF), a complete response is in-
duced in only approximately 20%, with a partial response oc-
curring in approximately 80% of patients. Moreover, repeat 
histopathologic studies of kidney biopsies in patients achieving 
a complete clinical response show ongoing renal inflammation 
in almost half. Relapses and flares of renal disease are not in-
frequent, particularly when tapering corticosteroids or discon-
tinuing immunosuppressive treatment. Long-term prognosis is 
favorable in patients in whom proteinuria declines to 800 mg/
day or less. Potential therapies that maintain podocyte integrity 
or prevent activation of renal endothelial cells as well as agents 
directed against inflammatory cytokines, B cells, or T cells may 
offer therapeutic advantage and improved renal outcome.73

Hematologic
Hemocytopenias occur frequently in SLE and are included in 
both the ACR and SLICC classification criteria; prevalence var-
ies among lupus cohorts (Table 52.2). Most of the cytopenias 
are associated with increased antibody-mediated peripheral de-
struction; however, the bone marrow is also recognized as an 
immune target. Evaluation for medication effects or nutritional 
deficiencies is essential before attributing a cytopenia to an im-
mune-mediated mechanism.

Anemia
Antibody-mediated peripheral destruction of RBCs, autoim-
mune hemolytic anemia (AHA), occurs in 5% to 14% of SLE 
patients. In the multiethnic Latin American Study Group for 
the Study of Lupus (GLADEL-(Grupo Latino Americano De 
Estudio del Lupus)) GLADEL cohort, AHA was an indepen-
dent predictor of damage accrual and decreased survival and 
was associated with disease activity.74 RBC antibodies are 
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usually opsonizing warm-type IgG antibodies that trigger re-
moval in the spleen. Antigen specificities of the RBC antibodies 
in SLE remain elusive. The presence of AHA is readily diag-
nosed by an elevated reticulocyte count, positive Coombs test, 
elevated lactate dehydrogenase and total bilirubin, low serum 
haptoglobin, and the presence of spherocytes on the peripheral 
smear. AHA in SLE has also been associated with APL antibod-
ies, which may reflect cross-reactivity with erythrocyte mem-
brane antigens.75

Anemia of chronic disease (ACD) is the most common 
cause of anemia in SLE. It is characteristically normochro-
mic and normocytic with normal or high serum ferritin and 
pathogenesis is related to abnormalities in iron homeostasis 
and/or erythropoietin response. The hepatic hormone hep-
cidin regulates serum iron by preventing gut absorption and 
iron release from hepatocytes and macrophages. Under in-
flammatory conditions, hepcidin production is increased, re-
sulting in impaired erythropoiesis.75 Low erythropoietin levels 
in SLE may be attributable to renal disease and antierythropoi-
etin antibodies. Although hemophagocytosis of hematopoietic 
cells is frequently noted on bone marrow biopsies, the hemo-
phagocytic syndrome characterized by spiking fevers, tender 
hepatosplenomegaly, anemia, leukopenia, and markedly el-
evated serum ferritin is rare.

Lupus is also associated with a thrombotic microangio-
pathic hemolytic anemia (TMHA) with schistocytes, helmet 
cells, and triangular fragments of RBCs on peripheral smear 
with a negative Coombs test. Clinical symptoms may include 
fever, renal insufficiency, neurologic symptoms, and throm-
bocytopenia, correlating with local or diffuse microvascular 
thrombosis. TMHA is associated with antiphospholipid syn-
drome (APLS), which in many cases precedes the diagnosis, 
prompting the observation that TMHA may be a manifesta-
tion of APLS.76 The differential diagnosis includes catastrophic 
APLS, malignant hypertension, and thrombotic thrombocy-
topenic purpura (TTP). Coexistent TTP and SLE is a rare and 
frequently fatal phenomenon that has been associated with an-
tibodies to ADAMTS 13 in 16% of SLE-associated TTP (AD-
AMTS 13 is A Disintegrin And Metalloprotease with Throm-
boSpondin type 1 repeats; 13th member).

Leukopenia
Leukopenia, either neutropenia or lymphopenia, occurs in 20% 
to 40% of patients, and attribution to SLE rather than medication 
effects is essential.77 Lymphopenia has a reported prevalence of 
15% to 80%, whereas severe lymphopenia (<500/mm3) occurs 
in 4% to 10% of SLE patients. The prevalence of neutropenia, 
variably defined in the literature as less than 1800 to less than 
2500/mm3, is 20% to 40%, whereas severe neutropenia (<1000/
mm3) is rare (1% to 4% prevalence). Both neutropenia and lym-
phopenia can reflect disease activity; however, associations with 
infection remain controversial. Carli et al. found that associa-
tions between leukopenia and major infection lost significance 
in half of published studies after controlling for confounding 
factors.77 Nonetheless, careful monitoring for infection is war-
ranted, and prophylaxis against opportunistic infections should 
be considered in severe cases.

Autoantibodies are the pathogenic mechanism gener-
ally implicated in the leukopenias. Antineutrophil antibod-
ies directed against membrane components of mature and 
progenitor cells, resulting in decreased phagocytosis and ac-
celerated apoptosis, are implicated, as are antibodies against 

granulocyte–colony-stimulating factor (G-CSF) and hypo-
sensitivity of myeloid cells to G-CSF. Binding of TNF-related 
apoptosis-inducing ligand (TRAIL) to TRAIL receptors on 
neutrophils also accelerates neutrophil apoptosis.78 Lympho-
cytotoxic antibodies, particularly to CD4 T cells, increased 
apoptosis related to Fas and Fas ligand upregulation, and 
increased serum IL-10 levels have all been implicated in the 
pathogenesis of lymphopenia. B cells expressing the 9G4 id-
iotype found on VH 4.34 heavy chains may be responsible for 
production of antilymphocyte antibodies.

Exclusion of drug effects, malignancy, or myelofibrosis is 
required before attribution to SLE. In the absence of recurrent 
infection, leukopenia in SLE rarely warrants treatment because 
increased steroids can also contribute to the risk of infection. 
Severe leukopenia has been treated with G-CSF; however, G-
CSF has also been associated with disease flare in 30% of cases.

Thrombocytopenia
Low platelet counts (<100 × 109/mm3) are seen in approxi-
mately 25% of patients, although severe thrombocytopenia is 
reported in fewer than 10%. Immune-mediated consumption 
is the most frequent cause, but in rare instances thrombo-
cytopenia occurs as a manifestation of TMHA, TTP, or dis-
seminated intravascular coagulation (DIC) or as part of the 
hemophagocytic syndrome, all of which are associated with 
high mortality and morbidity. A pathogenic role for antibod-
ies against platelet membrane glycoproteins IIb/IIIa is well 
established, and glycoproteins Ia/IIa and IbIX have also been 
identified as antigens.79 Other possible mechanisms include 
antibodies to the thrombopoietin receptor (TPOR), and APL 
and anti-CD40-ligand antibodies that bind to platelets, result-
ing in platelet sequestration.

Bone marrow involvement may present as pure red cell apla-
sia (PRCA), aplastic anemia, marrow fibrosis, agranulocytosis, 
and myelodysplastic syndrome.75,80 PRCA attributed to SLE is 
associated with anti-erythropoietin antibodies and is character-
ized by a normocytic, normochromic anemia with low reticu-
locytes and normal leukocytes and platelets. Aplastic anemia, 
characterized by pancytopenia, is associated with antibodies to 
marrow progenitor cells.

Central and Peripheral Nervous System
Neurologic and psychiatric manifestations of SLE (NPSLE) are 
diverse. They can involve the peripheral nervous system (PNS) 
and/or the central nervous system (CNS) and frequently occur 
irrespective of systemic disease activity. All clinical manifesta-
tions of NPSLE can occur in non-autoimmune individuals; thus 
attribution to SLE is critically important as treatment decisions 
reflect attribution. Limited access to brain tissue and difficulties 
with assessment and attribution of individual symptoms have 
hindered progress in understanding SLE-related mechanisms 
for NPSLE and identification of reliable biomarkers for indi-
vidual syndromes.

NPSLE Nomenclature and Epidemiology
In 1999, a consensus committee established by the ACR de-
veloped reporting standards, case definitions, and recommen-
dations for laboratory and imaging studies for 19 neurologic, 
psychiatric, and cognitive syndromes involving the CNS and 
PNS. CNS syndromes are further categorized as focal or diffuse 
(Table 52.4). The clinical syndromes are well characterized with 
case definitions and attribution to SLE requires the exclusion 
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of comorbid illness, medication effects, or other conditions 
that may produce similar symptoms. Using this nomenclature, 
NPSLE is common overall, with a prevalence of 57% to 95%.81

Reports of prevalence for NPSLE and individual syndromes 
vary widely and reflect differences in study methodology, racial 
and ethnic differences among cohorts, and criteria used to as-
sess syndromes despite the ACR guidance. Nonetheless, cogni-
tive impairment (7% to 95%) and mood (7% to 65%) and anxi-
ety (6% to 40%) disorders occur most frequently, followed by 
headache (12% to 28%), seizures (7% to 20%), cerebrovascular 
disease (8% to 15%), and psychosis (1% to 11%). Others occur 
rarely (<7%), but all have significant impact on quality of life. 
Several attribution models have been developed that include 
the timing of NPSLE events relative to SLE diagnosis, presence 
of concurrent systemic disease activity, and selective criteria 
for inclusion. Autopsy studies have reported a range of neu-
ropathologic findings including vasculopathy, micro and large 
ischemic infarcts, micro and large hemorrhage, microthrombi, 
vasculitis, myelopathy, small white matter lesions, and cortical 
atrophy.82,83 Although pathologic lesions are more frequent in 
NPSLE, they are also found in SLE patients without diagnosed 
neuropsychiatric disease. Similarly, brain imaging studies using 
advanced imaging techniques have identified multiple gray and 
white matter abnormalities in SLE patients without NPSLE.84

In aggregate, these findings support a continuum of subclini-
cal brain involvement in SLE that is occurring even prior to 
SLE diagnosis. Therefore accurate assessment of true NPSLE 
prevalence awaits establishment of reliable and objective bio-
markers for SLE-mediated mechanisms resulting in CNS or 
PNS pathology.

NPSLE Pathogenesis
Many of the focal CNS NPSLE syndromes occur as a result of 
vascular pathology: acute thrombotic events associated with 
APL antibodies (anticardiolipin, anti-β2 glycoprotein 1 anti-
bodies, and lupus anticoagulant), and embolic events related to 
Libman-Sacks endocarditis or atherosclerotic disease, which is 
prevalent in SLE. More rarely, inflammation related to small-
vessel vasculitis leads to intraluminal thrombosis. Proposed 
pathologic mechanisms for the diffuse CNS NPSLE syndromes 

include vasculitis, vasculopathy, immune complexes, brain-
reactive autoantibodies, microglial cell activation, cytokine-
induced, and/or cell-mediated inflammation and thrombosis,81

leading to perfusion abnormalities, neuronal dysfunction, axo-
nal damage, and microstructural damage. Given the fundamen-
tal importance of autoantibodies in SLE pathogenesis, it is not 
surprising that a growing list of autoantibodies have been as-
sociated with diffuse CNS disease, including anti–N-methyl D-
aspartate receptor (NMDAR), anti–ribosomal-P (also termed 
anti–neuronal surface P antigen [NSPA]), anti–α tubulin, anti-
Sm, and anti-RNP antibodies. These autoantibodies have been 
shown to either directly alter neuronal function or activate mi-
croglia (MG) cells to produce a proinflammatory state. APL an-
tibodies have also been shown to impact neurologic function 
and structure through effects on vascular endothelium, separate 
from their prothrombotic effects. Evidence for these antibod-
ies comes from clinical associations and murine models. Cyto-
kines also contribute to CNS pathology. Type I IFN in particular 
has been associated with 50% to 90% of cases.85 MG, resident 
macrophage-like cells in the brain that perform routine surveil-
lance and debris clean-up under normal circumstances, can also 
promote damage. Activated MG are important pathologic me-
diators in other neurodegenerative diseases, and evidence from 
lupus mouse models and autopsy findings suggest they may play 
a role in NPSLE.

Presence of autoantibodies in CSF and brain tissue suggests 
an important role for a permeabilized blood-brain barrier (BBB) 
in NPSLE because antibodies are not made in the CNS and an 
intact BBB does not allow access to the brain. Indirect evidence 
for BBB disruption in SLE is supported by reports of an elevated 
albumin concentration gradient between cerebrospinal fluid 
(CSF) and plasma, an elevated IgG index, and elevated serum 
levels of proteins whose origins are exclusive to the brain pa-
renchyma, such as S100B. Advanced neuroimaging studies of 
the BBB also suggest abnormal BBB permeability in SLE pa-
tients.86,87 Proposed mechanisms for BBB disruption in SLE in-
clude brain endothelial cell disruption mediated by inflamma-
tory cytokines, chemokines, complement C5a, antiendothelial 
cell antibodies, anti-NMDAR antibodies, and TWEAK (TNF-
like weak inducer of apoptosis).88–90 Anti–glucose-regulated 
protein-78 (anti-GRP78) antibodies have also been shown to al-
ter BBB permeability through effects on brain endothelial cells.

This distinction between focal and diffuse CNS NPSLE and 
potential mechanisms is essential for the development of treat-
ment strategies. Thrombotic events associated with APL anti-
bodies are treated with anticoagulation, whereas high-dose 
corticosteroids and immunosuppression in combination with 
neuroleptic and antiseizure medications are generally required 
for treatment of diffuse CNS events. Because there is no inter-
vening BBB, peripheral nerves are more accessible to circulat-
ing complement, autoantibodies, and inflammatory molecules, 
and vasculitis of epineural arteries is a common finding in PNS 
NPSLE.

NPSLE Assessment and Attribution
Currently, the diagnosis of NPSLE relies on clinical evaluation 
and an exhaustive search for other potential causes. CSF ex-
amination is useful for excluding infection or malignant cells. 
Although CSF in NPSLE can be characterized by a lymphocy-
tosis and increased immunoglobulin with elevated total pro-
tein, IgG index, and oligoclonal bands, these abnormalities are 
not consistently present. Although numerous autoantibodies 

TABLE 52.4 Neuropsychiatric Lupus: 
Central and Peripheral Nervous System 
Syn dromes

Central Nervous System
Peripheral Nervous 
System

Diffuse manifestations Focal manifesta-
tions

Cognitive dysfunction Cerebrovascular 
disease

Cranial neuropathy

Mood disorder Seizures Autonomic neuropathy
Anxiety disorder Aseptic meningitis Mononeuropathy
Psychosis Movement dis-

order
Polyneuropathy

Acute confusional 
state

Myelopathy Myasthenia gravis

Headache Demyelinating 
syndrome

Acute inflammatory 
demyelinating polyra-
diculopathy (Guillan 
Barré)

Plexopathy



673CHAPTER 52 Systemic Lupus Erythematosus

and cytokines have been identified in the CSF of patients with 
SLE, none are specific for individual CNS NPSLE syndromes, 
and routine testing is not recommended. Although extremely 
sensitive for detection of structural and ischemic lesions as-
sociated with focal CNS NPSLE or non-SLE related pathology, 
MRI is frequently not helpful in diagnosing active diffuse CNS 
NPSLE because MRI studies are frequently normal in patients 
with psychiatric syndromes and global CNS dysfunction.84

In the CNS NPSLE syndromes, cognitive impairment tends 
to develop insidiously, irrespective of peripheral disease activity. 
CNS NPSLE syndromes may occur in isolation or in the con-
text of globally increased disease activity. Although serologic 
evidence of disease activity (elevated anti-DNA antibodies and 
low complement) may help to diagnose CNS NPSLE, particu-
larly if combined with other clinical signs of active disease, no 
serologic tests are specific for CNS NPSLE. Anti-NMDAR and 
anti-P antibodies have been identified in the serum, CSF, and 
brain of SLE patients and have been associated with cognitive 
and depressive syndromes and acute confusional state in some 
SLE patients. Advanced neuroimaging techniques, including 
structural and functional imaging studies, are currently evalu-
ating associations between CNS microstructural integrity, ce-
rebral perfusion, regional metabolism, BBB permeability, and 
clinical, serologic, and biologic parameters.84

PNS NPSLE events are recognized on the basis of clinical 
presentation with diagnostic studies such as electromyography 
and peripheral nerve biopsy.

APL antibody syndrome is described in detail in Chapter 61.

Drug-Induced Lupus
Until recently, drug-induced lupus referred to a clinical syn-
drome characterized by constitutional, musculoskeletal symp-
toms and serositis that resembles mild lupus and occurs after 
exposure to multiple drugs (most notably TNF inhibitors, 
IFN-α, procainamide, hydralazine, chlorpromazine, minocy-
cline, and methyldopa). Drug-induced lupus has been associ-
ated with ANA and antihistone antibodies, whereas generation 
of more specific autoantibodies such as anti-dsDNA antibod-
ies and hypocomplementemia are rare. Symptoms generally   
begin weeks to months after initiation of the inciting therapeu-
tic agent and resolve within weeks after the drug is discontin-
ued; autoantibodies can persist for up to 12 to 24 months. Host 
factors affecting drug metabolization (e.g., slow acetylation of 
procainamide and hydralazine) and genetic predisposition con-
tribute to the risk of developing drug-induced lupus. Multiple 
potential mechanisms resulting in the loss of self-tolerance have 
been suggested for this classic model. One of the most exten-
sively explored is inhibition of DNA methylation with TLR ac-
tivation, resulting in overexpression of costimulatory molecules 
such as leukocyte function–associated antigen-1 (LFA-1) on   
T cells and enhanced T-cell help.91

Since the introduction of anti-TNF agents, a different variant 
of drug-induced lupus has been recognized. Up to 30% of pa-
tients receiving TNF blockade develop autoantibodies, includ-
ing a positive ANA and antibodies to dsDNA. However, clinical 
disease is uncommon, characteristically affecting the skin and 
joints while nephritis, and vasculitis are rare. The pathogenesis 
of this immunologic deregulation is not known.

Interestingly, although autoimmune inflammatory disease 
is well described following receipt of checkpoint inhibitors 
for treatment of malignancy, lupus-like syndromes occur less 
frequently.92

Treatment

The goals of lupus treatment are to stop and reverse ongoing 
organ inflammation, to prevent or limit irreversible organ dam-
age, and to suppress the immune response driving the inflam-
mation and prevent flares. Therapeutic agents, and combina-
tions thereof, are used for induction of remission, maintenance 
of remission, or prevention of flare. The efficacy of therapeutic 
agents must be balanced against their potential toxicity. Thus 
treatment must be tailored to the individual patient based on 
disease manifestations. In general, milder disease requires 
treatment with less potent or lower doses of antiinflammatory 
and immunosuppressive medications than more active, severe 
disease affecting major organs such as the kidney or brain. 
Individual patient responses to a given medication will vary, 
and patients must be monitored closely for response as well as 
toxicity. “Treat-to-target” recommendations in SLE from an in-
ternational SLE task force include the following more specific 
guidelines: the treatment target should be remission of organ 
manifestations; factors such as pain that negatively influenc-
es health-related quality of life should be addressed; mainte-
nance treatment should aim for the lowest glucocorticoid dose 
needed to control disease; and relevant therapies adjuvant to 
any immunomodulation should be considered to control co-
morbidity in SLE.93 Low lupus disease activity state (LLDAS) 
is a less stringent target. Achieving LLDAS is associated with 
decreased accrual of damage, flare reduction, and improved 
quality of life.94

Some genetic factors predicting risk of toxicity or therapeutic 
benefit for individual agents have been identified. Polymorphisms 
of a key enzyme in the metabolism of azathioprine, thiopu-
rine methyltransferase (TPMT), are common; 0.3% and 11% of 
Caucasians are homozygous and heterozygous, respectively, for 
mutations associated with altered expression of TPMT.95 TPMT-
deficient patients are especially susceptible to leukopenia and 
pancytopenia associated with azathioprine. Cyclophosphamide 
is metabolized to its active form by cytochrome P450. Individu-
als heterozygous or homozygous for a specific cytochrome P450 
polymorphism (CYP2C19*2) have a lower probability of devel-
oping premature ovarian failure, but they also show a poorer re-
sponse to therapy.96

Although corticosteroids are the foundation of treat-
ment, exposure must be minimized to the greatest extent 
given their multiple and frequent side effects, including hy-
pertension, diabetes mellitus, increased susceptibility to in-
fection, bone loss, and weight gain (Chapter 83). Additional 
disease- modifying agents that are also steroid-sparing include 
antimalarials (hydroxychloroquine), antimetabolites such as 
azathioprine (1 to 2.5 mg/kg per day), methotrexate (7.5 to 
25 mg/week), leflunomide (10 to 20 mg/day), MMF (2 to 3 g/day), 
and alkylating agents such as cyclophosphamide (monthly pulse 

THERAPEUTIC PRINCIPLES
Goals of Therapy in SLE

I. Suppression of inflammation
• Induction of remission/low lupus disease activity state (LLDAS)
• Maintenance of remission/LLDAS
• Preservation of organ function

II. Suppression of immune activation
• Modulation of the immune response

III. Prevention and management of drug-related toxicities 
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0.5 to 1.0 g/m2) (Chapter 84). When more conventional thera-
pies have failed, anecdotal reports, case series, and open-
label studies suggest the use of intravenous immunoglobulin, 
thalidomide (50 to 100 mg/day), tacrolimus or cyclosporine. 
Medications such as dapsone, danazol, colchicine, and chlo-
rambucil may be efficacious in cutaneous disease, hemato-
logic disease, serositis, or arthritis and in severe refractory 
disease, respectively, but in general these medications are not 
commonly used due to their toxicity and the introduction and 
availability of better-tolerated, efficacious agents. Belimum-
ab, a monoclonal antibody directed against BAFF ( Chapter 
84), was approved by the US Food and Drug Administra-
tion (FDA) for treatment of SLE in 2011 and represents a 
therapeutic option for patients with non-CNS active disease, 
including nephritis.97

Several newer agents are on the horizon for treatment of 
SLE. Some are currently available but approved for other in-
dications, whereas others are still in the developmental stages. 
These therapies generally have more specific immunologic 
targets than standard treatments. Anifrolumab, a monoclonal 
antibody directed against the IFN-α receptor, was approved in 
2021 for moderate to severe SLE; a study in lupus nephritis is 
ongoing. Voclosporin, a second-generation calcineurin inhibi-
tor, was also approved for treatment of lupus nephritis in 2021.97

Several new agents have been recently evaluated in phase III 
clinical trials and have been unable to demonstrate superior-
ity over treatment with placebo or standard of care (SOC). Al-
though imperfect trial design and imperfect outcome measures 
may account for some of these failures, the possibility remains 
that these agents are not effective treatments for SLE and do not 
confer a substantial improvement over current SOC therapies. 
Rituximab (anti-CD20 antibody), a B-cell–directed therapy ap-
proved for use in rheumatoid arthritis, targeting all B cells ex-
cept plasma cells, failed to demonstrate improved performance 
over SOC in trials of patients with active SLE, or in patients with 
active lupus nephritis added to a background therapy of MMF 
and corticosteroids. Elevated BAFF levels are present after B-
cell depletion that can facilitate maturation of autoreactive cells 
and exacerbate the impaired tolerance of SLE. This has led to 
ongoing evaluation of sequential therapy with belimumab fol-
lowing B-cell depletion.98 Although conceptually attractive, the 
list of agents that have failed to show efficacy over standard of 
care or have been associated with increased toxicity are many 
and include abatacept (CTLA4-Ig), an approved (rheumatoid 
arthritis) monoclonal antibody which blocks T-cell activation; 
epratuzumab (anti-CD22 antibody), which targets all B cells 
by blocking both BAFF and APRIL; atacicept, a monoclonal 
antibody directed against BAFF and April (however, efficacy 
was demonstrated in a subset of patients with higher baseline 
disease activity); tabalumab and blisibumab, monoclonal anti-
bodies directed against BAFF; ocrelizumab, an approved (mul-
tiple sclerosis) anti-CD20 monoclonal antibody; tocilizumab, 
an approved antibody to the IL-6 receptor, a cytokine involved 
in B-cell survival and activation as well as in differentiation of 
Th17 and Tfh cells; monoclonal antibodies to IFN-α; and us-
tikinumab, an approved monoclonal antibody targeting IL-12 
and IL-23. Janus tyrosine kinase (JAK) inhibitors are approved 
for rheumatoid arthritis and are under study for discoid lupus 
(topical administration) and for systemic disease (given orally). 
Other agents in clinical development include CD40 and CD40 
ligand antibodies, tyrosine kinase 2 (Tyk 2) inhibitors, Bruton 
tyrosine kinase inhibitors, SYK inhibitors, second-generation 

B-cell depleters (obinutuzumab), and immunoproteasome 
inhibitors.

Potential therapies aimed at DCs include vitamin D, which 
blocks DC maturation and T-cell activation, and inhibitory 
oligodeoxynucleotides, which block TLR9 signaling and DC 
maturation. However, a study of vitamin D supplementation de-
signed to assess vitamin D inhibition of DC activation failed to 
demonstrate efficacy. Hydroxychloroquine, a standard agent for 
lupus, interferes with TLR7 and TLR9 signaling by preventing 
acidification of the endosomal compartment. A study of a novel 
RNase is under way and a phase 1 trial of anti-BDCA2 receptors 
on pDCs, inhibiting IFN-α production, demonstrated efficacy 
in CLE patients.99

Approved therapies or those in development for other au-
toimmune diseases may also prove useful in SLE. Eculizumab, 
currently approved for paroxysmal nocturnal hemoglobinuria, 
is an antibody directed against C5 that blocks cleavage of C5 and 
the subsequent triggering of the complement cascade. Alicafors-
en, an antisense oligodeoxynucleotide that inhibits ICAM-1 ex-
pression, decreases inflammation in both rheumatoid arthritis 
and Crohn disease. Efalizumab, a monoclonal antibody against 
CD11a (an LFA-1 subunit that interacts with ICAM-1), benefits 
patients with psoriasis. Although no chemokine-targeted thera-
pies are in clinical trial in lupus, a CCR1 antagonist slowed dis-
ease progression in a mouse model of lupus and has been tested 
in patients with rheumatoid arthritis. FTY720 (fingolimod), an 
agonist for the sphingosine 1 phosphate receptor that prevents 
egress of lymphocytes from secondary lymphoid organs and 
inflamed tissues, has beneficial effects in the MRL/lpr mouse 
model of lupus; it has been given to transplant recipients and to 
patients with multiple sclerosis and may provide benefit in CNS 
disease. The use of anti-TNF agents for SLE is complicated by 
its lupus-inducing effects in some patients. Paradoxically, TNF 
is involved in renal inflammation in SLE, and short-term treat-
ment with monoclonal antibody to TNF appears to improve lu-
pus nephritis, showing that agents can abort inflammation and 
yet exacerbate autoimmunity.

TRANSLATIONAL RESEARCH

Laboratory research continues to inform us about dysregu-
lated immunologic pathways in SLE. The current challenge of 
translational medicine is to shed light on the clinical relevance 
of these altered pathways. Increased understanding of the quali-
tative and quantitative differences of these molecular perturba-
tions not only should result in improved diagnostic capabilities 
and biomarkers for disease but also will lead to the ability to 
subset patients for prognosis and response to therapy. Improved 
organ-specific biomarkers and methods for subsetting patients 

• Increased understanding of the functional consequences of single 
nucleotide polymorphisms identified as susceptibility loci in systemic 
lupus erythematosus may provide insight into:

• Dysregulation of tolerance mechanisms and pathogenesis of disease 
in different ethnic populations

• Predictors of response to therapy
• New therapeutic targets
• Development of organ-specific biomarkers will allow for improved use 

of immunomodulating and immunosuppressive therapies and possi-
bly for use of preventive therapies. 

ON THE HORIZON
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on a molecular level are likely to result in improved use of im-
munologic therapies. In particular the brain, which has been 
relatively inaccessible to mechanistic and diagnostic probing, 
is likely to be an organ to be more fully explored. Ultimately, 
advances in translational studies should result in more effective 
and less toxic therapeutic interventions.

CONCLUSIONS
In the past several years, much has been learned about genetic 
susceptibility to SLE, and it is encouraging that many of the genes 
identified are associated with pathways that also have been im-
plicated in disease pathogenesis. The role of B cells in disease 
pathogenesis has been confirmed, but recent studies have also 
highlighted the role of T cells, DCs, and neutrophils. Enhanced 
understanding of each of these contributing factors and the cross-
talk between them has allowed identification of numerous poten-
tial therapeutic targets. The disappointing results from clinical 
trials of immunobiologic agents for lupus have highlighted the 
critical importance of study design and the complexity of disease 
in humans. The overall goal in therapy must be to eliminate au-
toreactivity while maintaining immunocompetence. Among the 
challenges now faced are the careful phenotyping of patients to 
identify etiopathologically distinct subpopulations and new clini-
cal trial designs to allow the use of combinations of agents, each of 
which alone may have a minor effect on disease course.
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Rheumatoid arthritis (RA) is one of the most common chronic in-
flammatory diseases and in modern times has become a prototype 
disease entity for defining the molecular and pathological basis of 
chronic inflammatory syndromes. The term rheumatoid arthritis
was coined by Garrod in 1859. However, this was probably an in-
appropriate use of the term because it encompassed polyarticular 
osteoarthritis as well as inflammatory polyarthritis. In spite of ref-
erences to inflammatory afflictions of joints by the likes of Galen, 
Sydenham, and Heberden, the first convincing case reports of the 
disease, described in terms that would be recognizable today, were 
published in 1800 by Landré-Beauvais, who labeled the disease 
“la goutte asthénique primitive.” This description was distinct be-
cause all patients were female, an observation that was significant 
when the most important differential diagnosis at that time was 
polyarticular gout, a disease predominantly of males.

Today we recognize RA as a chronic inflammatory disorder 
of joints of unknown etiology in which the major target tissue 
is the synovial lining of joints, bursae, and tendon sheaths. 
Although traditionally considered an autoimmune disease, 
RA differs from organ-specific autoimmune disease entities in 
several respects.1 From the outset of clinically apparent disease, 
the systemic immuno-inflammatory process, driven by cytokines 
and other inflammatory mediators, promotes the activation and 
proliferation of stromal joint tissues, in particular the fibroblastic 
synovial lining layer. This appears to contrast with organ-specific 
autoimmune diseases, such as type 1 diabetes or autoimmune 
thyroiditis, characterized by an antigen-driven immune-
inflammatory response in situ leading to targeted cellular 
destruction of autoantigen-expressing pancreatic β-islet or thyroid 
tissue cells. In RA, once the inflammatory process is established, 
the inflammatory synovium, or pannus, may invade and erode 
underlying cartilage and bone. Unlike autoimmune diseases that 
target single organs or tissues, RA is a systemic inflammatory 
disease that likely encompasses a heterogeneous syndrome with 
marked variation in clinical expression that most clinicians today 
would acknowledge is more than one disease entity. Indeed, it is 
now apparent that the disease is heterogeneous not only clinically 
but also pathologically, serologically, and genetically.

EPIDEMIOLOGY
The incidence of RA (the rate of new cases arising in a given 
period) is approximately 0.4 per 1000 when the 2010 American 
College of Rheumatology/European League Against Rheuma-
tism (ACR/EULAR) classification criteria are applied. Large 
cross-sectional population samples indicate that disease preva-
lence, which ideally should include all past and inactive cases, 

ranges from 0.5% to 2% for Caucasian European and North 
American populations over the age of 15, with a female to male 
excess of 2 to 4 times. Rates plateau between the ages of 45 and 
75 years in some series, but can increase steadily with age until 
the seventh decade, declining thereafter. Despite similar preva-
lence estimates for these geographically diverse populations, 
greater diversity has been documented for rural African popu-
lations, where the prevalence has been reported to be as low as 
0.1%, and for Native Americans (including the Pima, Yakima, 
and Chippewa tribes), where the prevalence may be as high as 
5%. Such variance across geographical borders likely reflects 
distinct environmental factors and sociodemographic determi-
nants, as well as a spectrum of genetic admixture. Lifetime risk 
has been estimated at 2% for males and 4% for females.

Complex polygenic autoimmune syndromes like RA are dis-
eases of low penetrance, where thresholds of disease expression 
may be higher in males. Recent insights into familial cluster-
ing indicate that family history remains a strong independent 
risk factor for RA, but that this risk does not differ by gender.2

This implies that nongenetic factors influence gender bias. 
Twin studies also provide compelling evidence for genetic ef-
fects, given the excess concordance rates for monozygotic (12% 
to 15%) compared with dizygotic twins (<5%, and probably 
nearer to 3.5%).2 These concordance rates appear somewhat 
low, but compared with a background prevalence of 1% in out-
bred populations, genetic epidemiology studies report heritabil-
ity estimates of 68% for those patients who carry antibodies to 
citrullinated protein antigens (ACPAs+) and 66% for those who 
do not (ACPAs−), indicating substantial genetic influence.3 Hu-
man leukocyte antigen (HLA) is thought to contribute 35% to 
40% of this value. This “missing heritability” leaves a substantial 
contribution to disease susceptibility from environmental fac-
tors, influenced by occupation, socioeconomic status, exposure 
to infectious pathogens, and lifestyle factors—a conglomeration 
of factors termed the “exposome.”

Two of the more intriguing factors contributing to disease 
occurrence are age and gender. Age-associated changes in sus-
ceptibility to infection, neoplastic disease, and autoimmunity 
suggest that a common mechanism could be responsible. Im-
mune senescence is one possibility, where age-related decline 
in host immunity is characterized at the cellular and molecular 
level by expansions of lymphocyte clones, corresponding con-
tractions of the naïve T- and B-cell repertoires linked to deple-
tion of lymphocyte precursors in thymus and bone marrow, 
and telomere erosion of leukocytes, features indicative of an 
extensive proliferative history. When combined with dysregula-
tion of costimulatory receptors such as CD28, oxidative stress, 
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and a range of biochemical derangements of pathways integral 
to antigen responsiveness and immune regulation, these factors 
may combine to (1) increase susceptibility to foreign patho-
gens, (2) augment reactivity to self-tissue antigens (which may 
be modified post-translationally by the aging process), and (3) 
generate a repertoire of lymphocytes defective in terms of tu-
mor surveillance. Thus, physiological immune senescence could 
be considered a risk factor for RA in the elderly, while prema-
ture senescence may contribute to early onset RA.

The female sex preponderance implies that hormonal and 
reproductive factors strongly influence risk. On the one hand, 
nulliparity is a risk factor for RA. Women entering the first 3 months 
of the postpartum period are also at increased risk. By contrast, oral 
contraceptive use, pregnancy, and hormonal replacement therapy 
have all been associated with reduced risk or less severe disease, 
whereas extended periods of breastfeeding appear to increase 
risk. An influence of hormonal factors is further suggested in 
studies of men where disease is associated with lower androgenic 
testosterone and dehydroepiandrosterone (DHEA) levels, and 
increased estradiol, compared with healthy control male subjects.

ETIOLOGY AND PATHOGENESIS

Environmental and Nongenetic Factors
Most, but not all studies have reported an association between 
RA and smoking. One of the largest studies, comprising over 
370,000 women from Women’s Health Cohort Study, reported a 
relative risk of 1.4 for women who smoked more than 25 cigarettes 
per day for more than 20 years, compared with nonsmokers.4

The association appears to be more closely related to duration 
than to the amount of tobacco exposure, with smoking status 
being a risk factor for older age of RA onset; smoking also may 
influence severity because smokers are more likely to have 
seropositive, erosive disease with extraarticular manifestations. 
Further evidence of gene-environment interactions with respect 
to smoking has been documented in a population-based case–
control study of Swedish RA patients.5 In this study the relative 
risk of developing rheumatoid factor (RF) positive (RF+) RA 

was calculated according to smoking status and HLA-DRB1 
genotype. The relative risk of developing RA increased from 
2.5 in nonsmokers with disease-associated HLA-DRB1 genes to 
7.5 and 15.7 in smokers who carried one or two copies of the 
susceptibility alleles, respectively. Follow-up gene-environment 
interaction studies demonstrate robust associations between 
heavy smoking, HLA-DRB1 alleles encoding specific amino 
acids at positions 11 and 13, and the presence of antibodies to 
citrullinated protein antigens (ACPA). Strongest associations 
were with antibodies to citrullinated α and β chains of fibrinogen 
(epitopes Fibα580–600 and Fibβ36–52) and α-enolase (CEP-1); 
IgA ACPAs were especially prevalent in smokers.

Being female, a smoker, and carrying specific  disease-associated 
genetic variants may be necessary but not sufficient to initiate 
chronic inflammatory arthritis. Other environmental triggers may 
be involved. Not least among these is exposure to foreign pathogens. 
This association has gained credibility because of the presumed link 
not only between infection and autoimmunity but also between 
immunodeficiency and autoimmune disease. Nonetheless, no 
single pathogen or group of pathogens has been defined. This 
could imply that aberrant host responses (either exaggerated innate 
inflammatory responses or failure to terminate such responses) 
may arise after a wide range of infectious insults. Indeed, bacterial 
products including superantigens, mycoplasma species, viruses 
(including herpes family, parvovirus, and retroviruses), and fungi 
have all been implicated, but data are insufficient to prove causation. 
Epstein-Barr virus (EBV) infection is common, and antibodies to 
EBV nuclear antigens have been reported in patients with RA. EBV 
is a polyclonal activator of B lymphocytes and EBV-specific T cells 
reactive to EBV gp110 have been identified in RA synovial joints, in 
keeping with the detection of EBV RNA in synovium. There exists 
a tantalizing link between infection with Porphyromonas gingivalis, 
which expresses its own enzymatic machinery for generating 
bacterial or host-derived citrullinated proteins, severe periodontitis 
(which shares risk factors for RA), and RA.6

A comparison of the microbial genomes from the small intes-
tine and colon of mice housed in conventional versus germ-free 
facilities suggests that a single gut-residing species, in this case 
segmented filamentous bacteria, can profoundly influence the 
clinical expression of inflammatory arthritis in mouse models 
of autoimmune arthritis. In the K/B × N serum transfer model 
of arthritis, segmented filamentous bacteria enhanced genera-
tion of interleukin (IL)-17-expressing T cells in lamina pro-
pria. Together with rapid advances in sequencing technologies, 
these data have prompted a systematic analysis of the symbiont 
microbial communities in patients with RA in comparison to 
those derived from healthy control populations. Microbiota are 
attractive environmental risk factors because they are acquired 
at around the time of birth and are modified by diet as well as 
the host genome. Studies from several groups have demonstrat-
ed irrefutable evidence of dysbiosis, with distinct patterns of mi-
crobiota depending on the stage of disease and the population 
studied. For example, the first US study reported enrichment of 
Prevotella spp. and Bacteroides spp., gram-negative anaerobes in 
the gut of patients with early but not established RA. Metage-
nomic sequencing of oral and fecal microbiota from a cohort of 
Chinese RA patients revealed enrichment of Lactobacillus, par-
ticularly in severe disease, and depletion of Haemophilus spp.7

Recent studies indicate that enrichment of Prevotella spp. is 
associated with an RA polygenic risk score in unaffected twins, 
as well as subjects at risk of RA,8 suggesting a link between host 
genetic factors and dysbiosis prior to disease onset.

KEY CONCEPTS
Important Risk Factors for Developing 
Rheumatoid Arthritis

• Female gender; impact of X chromosome, micro-chimerism, lifestyle
• Age; associated with accelerated immune aging
• Inheritance of genetic variants, e.g., HLADRB1 and PTPN22
• Autoantibodies to modified protein antigens (AMPAs), rheumatoid 

factor
• Family history; first-degree relatives have higher prevalence of genetic 

and serological risk factors
• Hormonal factors; nulliparity, the first 3 months postpartum, 

low androgen or high estrogen status (in males); longer-duration 
breastfeeding

• Smoking status; >25 cigarettes/day for >20 years confers a 15-fold 
risk in subjects who carry disease associated human leukocyte 
antigen (HLA)-DRB1 alleles

• Low alcohol intake
• Environmental antigens (the “exposome”); dietary factors; exposure 

to infectious (and noninfectious/microbiota) pathogens at mucosal 
surfaces such as the lung, periodontium, and gut; non-inherited 
maternal antigens (NIMA)

• Urban dwelling, relating to airborne pollutants 
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Immunogenetics
RA is a clinically heterogeneous disease, and so comprehensive 
identification of disease susceptibility genes has been challeng-
ing, in spite of heritability estimates in excess of 60%. With the 
exception of the MHC, where extensive gene polymorphism con-
tributes about one-third of genetic susceptibility, and PTPN22
(odds ratio 1.8), individual genetic variants confer low to mod-
erate risk and have low penetrance (odds ratios of 1.1 to 1.5). 
Numerous genome-wide linkage scans of multiplex families with 
RA have established and confirmed an important contribution of 
the MHC (Chapter 5). This lends support to a wealth of epide-
miological and genetic data describing associations between RA 
and specific HLA-DRB1 alleles, in particular HLA-DR4 subtypes. 
Although this association was first described by Stastny in the 
1970s, it was shown more than a decade later that susceptibility to 
RA across different ethnic populations correlated closely with the 
expression of a specific consensus amino acid sequence  (referred 
to as the “shared epitope,” hereafter SE) within the HLA-DR β
chain α-helix (Fig. 53.1).9 This sequence was subsequently shown 
by several groups of investigators to be encoded by HLA-DRB1
alleles, including HLA-DR4 (*04:01, *04:04, *04:05, and *04:08), 
but also HLA-DR1 (*01:01), DR6 (*14:02), and DR10 (*10:01) al-
leles, among others. HLA-DR9 (*09) is also associated, but not in 
Caucasians. According to fine-mapping data, RA risk is linked 
not only to amino acids encoded by the RA SE sequence (71 and 
74 positions of the alpha helix of the DRβ chain) but also to amino 

acid positions 11 and 13, located in the peptide binding groove of 
the HLA-DR heterodimer.10 Single amino acid variants have also 
been defined in HLA-B (position 9) and HLA-DPβ (position 9). 
Differences in odds ratios associated with these five amino acid 
variants between ACPA-positive and ACPA-negative disease pro-
vide further evidence that seropositive and seronegative disease 
are genetically distinct.

Specific genotypes co-segregate with distinct clinical features. 
For example, in population-based studies, different HLA-DRB1
alleles influence the severity of disease, including radiographic 
progression (confirmed in meta-analyses), with DRB1*0401
being found in patients with severe, seropositive, erosive RA 
(often with extraarticular features such as vasculitis and Felty 
syndrome in *04:01 homozygous or *04:01/*04:04 compound 
homozygote individuals). Valine at position 11 of HLA-DRB1
confers the strongest association with radiological damage and 
highest all-cause mortality. Statistical modeling points to HLA 
genetic polymorphism being associated with young-onset RA. 
DRB1*01:01 and *10:01 are observed at a higher frequency 
in patients with less severe, seronegative, nonerosive disease. 
Inheriting two copies of alleles expressing the consensus sequence 
increases disease penetrance, time of onset, and severity. Thus, 
distinct genotypes can manifest as distinct clinical entities.

On the basis of early observations, two principal models were 
proposed to account for the association between RA and the con-
sensus DR β-chain sequence. Both were based on the assumption 

Arg not favoured;
Cit permissive

at P4

Disease associated 
DRB1*04:01
β86   Gly
β67   Leu
β70   Gln
β71   Lys

Non-associated 
DRB1*04:02
β86   Val
β67    Ile
β70   Asp
β71   Glu

DRα chain
α-helix

C-terminus

DRβ chain
α-helix

N-terminus
collagen II peptide

β71Lys+

P4Asp-

Pocket 4

FIG. 53.1 Crystal Structure of a Collagen II Peptide/Human Leukocyte Antigen (HLA)-DR4 Complex. Ribbon model of an im-
munodominant collagen II peptide (1168 to 1180) complexed to HLA-DR4 (DRA*01:01/DRB1*04:01); a view of the major histocompat-
ibility complex/peptide complex as seen from the T-cell surface. DRα and DRβ chain helices are shown in red, whereas the β-pleated 
sheet comprising the floor of the peptide-binding groove is shown in blue. Here, amino acids 11, 13, 71, and 74 form part of the fourth 
anchoring peptide-binding pocket, the same positions that confer highest risk of disease. Residues 67 to 74 of the DRβ chain, compo-
nents of the third hypervariable region, derive the “shared epitope.” The ball and stick model of the CII peptide is shown. Interacting 
residues of the peptide position 4 (Asp, orange) and DRβ chain residue (β71Lys, green), which make up part of pocket 4, are depicted 
as van der Waal’s spheres. Differences in amino acid sequence between the closely related disease-associated DRB1*04:01 and 
non-associated DRB1*04:02 gene products are illustrated. Note that although Arg would not be favored at position 4 in the peptide, 
modification of Arg → Cit by deimination would be permissive. These findings point to SE associating not with RA per se, but with an 
immunological phenotype, in this case autoantibodies to modified protein antigens (AMPA). Figure generated by R. Visse and A. Cope, 
based on crystal data derived by Wiley and colleagues (Courtesy Dessen A, Lawrence CM, Cupo S, Zaller DM, Wiley DC. X-ray crystal 
structure of HLA-DR4 (DRA*0101, DRB1*0401) complexed with a peptide from human collagen II. Immunity. 1997;7(4):473–481).
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Scrutiny of other, non-MHC susceptibility loci point to genes 
whose products are involved in proximal signaling pathways 
that regulate T-cell activation, differentiation, and persistence. 
Besides HLA and PADI4, which influence the molecular deter-
minants of T-cell “input signals,” these include CD28, CTLA-
4, and CD2-CD58 (regulation of T-cell costimulation); CD247, 
PTPN22, PRKCQ, TAGAP, and REL (transducer modules of 
TCR signaling); STAT4 and TNFRSF14 (inducers of lineage-
specific cytokine gene expression and persistence of memory 
T cells); and REL, IL2-IL-21, IL2RA, and IL2RB (regulators of 
IL-2 gene expression and IL-2R signaling). Notable overlap with 
these and other allelic variants has been reported in other auto-
immune diseases, indicating that susceptibility to RA is linked 
to fundamental perturbations of immune tolerance. Variants 
mapping to cell surface receptors (IL6R, CCR6, CD40, CD5, 
FCGR2A) and intracellular signaling intermediates (TNFAIP3, 
TYK2, TRAF1, TRAF6, RASGRP1, BLK) are well represented, 
as are transcription factors linked to cell differentiation and ef-
fector function (GATA3, IRF5, IRF8, IKZF3, RBPJ, RUNX1). 
Perturbations in expression or function of these genes will in-
fluence the function of a broad range of immune cell subsets.

The identification of disease-associated genetic variants raises 
questions about precisely how they alter cellular function, and 
in which cell types. This is a challenge, not least because 90% of 
genome-wide association studies (GWAS) associations reside in 
non-coding sequences, and means that gene-targeting approaches 
to reveal functions in mammalian cells is not trivial. Nonetheless, 
identification of expressed quantitative trait loci (eQTL) has sup-
ported the view that a proportion of variants alter gene expression. 
For example, RA genetic studies have shown that SNPs are over-
represented in memory CD4+ T-cell regulatory elements. Under-
standing cell-type-specific gene expression enrichment in GWAS 
risk loci remains a topic of considerable interest.

Synovial Pathology
RA targets diarthrodial joints, structures characterized by hya-
line cartilage lining opposing articulating surfaces and a cavity 
of viscous synovial fluid lined by synovial membrane lacking 
a basement membrane but encased by a fibrous joint capsule. 
Normal synovial tissue comprises a lining layer, no more than 
a few cells in depth, of stromal fibroblast-like synoviocytes 
(FLSs—also known as type B synoviocytes) and sublining mac-
rophages (type A synoviocytes). The normal synovium serves to 
line non-cartilaginous surfaces, and although blood vessels are 
sparse, it functions to provide essential nutrients to avascular 
structures including cartilage, tendons, and bursae.

Increased Vascularity and Cell Migration
The range of pathology observed in patients with RA perhaps 
most convincingly underscores the heterogeneity of the dis-
ease.14 The earliest changes observed relate to increases in vas-
cularity characterized by vascular congestion and thrombosis 
with obliteration of small vessels in association with perivascu-
lar inflammatory infiltrates. Hyperplasia of the synovial lining 
layer is another typical early finding. These changes are rather 
nonspecific and certainly not diagnostic.

A key checkpoint defining the switch from acute to chronic 
persistent inflammation is the sustained activation of micro-
vascular endothelium, phenotypic changes in the high endo-
thelial venules (reminiscent of tissue injury), and the concomi-
tant upregulation of adhesion molecules such as intercellular 

that the SE is the critical genetic element linked directly to disease. 
The first model proposed that the SE determines specific peptide 
binding and that “pathogenic” peptides bind preferentially to dis-
ease-associated HLA class II molecules (see Fig. 53.1). This model 
predicted that a gradient of affinities of disease-inducing peptide 
for MHC class II molecules might account for the differences in 
susceptibility and/or severity conferred by different HLA-DR 
molecules. Along the same lines, disease-associated alleles may 
preclude the binding of peptides required for the generation of 
naturally occurring Tregs specific for self-peptide antigens. The 
second model proposed that the SE influences T-cell receptor 
(TCR) recognition by binding and selecting autoreactive T cells 
during thymic maturation and expanding these populations in 
the peripheral compartment; again perturbations of a repertoire 
of Tregs could arise through opposing influences of the SE se-
quence. Based on crystal structures, both models hold up, with 
the shared epitope sequence conferring dual functionality by de-
termining the repertoire of specific peptides for presentation and 
providing a determinant for TCR recognition.

Another important line of evidence pointing to specific func-
tions of SE+ alleles has arisen through analysis of autoantibodies 
in RA patients typed at the HLA-DRB1 locus. These studies, rep-
licated in European and US cohorts, demonstrated associations 
between SE frequencies and antibodies to cyclic citrullinated 
peptides (anti-CCPs), as distinct from rheumatoid factor (RF). 
When compared with healthy controls, the odds ratios for the 
association between one or two copies of the SE and anti-CCPs 
positivity was 4.4 and 11.8, respectively. The mechanism under-
lying this association is illustrated in Fig. 53.1, and discussed fur-
ther below. The importance of citrulline as a  molecular feature 
of human T-cell–specific autoantigenic determinants is further 
suggested through identification of autoreactive CD4+ T lym-
phocytes by flow cytometry using HLA-citrullinated-peptide 
tetramer complexes.11 These tools permit determination not only 
of the relative proportion of antigen-reactive effector T cells, but 
also regulatory T-cell subsets.

Meta-analyses and fine-mapping studies, including custom-
designed single nucleotide polymorphism (SNP) arrays have 
identified more than 100 susceptibility loci with genome-wide 
significance, many of which have been validated in RA popula-
tions of diverse ancestry, and numerous small effect causal vari-
ants.12 Among the strongest associations outside HLA is PTPN22, 
initially identified in candidate gene association studies. The 
PTPN22 gene variant confers risk with odds ratios ranging from 
1.5 to 1.9 in Caucasian and European populations, and it is un-
usual among most genetic variants in that it is a coding frame 
mutation (R620W). PTPN22 encodes a hematopoietic cytoplas-
mic protein tyrosine phosphatase whose substrates include Src 
and Syk family kinases, CD3ε, TCRζ, and signaling intermediates 
such as Vav. These signaling intermediates operate downstream 
of antigen receptors, integrins, and pattern recognition receptors, 
and so the genetic variant that alters phosphatase function has be-
come a highly plausible susceptibility allele from an immunobio-
logical perspective. Indeed, studies in Ptpn22 mutant mice have 
demonstrated that loss of PTPN22 function perturbs activation 
of dendritic cells and uptake of, and presentation to, T-cells of im-
mune-complex-derived antigens. This, together with enhanced 
LFA-1 dependent cell adhesion at the immunological synapse,13

and augmented antigen receptor signaling, places dysregulation 
of the initiation of adaptive immune responses firmly at the cen-
ter of autoimmune susceptibility linked to HLA and PTPN22
polymorphisms.
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adhesion molecule (ICAM)-1 and vascular cell adhesion molecule 
(VCAM)-1 (Chapter 16). According to current thinking, the ex-
pression of chemoattractants derived from synovial stromal cells 
heralds the rolling, adhesion, and transmigration of mononuclear 
cells through endothelial barriers into the synovial membrane. It 
also contributes to the progressive synovial hypertrophy and hy-
perplasia, sometimes with villous-like projections more typical of 
chronic, established inflammation. Intravital imaging of synovial 
joints of mice injected with arthritogenic antibodies derived from 
the serum of K/B × N mice indicates that enhanced vasoperme-
ability at sites destined to become arthritic is a crucial early event, 
at least in antibody-induced disease. This process is dependent 
on mast cells and neutrophils and on the release of the vasoactive 
amines histamine and serotonin, which contribute to heightened 
vascular permeability. Neovascularization promotes further influx 
of inflammatory cells. To what extent this is driven by the hypoxic 
environment is not entirely clear, but expression of angiogenic 
growth factors such as vascular endothelial growth factor (VEGF), 
angiopoietin, Tie-2, and hypoxia inducible factor (HIF), as well as 
lymphangiogenic factors VEGF-C and VEGF-R3, are increased. 
The abundance of lymphatic vessels in inflamed synovium, sug-
gested by expression of podoplanin and CD31 in situ, suggests that 
active lymphangiogenesis exists that may promote efflux of cells 
and fluid from the synovium.14

Organization of Lymphoid Tertiary Microstructures
Tissue microstructure both dictates and facilitates immune 
responses in secondary lymphoid organs and mucosa-associ-
ated lymphoreticular tissues (MALTs). These structures have 
evolved to coordinate responses to pathogens and to direct 
lymphocyte recirculation, and although their role in immune 
homeostasis is established, quite how they contribute to patho-
logical states is less well understood. Thus, the inflamed, non-
capsulated synovium appears to be uniquely suited to support-
ing distinct patterns of cellular infiltrates, including inducible 
lymphoid structures that promote pathways of cell activation, 
differentiation, and survival.14 These include diffuse, rather 
disorganized lymphocytic infiltrates that comprise the most 
common form of synovitis, occurring in ~30% in prospec-
tive cohort studies; up to 70% has been described in late-stage 
disease (at arthroscopy, joint replacement surgery). In 40% to 
50% of patients more organized follicular structures may exist 
(Fig. 53.2). Based on immunohistochemical analysis, approxi-
mately 25% of these follicular structures include organized 
germinal centers in which there are zones of proliferating B 
cells with affinity maturation, in addition to a distinct T-cell 
zone. In aggregates lacking germinal centers, follicular den-
dritic cells (DCs) are absent.

A fourth histological pattern, characterized by granulomatous 
reactions, has been described in a much smaller subset of patients. 
The cellular and molecular determinants of these structures include 
the homeostatic lymphoid chemokines CXCL13 and the CCR7 
ligands CCL21 and CCL19, VCAM-1+ICAM-1+LTβR+ mesen-
chymal-organizer cells, and hematopoietic-derived CD3−CD4+IL-
7R+RANK+ lymphoid-inducer cells. Lymphoid-tissue-inducer 
cells produce LT-β, which is required for high endothelial venule 
differentiation, amplification of chemokine expression, and de-
velopment of the stromal architecture. Documentation of class-
switch recombination and somatic mutation of immunoglobulin 
genes in situ is further evidence of active adaptive immunity within 
synovial lymphoid follicles and suggests that supporting in situ 

production of pathogenic antibodies is of considerable pathobio-
logical importance.

Functional correlates of these dynamic structures continue 
to emerge. Using conventional histology, immunohistochemis-
try, and RNA-seq on synovial tissue from early RA patients it 
has been possible to identify three broad groups (designated pa-
thotypes) based on cell-specific gene modules. These bear simi-
larities to those outlined above, and are described as fibroblastic 
pauci-immune pathotype, macrophage-rich diffuse-myeloid 
pathotype, and a lympho-myeloid pathotype characterized by 
infiltration of lymphocytes and myeloid cells.15 Importantly, 
these phenotypes map to disease severity and clinical outcomes 
since pro-myeloid inflammatory synovial gene signatures cor-
relate with clinical response to initial drug therapy, whereas 
plasma cell genes identified a poor prognosis subgroup associ-
ated with ultrasonographic synovial thickening and increased 
power Doppler scores, and progressive structural damage. In 
addition, a more inflammatory synovial phenotype at baseline 
correlated with a greater fall in DAS28-CRP after 6 months of 
disease-modifying anti-rheumatic drugs (DMARDs) treatment, 
while a robust type I interferon (IFN) response in peripheral 
blood was associated with synovial B-cell infiltration.

Immunobiology of Rheumatoid Arthritis
Initiation of the Immune Response
Synovial fibroblasts are exquisitely sensitive to inflammatory 
cytokines such as IL-1, TNF, and IL-6. Fibroblast-like synovio-
cytes (FLSs) also express a range of toll-like receptors (TLRs) 
that can respond to exogenous, pathogen-associated molecular 

FIG. 53.2 Lymphoid Follicular Structures in Inflamed Rheu-
matoid Arthritis Synovial Tissue. A characteristic hematoxylin 
and eosin–stained tissue section from a patient with active RA 
showing a large follicular-like structure (original magnification 
×100). This section is also stained with monoclonal antibodies 
to CD3ε, followed by a three-step immunoperoxidase  staining 
protocol (CD3+ T cells stained dark red). (Courtesy Tak  PP, Taylor 
PC, Breedveld FC, Smeets TJ, Daha MR, Kluin PM, Meinders 
AE, Maini RN. Decrease in cellularity and expression of adhe-
sion molecules by anti-tumor necrosis factor alpha monoclonal 
antibody treatment in patients with rheumatoid arthritis. Arthritis 
Rheum. 1996;39(7):1077–1081, with permission from J. Wiley 
and Sons, Inc.)
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patterns (PAMPs) and a growing range of self-tissue proteins, 
some of which could be considered damage-associated molecu-
lar patterns (DAMPS). Endogenous ligands especially relevant 
to inflammatory arthritis include heat shock proteins, fibrino-
gen fragments, antibody-DNA complexes, high-mobility group 
box (HMGB)-1, and hyaluronan oligosaccharides. Stimulation 
of FLS through these pathways induces cytokines such as IL-6, 
matrix metalloproteinases, adhesion molecules, and an array of 
chemokines including granulocyte chemotactic protein (GCP)-
2, RANTES, monocyte chemoattractant protein (MCP)-2, IL-8, 
growth-related oncogene-2, and, to a lesser extent, macrophage-
inflammatory protein 1α, MCP-1, EXODUS, and CXCL-16. 
This creates an inflammatory niche for recruiting and sustain-
ing leucocytes in the synovial joint.

Cell-surface phenotyping of synovial FLS by mass and flow 
cytometry has uncovered seven subsets based on expression of 
podoplanin, cadherin 11, and Thy-1, segregated on the basis 
of the hematopoietic marker CD34.16 In-depth transcriptomic 
profiling identified three broader subsets, discrete from OA sy-
novial FLS. While CD34+ fibroblasts are observed in both super-
ficial lining and deeper sublining areas, CD34−Thy1+ fibroblasts 
in RA form a discrete perivascular zone surrounding capillary 
structures in the deep sublining layer of the synovium, especial-
ly near accumulations of lymphocytes. CD34−Thy1− fibroblasts 
were mostly observed in the lining area. Synovial tissue from 
active, clinically swollen joints had fewer CD34−Thy1−, more 
CD34−Thy1+, and more CD34+ fibroblasts, and the proportion 
of CD34−Thy1+ fibroblasts positively correlated with the pro-
portion of infiltrated leukocytes determined by flow cytometry. 
These expanded, putative pathogenic populations are more 
proliferative and express genes associated with a migratory re-
sponse, and expression of inflammatory cytokine genes such as 
IL6, CXCL12, and CCL2 that support matrix invasion, immune 
cell recruitment, and osteoclastogenesis. Adoptive transfer ex-
periments in mice have demonstrated that two anatomically 
discrete and functionally distinct populations of fibroblast-acti-
vation protein alpha (FAPα) expressing FLS segregate based on 
Thy1 expression; Thy1+ FLS are effector cells largely confined to 
the sub-lining layer, while the lining layer Thy1− subset express 
Ccl9 and Tnfsf11, both potent inducers of osteoclast activity, as 
well as Mmp3, Mmp9, and Mmp13, and promote cartilage de-
struction.17

Dendritic cells (DCs) are thought to be the most important 
antigen-presenting cells in RA. Indeed, the proinflammatory 
environment favors DC maturation in regional lymph nodes as 
well as inflamed tissue. Thus in peripheral blood, DC precursors 
express either an immature CD33dimCD14dimCD16− phenotype 
or a more mature MHC class IIbright CD11c+CD33brightCD14dim

surface phenotype typical of conventional myeloid DC (mDC); 
neither population expresses costimulatory molecules. In con-
trast, synovial fluid and tissue DC subsets resemble mature pe-
ripheral blood cells; in addition, a subset expresses high levels 
of CD86 that can support allogeneic mixed leukocyte reactions. 
More recent data indicate that they may differentiate further in 
situ as suggested by nuclear translocation of RelB in DC localized 
within perivascular infiltrates, consistent with prior cytokine 
receptor or Toll-like receptor (TLR) engagement in vivo. Peri-
vascular RA synovium also contains populations of MHC class 
II+CD11c−CD123+ plasmacytoid DC (pDC); in contrast to the 
conventional myeloid DC subset, these are RelB− and comprise 
~30% of all synovial DC. A subset of pDC express BDCA2, ca-
pable of producing IFN-α in situ. Unlike their peripheral blood 

counterparts, synovial pDC efficiently activate allogeneic T cells 
to proliferate as well as to produce IFN-γ, TNF, and IL-10.

Although the common myeloid precursor cell is the pre-
cursor for all myeloid cells, including DC and tissue macro-
phages, the precise role of monocytes—namely CD14+CD16−, 
CD14+CD16+, and the more recently described CD14dimCD16+

subset—in synovial inflammation is uncertain. They are good 
candidates as persistence factors through their capacity to acti-
vate and polarize T-cell subsets, to respond to the environment 
through TLR expression, and to produce a wide range of in-
flammatory mediators, including IL-1, TNF, IL-6, IL-8, CCL2, 
NO, and type I IFN.

It turns out that not all myeloid cells are inflammatory. A 
comprehensive spatiotemporal analysis of the composition, 
origin, and differentiation of subsets of macrophages within 
healthy and inflamed joints of mice using fate-mapping ap-
proaches, fluorescence microscopy, and single-cell RNA 
sequencing has identified a population of CX3CR1+ tissue-
resident, lining synovial macrophages with barrier functions 
typical of epithelial cells.18 This population was derived from 
a proliferative subset of CX3CR1− cells in the deeper layers of 
the synovium, which acquire transcription factors for termi-
nal differentiation into the CX3CR1+ lining subset, and genes 
with immune regulatory functions for clearance of apoptotic 
debris, and genes encoding tight-junction proteins. Similar 
populations have been defined in human synovium expression 
genes associated with gate keeping functions. In the serum 
transfer model of arthritis, inflammation-associated barrier 
breakdown occurred after the deposition of autoantibody-
containing immune complexes.

The initial wave of inflammation has two major consequenc-
es. First, inflammatory cytokines will promote the activation of 
vascular endothelium, changes that occur very early in disease 
(see above and Fig. 53.3).19 Under the influence of locally gener-
ated cytokines and chemokines, synovial postcapillary venules 
undergo morphological changes to an extent that they resemble 
high endothelial venules similar to those observed in secondary 
lymphoid organs. The second major consequence is the migra-
tion of inflammatory leukocytes, including polymorphonuclear 
leukocytes and immature or undifferentiated monocytes, or-
chestrated by chemokines produced by resident stromal as 
well as infiltrating cells (see Fig. 53.3). CXC, CC, C, and CX3C 
chemokines all play a role, exerting chemotactic activity toward 
neutrophils, lymphocytes, and monocytes but also influencing 
the topology of inflammatory infiltrates. Besides the homeostat-
ic chemokines described above, the key players include IL-8/
CXCL8, RANTES/CCL5, MIP-1α/CCL3, SDF-1/CXCL12, IP-
10/CXCL10, and MCP-1/CCL2. Upregulation on endothelium 
of cell-surface adhesion molecules, including ICAM-1, VCAM-
1, and E-selectin, permits the rolling and adhesion of leukocytes 
as they migrate. In synovial joints, resident stromal cells and in-
filtrating macrophages are a dominant source of such factors. 
Crucially, the expression of cognate chemokine receptors such 
as CCR4, CCR5, CCR6, CXCR3, and CX3CR1 on inflammatory 
cell subsets contributes selectivity of cellular recruitment.

Autoantigens in Rheumatoid Arthritis
Although current models of adaptive immune responses would 
suggest that DC carry antigens derived from damaged or dying 
synovial tissue, the molecular nature of disease-associated anti-
gens has, until recently, remained an enigma. Many RA-associated 



684 PART VI Systemic Immune Diseases

autoantigens have been described (Table 53.1 for examples), 
and for some there exist clear correlates linked to in vivo arthri-
tis models. The best described are collagen II, proteoglycans, 
HCgp-39, glucose-6-phosphate isomerase, α-enolase, vimentin, 
and citrullinated fibrinogen. However, when used as recombinant 
native antigen, few have been found to elicit reproducible and/or 
robust PB or SF T- or B-cell responses in a significant proportion 
of patients, when compared to healthy donors. There are several 
plausible explanations for this. Perhaps the most obvious is that 
the autoantigens used to test lymphocyte reactivity in vitro do not 
carry the posttranslational modifications (i.e., the neoepitopes) 
recognized by autoantibody or antigen receptor.

The Discovery of Citrulline as a Key Target for 
Autoimmunity in Rheumatoid Arthritis
In 1998, van Venrooij and colleagues first reported that pa-
tients with RA carried serum autoantibodies that recognized 
deiminated peptides of fillagrin.20 Using new-generation anti-
cyclic citrullinated peptide (anti-CCP) based assays, the pres-
ence of these antibodies, now collectively termed ACPAs, is 

now confirmed to be both sensitive (up to 80%) and highly 
specific (>95%) for the diagnosis of RA. Indeed, serum anti-
CCPs levels are stable in established disease, can be detected 
many years before disease onset, and have been shown to be 
predictors of radiographic progression. Changes in isotype us-
age and spreading of antigenic specificities suggest that ACPA 
responses mature before disease onset. While citrullination is 
not specific for RA, it may be inflammation specific, having 
been documented in inflamed synovium from patients with 
reactive arthritis and psoriatic arthritis as well as RA, but not 
osteoarthritis (OA). What appears specific for RA is the im-
mune response to citrulline (Fig. 53.4). Initially, linkage analy-
sis across chromosome 6 documented a peak with logarithm of 
odds (LOD) scores in excess of 10 for ACPA+ patients, but not 
for those who do not carry these antibodies. This relationship 
was independent of RF status because the SE allele frequencies 
in ACPAs+ patients were twice those of ACPAs− patients, even 
for those patients who are RF+.

An emerging model proposes that SE+ DRB1 alleles are not 
involved in the initial breach of tolerance, but play a role in 
boosting the immune response to citrullinated proteins, hence 
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FIG. 53.3 Cytokine Networks in Rheumatoid Arthritis. The pathogenesis of rheumatoid arthritis can be thought of as a series of 
complex and closely related pathways temporally and spatially regulated. These include (1) an acute insult that may trigger the disease, 
characterized by stimulation of FLSs by inflammatory stimuli and the generation of cytokines and chemokines that promotes the mi-
gration and infiltration by cells of the innate immune system; (2) repeated episodes of antigen-specific adaptive immune responses (in 
lymph node, bone marrow, and in situ). Failure to resolve adaptive immunity is a key checkpoint that may lead to (3) a cytokine-driven 
chronic inflammatory phase when multiple cellular and molecular components sustain the response. Through multiple pathways 
acting on many cell types, this process leads to tissue injury. Proinflammatory pathways are shown in blue (text) and red (arrows), 
whereas anti-inflammatory, counterregulatory pathways are shown in black (text and arrows). Adipo, Adipocyte; AutoAb, autoantibod-
ies; B, B cell; DC, dendritic cell; FLSs, fibroblast-like synoviocytes; MФ, macrophage; TCR, T-cell antigen receptor; Teff, effector T-helper 
cell; Treg, regulatory T cell.
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the strong association between SE+ DRB1 alleles and ACPA+

arthritis. This concept is further reinforced by crystallographic 
studies suggesting that the conversion of positively charged 
arginine at key residues in antigenic peptides from candidate 
autoantigens such as fibrinogen to neutral citrulline is permis-
sive for peptide binding and recognition by autoreactive T 
cells in vivo.11

Citrullination is widespread in multiple tissues in response 
to appropriate provocations. Although the molecular basis for 
these triggers is poorly understood, recent data point to a link 
between smoking—an environmental exposure known to be 
linked with RA—citrullination, and individuals carrying SE.21

Thus, cells derived from bronchoalveolar lavage from smokers, 
but not from nonsmokers, express citrulline. The association 
between the development of RA and smoking has now been 
linked to ACPAs+ patients, whose relative risk increases 20-fold 
if they smoke and carry two copies of the SE+ DRB1 alleles; in 
comparison, the relationship in ACPAs− patients appears to be 
much weaker or nonexistent. A second example relates to the 
fact that Porphyromonas gingivalis, a pathogen associated with 
severe periodontitis, expresses its own deiminating enzyme 
and has the capacity to modify host proteins such as fibrinogen 
and α-enolase in inflamed gingival tissue. Molecular mimicry 
is suggested by the finding that anti-α-enolase autoantibodies 
from patients with RA cross-react with P. gingivalis–derived 
α-enolase. The links between autoantibodies to the immuno-
dominant α-enolase epitope CEP1, smoking, SE+DRB1, and 
disease-associated PTPN22 alleles are some of the strongest 
defined to date, and show direct links between environmental 
exposure and disease-specific immune responses governed by 
immune-response genes.
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FIG. 53.4 The Generation of Autoantibodies to Citrullinated Protein Antigens. The stressed and inflamed synovium is character-
ized by an influx of inflammatory cells, including macrophages and neutrophils that express peptidyl-arginine deiminases (PAD). In the 
presence of sufficient Ca2+, PADs deiminate target proteins including, among others, vimentin, fibrinogen, aggrecan, type II collagen, 
histones, and α-enolase. This reaction is inflammation, but not disease specific. The combination of environmental stimuli (including 
inflammation and exposure to tobacco smoke) and the inheritance of specific HLA-DRB1 alleles favor T- and B-cell immune responses 
to the host’s derivatized neoepitope peptide antigens. Neoepitopes may also be generated by changes in peptide cleavage during 
antigen processing as a consequence of the Arg → Cit modification. Anti-CPA, Autoantibodies to citrullinated protein antigens; TH, 
T-helper effector cell.

TABLE 53.1 Autoantigens in 
Rheumatoid Arthritis

Established
T or B 
Cella

Molecular 
Specificity Assayb

Immunoglobulin 
G

B Human Fc IgG Rheumatoid 
factor

Cyclic peptides T and B Citrullinated 
peptides

Anti-CCPs

Various 
peptides

B Carbamylated 
peptides

Researchb

Various 
peptides

B Acetylated peptides Researchb

Fibrinogen 
peptides

T and B Citrullinated α- and 
β-chain epitopes

Researchb

Enolase 
peptides

T and B Citrullinated CEP-1 
peptide

Researchb

Vimentin 
peptides

T and B Citrullinated 
vimentin peptides

MCV assay

Collagen II T and B Multiple epitopes, 
including 
glycosylated 
epitopes

Researchb

HnRNPA2 B Multiple epitopes Researchb

Aggrecan T and B Citrullinated 
epitopes

Researchb

HCgp-39 T Multiple epitopes Researchb

Glucose-6-
phosphate 
isomerase

B Multiple epitopes Researchb

aDenotes autoantigens recognized by T or B cells, or both.
bAssay is either not commercially available or not in routine clinical use. Details of 
assays may be found in primary research communications.
CCPs, Cyclic citrullinated peptides; MCV, modified citrullinated vimentin.
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Our growing appreciation of the importance of post-transla-
tional modifications (PTMs) in general, and citrullination in par-
ticular, has driven a search for alternative PTMs that might con-
tribute to the triggering or perpetuation of  autoimmune  responses 
to altered self.22 For example, autoantibodies recognizing peptides 
carrying amino acids modified by carbamylation (to homocitrul-
line) or acetylation (to acetyllysine) are readily detectable, collec-
tively termed anti-modified protein antibodies (AMPA). Mapping 
antibody reactivities against multiple peptide specificities indicates 
that citrulline-specific B cells are highly cross-reactive—a feature 
that likely underpins the basis of breech of immune tolerance prior 
to the onset of RA, and supported by findings from mouse im-
munization experiments revealing that different AMPA responses 
emerge from exposure to a single type of modified protein.

Lymphocyte Biology
Flow cytometric analysis of dissociated synovial mononuclear 
cell cultures indicates that infiltrating T lymphocytes make up 
approximately 10% to 35% of cells in inflamed tissue. Synovial 
T cells express phenotypic markers of antigen experienced, ter-
minally differentiated T cells with enhanced migratory capacity. 
Thus, synovial T cells typically carry cell surface markers such 
as HLA-DR+, LFA-1+, VLA-1+, CXCR3, CD69+, CD45RO+, 
CD45RA−, CD45RBdim, CD29bright, CD27−, and CD25−, and low 
expression of TCRζ. While synovial fluid T cells are also FasL+, 
Bcl2−, Baxbright, favoring a proapoptotic state, it is thought that 
environmental cues transduced through common γ chain re-
ceptor signaling cytokines such as IL-2, IL-7, and IL-15, as well 
as type I interferons, prevent apoptosis of T cells in situ. Synovi-
al tissue–derived lymphocytes may be different. Consistent with 
their state of terminal differentiation, a subset of synovial T cells 
are CD28−, while at the same time expressing a range of natural 
killer (NK) cell-surface receptors that are thought to contribute 
to effector function independently of cognate antigen.

Recent analysis of citrulline-reactive B cells from RA patients 
indicate that they display markers of class-switched memory B 
cells and plasmablasts (CD20+CD27+IgD−). Analysis of the vari-
able (V) regions of the immunoglobulin heavy and light chains 
confirm that antigen-specific activation and differentiation of B 
cells into plasma cells takes place in draining lymph nodes as 
well as in the chronically inflamed synovial tissue of patients 
with RA. Likewise, analysis of the T-cell repertoire indicates 
that the synovium provides a niche for supporting expansion 
of specific T cells, whose clonality is shared between different 
joints from the same patient, but not substantially with clones 
from paired blood samples.

For over a decade it has been known that one of the dominant 
cytokines expressed in synovial T cells from patients with estab-
lished disease is IFN-γ. Somewhat surprisingly, a significant pro-
portion of IFN-γ+ cells also express IL-10. Recent data support a 
model in which there exists, during differentiation, a transition 
from IFN-γ+ Th1 T cells through an IFN-γ+IL-10+ double-positive 
stage to a single-positive IL-10+ stage. This last phase could repre-
sent part of the normal life cycle of an effector T cell, where IL-10 
expression promotes the resolution of the adaptive immune re-
sponse, attenuating the function of DCs. Interestingly data indicate 
that this Th1 life cycle involving a switch from IFN-γ to IL-10 pro-
duction may be defective in individuals at risk of developing RA.

Recent, systematic approaches for studying synovial T cells 
at a single cell level has uncovered a markedly expanded popu-
lation of PD-1hiCXCR5−CD4+ T cells in synovium of patients 

with RA.23 These are unusual in light of high expression of PD-1 
and lack of CXCR5, and while they express activation mark-
ers such as MHC class II, they are not exhausted. Defined as 
peripheral helper T cells (TPH), and distinct from TFH cells, sy-
novial PD-1hiMHCIIhiCXCR5− cells support B-cell help via ex-
pression of IL-21, CXCL13, ICOS, MAF, and BLIMP1, and have 
been shown to induce plasma cell differentiation at least in vitro.

Finally, PTM of immunoglobulins, most notably glycosylation 
of the Fc domain, has been a recognized feature of the evolving 
immune response for decades, with distinct moieties being linked 
to specific IgG effector functions. Besides glycosylation at position 
297 in the IgG Fc tail of APCAs, where animal studies suggest that 
disease-associated glycosylation patterns are regulated by IL-23 
and Th17 cells, a recent addition to the repertoire of glycosylation 
of ACPAs has been the identification of highly sialylated N-linked 
glycans in the antigen variable domain of up to 90% IgG ACPA, 
arising as a consequence of T-cell dependent, variable region so-
matic hypermutation.22 This is rather uncommon in other IgG 
molecules. Analysis of IgG ACPA in first-degree relatives of RA 
patients suggests that extensive glycosylation precedes the onset of 
disease, and thus represents a signature of high risk. While Fc tail 
agalactosyl “pro-inflammatory modifications” likely alters immu-
nity through effects on FcR binding and effector responses, cur-
rent thinking suggests that ACPA IgG variable domain N-glycans 
could influence antigen binding avidity, B-cell receptor signaling 
and tolerance, or binding to glycan receptors such as lectins.22 Fur-
ther work is needed to evaluate each of these possibilities.

Immune Regulation
Investigation of regulatory cell subsets and their anti-inflam-
matory properties has perhaps more firmly established the 
concept that failure of the host’s intrinsic mechanisms of im-
mune regulation can underpin autoimmune diseases. Experi-
ments in gene-deficient mice (e.g., Foxp3, IL-2, IL-2R, IL-2R 
signaling, STAT5, IL-10, TGF-β) lend support to this concept. 
In RA the data remain less clear. For example, there is in vitro
evidence for a relative deficiency of constitutive IL-10 expres-
sion in synovial cell cultures, and yet clinical trials of IL-10 have 
been disappointing. These results may reflect the complex role 
of these cytokines in disease pathogenesis. The identification of 
defective numbers and/or function of CD4+CD25bright Tregs has 
been suggested by several investigators, but reports are conflict-
ing.24 Some studies have shown clear reductions in numbers 
of peripheral blood Tregs in patients with RA, whereas others 
have shown no difference. In synovial joints, the data are more 
consistent, with many reports showing substantial increases in 
Treg numbers in synovial tissue and fluid compared with paired 
PB. However, some studies have reported normal function at a 
cellular level, whereas others have shown depressed regulatory 
function. One possible mechanism is that synovial effector T 
cells are refractory to regulatory pathways.

The advent of immune checkpoint inhibition (CPI) for the treat-
ment of a wide range of cancers has, serendipitously, provided in-
controvertible in vivo evidence that immune checkpoints CTLA-4 
and PD-1 contribute to immune homeostasis in individuals at risk 
of inflammatory arthritis.25 Immune-related adverse events (irAEs) 
are now a well-recognized complication of CPI with anti-PD-1/
PDL-1 and anti-CTLA4, targeting any organ or tissue in the body. 
These inflammatory syndromes, which phenocopy idiopathic au-
toimmune diseases, can arise within weeks or months of treatment 
initiation, and are thought to represent an abrupt breach of immune 
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tolerance. Both seronegative and seropositive subsets of inflamma-
tory polyarthritis, indistinguishable from RA, have been reported 
by many groups; some cases are transient and self-remitting, while 
others persist, requiring disease-modifying therapy. What remains 
unclear is whether this RA-like syndrome arises only in susceptible 
individuals or whether the inflammatory process arises de novo, re-
gardless of genetic or environmental factors.

Impact of the Inflammatory Response on 
Cartilage and Bone
For many years, it was considered that the terminal effector 
phase of chronic inflammation that led to cartilage destruction 
and bone resorption was driven almost exclusively by inflam-
matory cytokines and proteinases. IL-1, MMPs (MMP1, 3, 8, 
13), and aggrecanases (ADAMTS 4 and 5) were, and remain, 
major drivers. Attempts to establish more directly a link be-
tween adaptive immunity and destruction of target tissue failed, 
not least because of the lack of a direct physical link between 
lymphocytes, chondrocytes, and bone. A breakthrough came in 
the late 1990s with the identification of the TNF/TNFR family 
member receptor for activation of nuclear factor (NF)-κB ligand 
(RANKL)/TRANCE/ODF and its counter-receptor RANK, 
and the dissection of the molecular and cellular components 
required for osteoclast differentiation from monocyte precur-
sors.26 According to contemporary paradigms, RANKL is nec-
essary and sufficient for osteoclast differentiation. TNF, M-CSF, 
IL-1, and IL-17 contribute, and RANKL-independent pathways 
may also play a role. RANKL is expressed on synovial fibroblasts 
and osteoblasts but also on activated T cells, its counter-receptor 
being expressed on myeloid lineage cells including monocytes, 
osteoclast precursors, and DCs. Its expression is regulated by 
inflammatory mediators including TNF and PGE2. RANKL is 
shed, probably through the action of several membrane-associ-
ated proteases including MT1-MMP (MMP14). Gene targeting 
of RANKL or RANK in mice leads to inhibition of osteoclasto-
genesis and a profound osteoporotic bone phenotype. Deletion 
of osteoprotegerin (OPG), the naturally occurring decoy soluble 
receptor for RANK, leads to unbridled osteoclast differentiation 
and bone resorption and substantially reduced bone mass. In 
RA, several studies have demonstrated perturbations of serum 
RANKL/OPG ratios, and recent clinical experience with deno-
sumab, a fully humanized monoclonal antibody that binds to 
RANKL, demonstrates increased bone mineral density and re-
duced bone turnover in patients with RA.

Distinct from enhanced bone resorption, bone formation is 
impaired in RA, although until recently the pathways involved 
were rather obscure. The inflammatory process itself, along with 
its effects on osteoblast maturation and function, has been di-
rectly implicated because bone formation at surfaces adjacent to 
bone marrow, as opposed to inflamed synovium, are relatively 
well preserved. Recent data suggest that ACPAs can also directly 
promote osteoclastogenesis, providing a mechanistic link between 
autoantibodies and joint destruction that also depends on IgG gly-
cosylation status. Evidence now points to the canonical Wingless 
(Wnt) signaling pathway as being an essential control point in os-
teoblast function, based on the observation that in animal models 
of RA antibodies to Dickkopf homologue 1 (DKK1), a secreted 
antagonist of Wnt blocking, signals at the level of its cognate recep-
tor Frizzled, promote bone formation and inhibit bone resorption 
indirectly by increasing production of OPG. This indicates that 
Wnt signals negatively regulate osteoclastogenesis.

The interplay between bone formation and resorption is 
fundamental to bone homeostasis, especially in the context of 
chronic inflammatory disease. Recent evidence suggests that 
the molecular basis for this so-called coupling lies with the os-
teoprotective factor semaphorin 3 A. This factor regulates bone 
mass in both osteoblasts (through effects on the canonical Wnt/
β-catenin signaling pathway) and osteoclasts (by inhibiting 
RANKL-dependent osteoclast differentiation). Together these 
data support the view that bone and joint integrity are regulated 
by a delicate balance of catabolic and anabolic immune and in-
flammatory mediators influencing the maturation and function 
of osteoblasts (Wnt:DKK1) and osteoclasts (RANKL:OPG).

CLINICAL FEATURES

Disease Onset
RA is a heterogeneous disease that does not conform to a single 
clinical entity. Whereas 10% of patients may have an acute se-
vere onset and 20% a more subacute onset, the onset of signs and 
symptoms may be insidious in up to 70% of patients. A more epi-
sodic or palindromic onset has also been described. A common 
presentation, more likely during the winter months, will be that 
of a female in her fifth to sixth decade of life who complains of 
diffuse symmetrical joint pain, swelling, and stiffness of peripheral 
joints. Patients may complain that they can no longer make a fist, 
especially in the early morning. The targeting of afflicted synovial 
joints may be symmetrical in most, but not all, cases, typically af-
fecting small joints of the hands and feet as well as wrists. Less 
frequent are those presenting with slow-onset monoarticular dis-
ease. Patients not fulfilling the diagnostic classification criteria for 
RA may be ascribed the more appropriate diagnostic label of un-
differentiated arthritis, because in a proportion of cases signs and 
symptoms may resolve spontaneously. Systemic disease is much 
less common in current clinical practice, in part through appli-
cation of earlier, more intensive treatment regimens (see below). 
Nonetheless, the systemic nature of the disease can be manifested 
through a wide array of systemic, extraarticular clinical features 
that may occur in patients with disease at the more severe end of 
the spectrum. A spectrum of disease severity may also be evident 
from hand radiographs; examples are shown in Fig. 53.5.

Diagnosis
Classification Criteria
The American College of Rheumatology criteria for the classi-
fication of RA are a set of clinical and laboratory parameters, 
established largely for epidemiological purposes, that serve as a 
guide for the diagnosis of RA. They are relatively straightforward 
and easy to apply, especially to patients with established disease. 
However, failure of a patient with early signs and symptoms of 
an inflammatory arthropathy to fulfill them does not mean that 
the individual does not have RA. The 1987 criteria were simpli-
fied further by removing the “probable,” “definite,” and “classic” 
subclassifications. These criteria returned a sensitivity for RA 
of 91% to 94% and a specificity of 89% in the clinical setting. 
New criteria, established by a steering group comprising mem-
bers of the ACR and EULAR and published in 2010, are based 
on a weighted score around four domains, including distribu-
tion and type of joint involvement (tender as well as swollen 
joints are included, scoring 0 to 5 points), serology (0 to 3) that 
includes RF or ACPAs and is weighted according to antibody 



688 PART VI Systemic Immune Diseases

levels, duration of synovitis (0 to 1), and acute-phase reactants 
erythrocyte sedimentation rate or C-reactive protein (0 to 1). A 
score of 6 or above is indicative of an early disease state requir-
ing initiation of DMARDs such as methotrexate (Table 53.2), 
and so these criteria are thought to better reflect an intention 
to treat on the part of the supervising physician. Although the 
presence of synovitis in at least one joint is required (in the ab-
sence of an alternative diagnosis that better explains the synovi-
tis), there remains debate as to whether subclinical synovitis of 
specific joints, defined by magnetic resonance imaging (MRI) 
or high-resolution ultrasonography (HRUS), should be includ-
ed in the joint score.

Laboratory Findings
Until the late 1990s, IgM RFs, autoantibodies that recognize 
the Fc subunit of IgG, remained one of the few parameters of 
value in the clinical setting, forming the basis of the seroposi-
tive versus seronegative RA stratification and identifying those 

patients more likely to progress to erosive disease with or with-
out extraarticular features. Nevertheless, RF can be detected in 
up to 5% of the healthy population and in 10% to 20% of the 
elderly population (>65 years of age); RF is found in a range 
of rheumatic conditions including Sjögren syndrome, SLE, and 
cryoglobulinemia, as well as in acute infectious and neoplastic 
disease entities, influencing its diagnostic utility. In general RF 
is not of value for monitoring responses to therapy.

The discovery of ACPAs, which can be detected very early in 
the disease process, has had a major impact on diagnostic practice 
as the assays have become more widely available.20 They also have 
prognostic value in terms of radiographic progression, and titers 
may alter with therapy. The new-generation anti-CCPs kits have 
demonstrated diagnostic sensitivity of 80% and  specificity of 98%. 
As the range of RA-associated autoantigens has expanded and the 
repertoire of citrullinated target autoantigens has become better 
defined, multiplex assays of serum autoantibodies are likely to play 
an increasingly important role in the diagnosis and prognosis of 
subsets of autoantibody-positive inflammatory arthritides.

A

B

C

D

FIG. 53.5 Photomicrographs and Radiographs of the Rheumatoid Hand. Chronic, severe, and erosive RA, refractory to treatment 
and showing joint swelling and classical deformities (A and B), is compared with erosive disease whose progression has been 
attenuated by combination and biological therapy (C and D). White arrows indicate major areas of bone and cartilage destruction. 
(Reproduced with kind permission from the patients.)
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The Preclinical Phase of Rheumatoid Arthritis
The identification of a preclinical phase of RA, that can be de-
tected by virtue of serum autoantibodies up to 14 years before 
disease onset, has provided opportunities to characterize the RA 
prodrome in more detail. Work has centered around evaluation of 
acute-phase proteins and serum cytokines and chemokines, which 
appear to rise 1 to 2 years before onset of clinical disease; ACPAs 
isotype usage, N-glycan modifications, and epitope spreading; 
whole-blood gene expression analysis, which shows similarities to 
patients with established disease (including type I interferon-in-
ducible gene signatures in a subset); imaging by MRI and ultraso-
nographic modalities; and, most recently, analysis of lymph node 
immune phenotypes, showing evidence of lymphocyte activation. 

The strongest predictors of progression in those at-risk subjects 
are joint pains without clinically detectable synovitis (arthralgia), 
combined with the presence of high-titer ACPAs and RF autoan-
tibodies. Risk scores, which take into account other demographic 
factors, have been developed and are currently being validated. In 
2016, a EULAR definition of the clinical characteristics of patients 
at risk of developing RA was published.27

Progression rates for ACPA+ arthralgia patients with subclini-
cal synovitis detected by ultrasound examination are of the order 
of 20% over a median of 28 months,28 while arthritis-free survival 
curves suggest that 40% to 50% of those at highest risk will devel-
op clinically apparent synovitis in 2 to 3 joints within 24 months. 
Somewhat surprisingly, genetic markers, such as HLA-DRB1 SE, 
have not contributed dramatically to risk estimates, while emerg-
ing patterns of tenosynovitis by ultrasonography or MRI, or bone 
marrow oedema (or osteitis) by MRI define some of the earliest 
articular features of this at-risk state. Rates of progression are re-
markably consistent across at-risk cohorts and are considered suf-
ficient to justify secondary prevention intervention studies. Thus, 
in 2019 the effects of a single IV dose of rituximab were studied in 
ACPA+ arthralgia subjects. Compared to a control group (who also 
received IV hydrocortisone at baseline), rituximab delayed disease 
onset by about 12 months. As of spring 2020, there are three other 
clinical trials actively examining the impact of a fixed period of 
therapy with hydroxychloroquine, methotrexate, or abatacept ver-
sus placebo and followed up for a 2- to 3-year period. If delay or 
prevention is observed, even in a subset of individuals, this is likely 
to transform the way we approach the treatment of RA.

TABLE 53.2 2010 ACR/EULAR 
Classification Criteria for Rheumatoid Arthritis

Domain
Weighted 
Score

Joint Involvement (0–5)
1 medium to large joint 0
2–10 medium to large joints 1
1–3 small joints 2
4–10 small joints 3
>10 joints (with at least one small joint) 5

Serology (0–3)
Neither RF- nor ACPAs-positive (≤ULN) 0
At least one test, low positive titer (>1 ≤3 × ULN) 2
At least one test, high positive titer (>3 × ULN) 3

Duration of Synovitis (0–1)
<6 weeks 0
≥6 weeks 1

Acute-Phase Reactants (0–1)
Neither ESR nor CRP abnormal 0
Abnormal ESR or CRP 1
TOTAL (≥6 indicates definite RA) ______

ACPAs, Antibodies to citrullinated protein antigens; ACR, American College of 
Rheumatology; CRP, C-reactive protein; ESR, erythrocyte sedimentation rate; 
EULAR, European League Against Rheumatism; RF, rheumatoid factor; ULN, upper 
limit of normal.

CLINICAL PEARLS
Predictors of Poor Outcome in Rheumatoid Arthritis

• Chronic, unremitting disease onset, especially at advanced age
• High disease activity scores at baseline
• Female gender
• Poor functional status as determined by validated functional disability 

indices such as the Stanford Health Assessment Questionnaire (HAQ) 
and the Arthritis Impact Measurement Scale (AIMS)

• Low socioeconomic status
• Systemic and extraarticular features
• Depression and anxiety
• Comorbidity, for example, infection, cardiovascular disease, renal im-

pairment
• Early erosive disease (in first 6–12 months; may be associated with 

ACPAs autoantibodies)
• Persistent acute-phase response (e.g., time-integrated CRP levels)
• Autoantibodies (RF and ACPAs) and HLA-DRB1 status (SE+)
• Significant delay in early use of DMARDs and corticosteroids

ACPAs, Antibodies to citrullinated protein antigens; CRP, C-reactive protein; DMARDs, 
disease-modifying antirheumatic drugs; RF, rheumatoid factor; SE, shared epitope. 

ON THE HORIZON
The Preclinical Phase of Rheumatoid Arthritis

• High-risk individuals include those with inflammatory joint pain (ar-
thralgia) and serum RA–associated autoantibodies. From 40% to 50% 
of those with high-titer ACPAs (with or without rheumatoid factor) 
may develop clinical synovitis within 24 months.

• Targeting these high-risk individuals with preventative strategies pro-
vides the best chance of achieving cure. Trials of rituximab, abatacept, 
or hydroxychloroquine are ongoing.

• In-depth molecular and cellular studies for characterizing the preclini-
cal phase of disease will be critical to the success of this endeavor.

• Models for progression to RA have identified the following phases:
I. Genetic risk
II. Genetic risk with autoimmunity (e.g., ACPAs, rheumatoid factor)

III. Genetic risk with autoimmunity and arthralgia (but absence of 
clinically apparent synovitis)

IV. Undifferentiated arthritis (clinically apparent synovitis, not fulfilling 
RA classification criteria)

V. Early RA (fulfilling disease criteria; need for DMARDs)
• Stratification of risk, including genetic, serological, and demographic 

factors, will permit the identification of subjects most suitable for in-
tervention studies.

• Studying the impact of lifestyle modifications, for example, diet, stop-
ping smoking, would be of great interest.

• Reestablishing immune homeostasis and/or induction of immune 
tolerance may provide the best chance of achieving cure in subjects 
during the preclinical phase of disease. Early-phase studies of peptide 
immunotherapy indicate that this approach is well tolerated.

• Establishing robust assays for signatures of immune tolerance (e.g., 
immune phenotyping by flow cytometry, extended autoantibody se-
rotyping, multiplex assays for detection of inflammatory mediators in 
serum, whole-blood transcriptomic profiles) that reflect a healthy im-
mune system will greatly facilitate these endeavors.

ACPAs, Antibodies to citrullinated protein antigens; DMARDs, disease-modifying 
antirheumatic drugs; RA, rheumatoid arthritis. 
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TREATMENT

Disease-Modifying Antirheumatic Drugs

Over the past two decades there has been a dramatic para-
digm shift in the therapy of RA from control of symptoms to 
the control of the disease process and aggressive suppression 
of inflammation. This shift has come about through a growing 
appreciation of the relationship between joint inflammation 
and joint destruction, as well as the development of imag-
ing technology for detecting the very earliest changes in joint 
structures. The impact of this paradigm shift in therapeutic 
terms is striking. Traditional “go-low, go-slow” regimens of 
the 1970s and 1980s included the initiation of nonsteroidal 
anti-inflammatory drugs (NSAIDs), followed by implementa-
tion of DMARDs only after destructive disease became evi-
dent. Depending on the clinical response, sequential mono-
therapy was the norm. Although this strategy may still be 
appropriate for patients with mild disease, current practice 
now dictates aggressive combination therapy (two or more 
conventional DMARDs) from the outset for patients with 
poor prognostic factors, with preference for the faster-acting 
DMARDs such as methotrexate, leflunomide, and sulfasala-
zine (onset 3 to 6 weeks) over slower-acting agents such as 
hydroxychloroquine, gold, and d-penicillamine (onset 3 to 6 
months), but with the addition of oral or parenteral predniso-
lone. More recent data suggest that the specific choice of ther-
apy may be less important than the strategy. For example, the 
pioneering TICORA and BeST studies both indicate that in-
tensive treatment when combined with intensive control most 
convincingly influences outcome measures, including clini-
cal response, retention, functional status, and  radiographic 

progression. The benefits of tight control have been substanti-
ated in many subsequent clinical trials, as well as in “real-life” 
clinical practice.29

Anti-Cytokine Therapy
The introduction of targeted therapy to the clinic using bio-
logical agents (e.g., chimeric or fully humanized antibodies to 
ligands or receptors, soluble receptor fusion proteins, or recom-
binant receptor antagonists) has transformed the treatment of 
RA. The prototype biologic, developed in the 1990s, was TNF 
blockade.30 The rationale for inhibiting TNF bioactivity is based 
upon its pleiotropic effects on cell activation, cellular adhesion 
and migration, induction of cytokine and inflammatory gene 
mRNA and protein, neoangiogenesis, and the regulation of 
cartilage catabolic factors such as IL-1 and matrix metallopro-
teinases (see Fig. 53.3). TNF and other inflammatory cytokines 
such as IL-1, IL-6, IL-15, IL-17, and GM-CSF are expressed 
constitutively in inflamed synovial tissue at mRNA and protein 
level. In many cases the expression of their high-affinity cog-
nate receptors is also upregulated and the functional activity of 
the corresponding naturally occurring inhibitors (e.g., soluble 
TNF-R or IL-1Ra) is reduced further, promoting persistence of 
the inflammatory response (although levels of protein may be 
increased, reflecting an attempt at restoring homeostasis).

Chimeric anti-TNF monoclonal antibodies (infliximab) 
were first used to treat RA in open-label clinical trials in 1992.30

Humanized antibodies (adalimumab) and the soluble p75 
TNF-R IgG fusion protein (etanercept) were tested soon after 
with comparable therapeutic effects; golimumab and a construct 
comprising a PEGylated anti-TNF antibody Fab fragment (cer-
tolizumab) are also licensed for use in patients with RA, as are a 
growing number of “biosimilar” TNF inhibitors. TNF-α block-
ade leads to dramatic and rapid reductions in symptoms (pain, 
stiffness, and fatigue) and signs (joint pain and swelling) of ar-
thritis in a dose-dependent fashion, and in a significant propor-
tion of patients (~60% to 70%) who have failed conventional 
DMARDs.30 As a class, and when used in combination with 
methotrexate, the majority are superior to either drug alone.

The clinical benefit of TNF blockade has prompted extensive 
mechanism of action studies.30 Anti-TNF reduces the acute-
phase response, including IL-6 serum levels. Leukocyte traf-
ficking is inhibited, as demonstrated through an early (within 
hours) and dramatic rise in lymphocyte counts through demar-
gination, a more prolonged and sustained exclusion of leuko-
cytes based on reductions in cellularity of synovial tissue biop-
sies after treatment and suppression of markers of angiogenesis, 
including VEGF; TNF blockade promotes lymphangiogenesis 
and may facilitate cell egress from inflamed synovium. TNF 
blockade has also been shown to downregulate markers of car-
tilage and bone destruction, including the collagenases MMP1 
and 3, and to reduce the ratio of RANKL and OPG in serum, 
effects that might explain in part the joint-preserving effects of 
anti-TNF in vivo.

The IL-1 receptor antagonist (IL-1Ra) is the only IL-1 
inhibitor currently licensed for use in RA. It has disease-
suppressing effects in animal models of arthritis, with po-
tent joint protection, but has proven less effective than an-
ti-TNF in patients with RA. Nevertheless, it has been used 
effectively to treat patients who have failed TNF blockade, 
slowing radiographic progression, and may be efficacious in 
a subset of individuals with more systemic autoinflammatory 

THERAPEUTIC PRINCIPLES
Treatment Paradigms in Rheumatoid Arthritis

• Education and counseling through early involvement of a multidisci-
plinary team, including specialist nurse and other health-care profes-
sionals; appropriate balance of rest and exercise during disease flares

• Adequate nutrition (especially important with severe, active disease)
• Comprehensive assessment of disease activity, especially during 

early phase of disease to achieve rapid disease control
• Complete suppression of inflammation early in the disease, with tight 

control through regular and frequent reassessments focused around 
disease activity scores

• Yearly imaging assessments to monitor radiographic progression, for 
example, X-rays or high-resolution ultrasonography of hands and feet

• Early use of DMARD/SAARDs
• Early use of corticosteroids, including use of intraarticular joint injections 

to suppress inflammation, and use of step-up combination therapy in 
severe disease

• Appropriate use of biologicals, for example, early use of anticytokine, 
T- or B-cell–targeted therapies in severe disease

• Early relief of pain with judicious use of NSAID or COX2 inhibitors 
according to safety/risk profile

• Monitoring for drug toxicity
• Effective contraception, where appropriate
• Bone protection
• Monitoring for risk factors of key comorbidities, including cardiovascu-

lar disease
• Prevention of infection through vaccination (preferably before institut-

ing immunosuppressive agents), for example, against influenza, pneu-
mococcus, and herpes zoster

COX, Cyclooxygenase; DMARD, disease-modifying antirheumatic drugs; NSAID, non-
steroidal anti-inflammatory drugs; SAARD, slow-acting antirheumatic drugs. 
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syndromes. Anti-IL-6R blockade (tocilizumab) is licensed for 
use in patients with established RA. Evidence suggests that in 
early disease, tocilizumab as monotherapy is as effective in 
suppressing signs and symptoms of RA as when it is com-
bined with methotrexate. These effects are mediated through 
blocking IL-6 actions on the immune response, the acute-
phase response, osteoclastogenesis, B-cell activation and 
immunoglobulin production, angiogenesis, and cell adhe-
sion (reviewed in Kishimoto).31 Clinical responses are com-
parable to those observed with TNF blockade, and a range 
of IL-6 inhibiting drugs are now licensed for use. Unlike in 
psoriasis, the effect of inhibiting IL-17 in RA (with human-
ized monoclonal antibodies ixekizumab or secukinumab that 
block IL-17A) has been more modest, although there may 
exist a subset of RA patients in whom IL-17-driven inflam-
matory responses dominate. A role for blocking GM-CSF is 
emerging.

Finally, the impact of using small molecule inhibitors of 
cytokine signals, transduced through receptors that utilize 
members of the Janus kinase (JAK) family of tyrosine kinas-
es,32 has been evaluated in some detail. These are interesting, 
immunologically important kinases, because gain-of-func-
tion mutants are associated with leukemia and lymphoma, 
whereas loss-of-function is associated with primary immu-
nodeficiency. Jakinibs, including tofacitinib, baricitinib, and 
upadacitinib, have been studied in phase III clinical trials of 
RA patients. Tofacitinib has high affinity for JAK3, but is also 
able to partially inhibit JAK1 and, to a lesser extent, JAK2; 
baricitinib blocks JAK1 and JAK2 to a similar extent, with 
some Tyk2 targeting activity, while upadacitinib has more 
JAK1 selectivity. These agents are well tolerated, with accept-
able safety profiles and now provide physicians with an orally 
available agent with efficacy comparable to biologic agents. 
This is likely due to the wide range of inflammatory pathways 
that are targeted, including common gamma chain cytokines 
IL-2, IL-7, IL-15, and IL-21, type I and type II interferons, and 
IL-6 family cytokines.

Anti-T-Cell Therapy
The contribution of costimulatory signals (“signal 2”) transduced 
through CD28 to priming and activation of naïve T cells and am-
plification of cytokine gene expression and proliferative respons-
es has provided a rationale for testing costimulatory blockade in 
patients. This has been achieved using a nondepleting human-
ized IgG1-CTLA-4 fusion protein that prevents CD80 and CD86 
(expressed on antigen-presenting cells) from engaging CD28 (but 
also CTLA-4) expressed on T cells. Initial studies confirmed that 
the agent was safe and well tolerated.33 As well as suppressing 
disease activity, CTLA-4-Ig (licensed as abatacept as intravenous 
and subcutaneous formulations) inhibits radiographic progres-
sion and structural damage and it is also effective in treating those 
patients who have had inadequate responses to TNF blockade as 
well as to methotrexate. Head-to-head studies indicate that the 
kinetics of response are remarkably similar to those of anti-TNF 
when compared as monotherapy, indicating that a significant 
number of costimulation-dependent T cells actively participate 
in the ongoing inflammatory response. Clinical improvement 
may continue beyond 12 months. Recent data suggest that inhibi-
tion of CD28 signals reduce the number of TFH. Abatacept targets 
one of the earliest stages of adaptive immunity, and so offers a 

biologically plausible pathway to target in subjects at high risk of 
progressing to RA.

Anti-B-Cell Therapy
Rituximab is a humanized monoclonal antibody that recognizes 
human CD20, a 33- to 37-kDa membrane-associated phospho-
protein expressed on pre-B, immature, and mature B cells but not 
on plasma cells. It was initially developed, and then licensed, for 
the treatment of non-Hodgkin lymphoma. While CD20 ligation 
promotes B-cell activation, differentiation, and cell cycle pro-
gression, the function of CD20 is still poorly understood. The 
therapeutic effects of anti-CD20 are related to B-cell depletion, 
which can vary between patients due to antibody-dependent 
cell cytotoxicity, complement-mediated cell lysis, and/or trig-
gering of intracellular pathways for apoptotic cell death.34 The 
effects on serum immunoglobulin levels are modest with levels 
remaining in the normal range, unless patients undergo repeat-
ed cycles of B-cell depletion.

A pivotal placebo-controlled trial of rituximab therapy ran-
domized 161 patients with RF-positive RA to compare the effi-
cacy and safety of methotrexate alone (standard therapy) versus 
methotrexate plus rituximab (1000 mg on days 1 and 15), ritux-
imab alone, or rituximab plus cyclophosphamide.34 Up to 43% 
of patients receiving the combination of rituximab and metho-
trexate achieved 50% improvement in clinical and laboratory 
parameters after 24 weeks (ACR50), and this was at least as good 
as the rituximab/cyclophosphamide combination (41% achiev-
ing ACR50) and superior to methotrexate (13%) or rituximab 
alone (33%). Follow up studies indicate that B-cell repopulation 
occurs at a mean of 8 months after treatment, comprising im-
mature IgD+CD38+CD27−CD5+ B cells, and is associated with 
increased serum B cell–activating factor (BAFF) levels. Early 
relapse is associated with reconstitution of the CD27+ memory 
B-cell compartment.

Future Prospects for Therapy
There remain unmet needs in the treatment of RA. Principal 
among these are the fact that until relatively recently, treatment 
has been considered lifelong for the majority of patients, impos-
ing greater risk of toxicity and, as the immune system senesc-
es, increased risk of infection or lymphoproliferative disease. 
There is little doubt that early treatment with tight control offers 
the best outcomes, and evaluation of synthetic and biological 
DMARDs in at-risk subjects to establish whether they can de-
lay or even prevent development of clinically apparent disease 
could be transformative. A better appreciation of the profile of 
RA-specific autoantigens has prompted early-phase studies to 
establish the safety and tolerability of peptide immunotherapy 
delivered by autologous DCs. From an immunological perspec-
tive, there remains a pressing need to develop immunological 
tools or immune biomarkers that can redefine disease subsets 
and measure effector and regulatory cell subsets; progress has 
been made with synovial pathotypes. While such tools may 
provide better insights into disease pathogenesis, they can also 
be adapted to monitor the impact of therapeutic intervention, 
whether this turns out to be cell-based therapy or the applica-
tion of novel immune modulators. Similar approaches should 
be used to identify those ACPA+ arthralgia patients who have a 
genetic predisposition to RA and are at highest risk of develop-
ing the disease.
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Juvenile idiopathic arthritis (JIA) is a collection of chronic 
inflammatory arthropathies of childhood. By definition, JIA 
occurs prior to the 16th birthday, has no known causes, and 
has evident chronic, more than 6 weeks’ duration of, joint 
inflammation.1

The currently utilized 2004 revision of the International 
League of Associations for Rheumatology (ILAR) nomencla-
ture and subcategorization of JIA unifies the American (juvenile   
rheumatoid arthritis [JRA]) and European (juvenile chronic 
arthritis [JCA]) classification schemes.1 It addresses arthritis 
features different from those in adults and removes the word 
“rheumatoid” to distinguish it from adult rheumatoid arthritis 
(RA) (Chapter 53). The ILAR classification of JIA also includes 
the human leukocyte antigen HLA-B27–associated spondylo-
arthropathies (Chapter 58), which occur frequently during 
childhood (Table 54.1). There are still ongoing efforts to fur-
ther re-classify JIA subcategories based on genetic research 
suggestive of some of the subgroups being actually identical to 
adult forms of chronic arthritis rather than existing as a sepa-
rate childhood entity (e.g., rheumatoid factor [RF] positive 
polyarticular JIA and RA).2

Because JIA is a diagnosis of exclusion, other entities 
with chronic arthritis need to be ruled out first. Sarcoidosis 
(Chapter 72), Sjögren syndrome (SS) (Chapter 55), systemic 
lupus erythematosus (SLE) (Chapter 52), mixed connective tis-
sue disease (MCTD) (Chapter 56), Lyme disease (Chapter 27), 
dermatomyositis (Chapter 57), and a variety of vasculitides 
(Chapters 59 and 60) can present with joint inflammation. 
While JIA is idiopathic by definition, chronic arthritis as part 
of inflammatory bowel disease (IBD) (Chapter 75) or associated 
with psoriasis (Chapter 64) is included under the JIA umbrella. 
When considering the seven categories of JIA together, the 
estimated prevalence of JIA is roughly 1 in 1000 children, with 
rates varying in different regions of the world, likely because of 
genetic risk factors and/or environmental triggers. Moreover, 
the relative rates of JIA categories vary in different regions of 
the world (e.g., oligoarticular JIA is common in Scandinavia, 
and enthesitis-related JIA is more typical in Latin America with 
the caveat of some variability in classification).

ETIOLOGY AND PATHOGENESIS

Genetic Contribution
Because JIA is an eclectic group of unique categories based 
largely on empirical clinical phenotypes and is far less com-
mon than RA, understanding its genetic causes is extremely 
difficult. Clinical examination is neither sensitive nor specific 

for diagnosing joint inflammation, and certain joints like in the 
case of the temporomandibular joint (TMJ) require imaging to 
screen for involvement.3 Thus, the arbitrary distinction of sub-
groups based on number of involved joints can lead to misclas-
sification, which would subsequently influence data analysis. 
Distinctions based on the types and location of involved joints 
and data from biosamples may prove useful in identifying more 
homogeneous subtypes and lead to better genetic understand-
ing of etiology.4

Polygenic Disorder
In general, JIA is a polygenic autoimmune condition with ≥20 
potential genes involved. An exception is systemic JIA (sJIA), 
which resembles both an autoimmune and an autoinflamma-
tory disorder.5 Unlike autoimmunity, which is believed to be the 
result of an imperfect adaptive immune system, autoinflamma-
tory conditions are thought to result from genetic perturbations 
in the innate immune response, for example, as in the autoin-
flammatory recurrent fever syndromes.5 Whether sJIA is the 
result of a single or multiple gene defects in the same immune 
pathway is currently unknown. However, a relatively common 
complication of sJIA is the life-threatening condition of mac-
rophage activation syndrome (MAS), which resembles familial 
hemophagocytic lymphohistiocytosis (fHLH) (Fig. 54.1). MAS 
may be present in ≈50% of children with sJIA in either an overt 
or occult/subclinical fashion.6 Recently, genetic polymorphisms 
and heterozygous (single copy) mutations in genes associated 
with fHLH when present as homozygous defects have been 
identified in children with sJIA and overt MAS.6 Protein prod-
ucts of these genes, including perforin 1 and MUNC 13-4, are 
critical in the pathway mediating cytolysis by CD8 T cells and 
natural killer (NK) cells (Chapter 12). This cytolysis is crucial 
to the ability to shut down an immune response following con-
trol of infection. Defects in this pathway can result in a hyper-
inflammatory state (cytokine storm), leading to pancytopenia, 
coagulopathy, and multisystem organ failure.6 As sJIA is the 
most common condition resulting in MAS during childhood, it 
might indeed be genetically related to fHLH but possibly associ-
ated with heterozygous, rather than homozygous, mutations in 
genes critical for cytolysis.6

Human Leukocyte Antigen Associations
For all other JIA categories, polygenic influences—including the 
major histocompatibility complex (MHC)—contribute to dis-
ease pathology. The MHC is densely packed (greater than 200 
genes) with immune-associated genes (Chapter 5). It is also the 
most polymorphic region of the human genome and gives rise 
to MHC class I and class II genes, complement proteins, tumor 
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necrosis factor (TNF), and others. The critical role of MHC 
proteins in preventing autoimmunity by shaping the T-cell rep-
ertoire (Chapter 9) likely explains why the MHC is the most 
consistently and strongly associated genetic locus for most JIA 
categories. Recently, MHC class II associations have been iden-
tified in children with sJIA, providing evidence for an autoim-
mune component in addition to the autoinflammatory one, as 
mentioned above.7

By comparison, enthesitis-related arthritis (ERA) and 
psoriatic JIA share one of the strongest known MHC asso-
ciations, HLA-B27, for any described autoimmune disorder. 
HLA-B27 is present in 70% to 90% of Caucasian children 
with ERA, which follows an autosomal dominant pattern 
and is the only JIA category likely to have similarly afflicted 
first-degree relatives. The pathophysiological explanation 
for the HLA-B27 association remains unknown, but hypoth-
eses vary from molecular mimicry of pathogens presented 
by HLA-B27 (Chapter 51) to the unfolded protein response.8 

The remaining JIA categories have all been linked to various 
other MHC proteins to lesser degrees (see Table 54.1).

Nonhuman Leukocyte Antigen Associations
Genes outside of the MHC have also been linked to develop-
ing JIA. Genetic approaches have highlighted the importance of 
genetic differences in the development of JIA, but at most, 11% 
of the contribution can be linked to the MHC.4 Recent develop-
ments in high-throughput genetic sequencing, combined with 
the identification of densely present restriction fragment length 
polymorphisms (RFLPs) throughout the human genome, have 
allowed for powerful new genetic approaches. These include 
genome-wide association studies (GWAS) designed to identify 
genes associated with a variety of disorders, including autoim-
mune diseases such as JIA.9 To date, several genes have been 
reported to be associated with JIA.4

Strong evidence that genetic factors contribute to JIA sus-
ceptibility include twin and family studies. Data from a JIA 
national registry revealed that monozygotic twin pairs have a 
higher-than-expected proportion of twins with JIA. Moreover, 
siblings of children with JIA have as high as a 30-fold increased 
risk of JIA compared with the general population. Interestingly, 
siblings with JIA typically share the same JIA category, age of 
onset, and disease course.4 Polymorphisms in MHC class II 
genes have been estimated to account for less than 20% of the 
recurrence risk of JIA in siblings and thus support the concept 
that JIA is a complex genetic trait. JIA likely shares general or 
common autoimmunity gene risk factors with many autoim-
mune disorders but may also be influenced by specific JIA risk-
associated genes.9

Using linkage and association studies, researchers have iden-
tified a variety of potentially JIA-associated genes. However, out-
side of the human leukocyte antigen (HLA) genes, only a small 
percentage of these genes have been independently confirmed 
by other investigators. A few of these genes/gene products 
include PTPN22 (a phosphatase involved in inhibition of T-cell 
activation), WISP3 (a signaling protein), interleukin-1α (a pro-
inflammatory cytokine), tumor necrosis factor (TNF; another 
proinflammatory cytokine), macrophage migratory inhibitory 
factor (MIF), and SLC11A1 (a resistance factor to intracellu-
lar pathogens in macrophages).4 Thus, gene products linked to 
both innate and adaptive immune responses likely contribute 

TABLE 54.1 Clinical and Laboratory Features of the Juvenile Idiopathic Arthritis Categories

Classifications

JUVENILE IDIOPATHIC ARTHRITIS

Former Juvenile Rheumatoid Arthritis Spondyloarthropathy

Juvenile idiopathic 
arthritis catego-
ries/feature

Systemic RF− polyar-
ticular

RF+ polyar-
ticular

Oligoarticular 
(persistent and 
extended)

Psoriatic (early 
and late onset)

Enthesitis-related arthritis (ERA) 
(including ankylosing spondylitis 
(AS) and inflammatory bowel 
disease [IBD])

Human leukocyte 
antigen (HLA)

DRB1*11 DRB1*08 DRB1*04 A2 DRB1*01 B27

Gender Equal F ≫ M F ≫ M F ≫ M F > M M ≫ F
Age at onset Peak 2 years Dual peaks Teenage 1–3 years Dual peaks Teenage
Antinuclear anti-

body (ANA)
Rare Yes Yes Yes Yes Rare

Uveitis Rare Yes Rare Yes Yes Nonsilent
Temporomandibular 

joint (TMJ)
Yes Yes Yes Yes Yes Yes

Enthesitis No No No No Older age Yes
Arthritis Erosive Symmetric Erosive Mixed Dactylitis Axial

FIG. 54.1 Hemophagocytosis as Part of Macrophage Acti-
vation Syndrome. A centrally located, vacuolated histiocyte is 
pictured engulfing numerous nucleated immune cells and non-
nucleated mature red blood cells. Wright stain at ×198 magnifi-
cation. (Courtesy of Dr. David Kelly.)
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to JIA disease susceptibility. Ongoing GWAS may help validate 
the importance of these genes and may identify other candi-
date gene risk factors for JIA in the future. Recently, epigenetic 
(modifications to DNA nucleotides rather than changes in the 
DNA sequence) risk factors that confer susceptibility to JIA are 
beginning to be explored.10 Indeed, chromatin architecture itself 
is being analyzed to better understand the mechanisms of gene 
expression in JIA.11

ENVIRONMENTAL FACTORS
In addition to genetic factors, there are likely a variety of envi-
ronmental triggers for developing JIA in genetically susceptible 
hosts. Numerous infectious agents (e.g., parvovirus, rubella 
virus) have been explored as risk factors for development of JIA; 
however, replication of these associations has been difficult. In 
addition, some scientists have suggested that heat shock pro-
teins, resulting from cells undergoing environmental stress, may 
contribute to the development of JIA.12 There is also a clear link 
between gut pathogens and potentially commensal organisms 
(gut microbiome) and the development of HLA-B27–associated 
spondyloarthropathies.13 The role of the gut microbiome is also 
implicated in the pathogenesis of other subcategories of JIA.14

Last, prior to the identification of Borrelia as a cause of child-
hood arthritis, Lyme disease–associated arthritis was difficult 
to distinguish from oligoarticular JIA.15 Perhaps because of the 
variety of potential environmental triggers for JIA, combined 
with the number of different JIA categories, no single environ-
mental trigger has been conclusively identified as contributing 
to the development of JIA.

IMMUNE ABNORMALITIES

Autoantibodies
As JIA is considered an autoimmune disease, except for aspects 
of sJIA as discussed earlier, there have been a variety of explora-
tions into the role of various components of the immune system 
involved in JIA pathogenesis. The importance of the immune 
system in JIA pathology is highlighted by the increased inci-
dence of childhood chronic arthritis among children with vari-
ous immunodeficiencies. For example, children with immuno-
globulin A (IgA) deficiency are at increased risk of developing 
chronic arthritis. In contrast, the presence of specific autoan-
tibodies is associated with various forms of JIA. ANAs are 
present in up to 40% of patients with JIA, particularly those 
with oligoarticular JIA, and are associated with silent uveitis 
(Chapter 74).16 Similarly, antibodies to the nuclear oncoprotein 
DEK have been associated with uveitis as well as joint inflamma-
tion in children with JIA. IgM RF is present in a smaller subset 
of children with polyarticular JIA and is associated with a more 
aggressive/erosive form of arthritis as in adults with rheumatoid 
factor–positive (RF+) RA (Chapter 53).1 More recently, identi-
fication of anti–cyclic citrullinated peptide (CCP) antibodies 
have been found in a partially overlapping subset of children 
with RF+ poly-JIA.17 Thus, a variety of autoantibodies are associ-
ated with JIA.

T-Helper Cells
T lymphocytes are also thought to play a major role in the develop-
ment of JIA, as evidenced by their relative predominance among 
mononuclear cells in synovial fluid of chronically inflamed joints 

in children with JIA. CD4 T-helper (Th) cells have been catego-
rized into a variety of cytokine-producing subsets (Chapter 11). 
CD4 Th1 cells, characterized by the production of interferon-γ 
(IFN-γ), have been identified in chronically inflamed joints in 
children with JIA, whereas IL-4–producing Th2 CD4 T cells are 
more commonly involved in the joints in oligoarticular JIA (gen-
erally less aggressive arthritis) than in polyarticular JIA. More 
recently, two additional CD4 Th subsets, regulatory T cells (Tregs) 
and Th17 cells, are being examined as potential players in JIA 
pathology.

CD4+, CD25high Tregs are characterized by the transcription 
factor FoxP3 and by the ability to suppress immune activation 
(Chapter 13).18 The ability of Tregs to suppress other T cells 
likely occurs by both cell-contact dependent (through the sur-
face protein cytotoxic T-lymphocyte antigen-4 [CTLA-4]) and 
independent (via suppressive cytokines) mechanisms.18 Tregs 
secrete the antiinflammatory cytokines IL-10 and transforming 
growth factor-β (TGF-β). Th17 cells, characterized by the tran-
scription factor retinoid orphan receptor (ROR)γT, produce the 
proinflammatory cytokine IL-17.19 IL-17 is thought to contrib-
ute to a variety of autoimmune disorders, including JIA. The 
balance between these two juxtaposed Th subsets may deter-
mine whether autoimmunity develops (Th17-dominant) or a 
state of immune tolerance to self (Chapter 10) persists (Treg-
dominant). Indeed, recent studies have identified a predomi-
nance of Th17 cells and associated proinflammatory cytokines 
in the inflamed joints of children with JIA.19 Thus, a balance of 
proinflammatory cytokines and suppressive cytokines may dic-
tate the expression of autoimmunity in the form of JIA.

Cytokines
Cytokines (Chapter 14) and, particularly, their inhibition have 
taken a prominent status in the pathology and treatment of 
chronic arthritis, including JIA. The bench-to-bedside transla-
tion of anti-TNF therapy to the treatment of chronic arthritis 
has revolutionized the care of adults with chronic arthritis as 
well as children with JIA. Inhibition of this proinflammatory 
cytokine in the circulation (via specific monoclonal antibodies 
[mAb] or receptor fusion proteins) rapidly and effectively treats 
most forms of JIA.1 The one exception is sJIA, which may or 
may not respond well to anti-TNF treatment. However, other 
proinflammatory cytokines, including IL-1, -6, and -18, are 
thought to be central to sJIA pathogenesis.1 Indeed, serum from 
sJIA patients was shown to induce transcription of a variety of 
innate immunity genes, including IL-1, in normal peripheral 
blood mononuclear cells. Fortunately, novel therapies that tar-
get either IL-1 or IL-6 have proven highly successful in treating 
even the most severe forms of sJIA, including associated MAS.1,6

Macrophage Activation Syndrome
The sometimes-fatal complication MAS is most commonly seen 
in sJIA among rheumatic diseases. Clinically, MAS resembles 
many features of a sJIA disease flare-up, and it has been sug-
gested that MAS may be inherent to sJIA disease pathology in 
up to half of all patients with sJIA.6 MAS is likely part of the 
spectrum of HLH disorders. Primary HLH, or fHLH, typi-
cally presents in infancy following infection and results from 
homozygous mutations in genes involved in the cytolytic path-
way employed by NK cells and CD8 T cells. Recent evidence 
suggests that patients with sJIA who have MAS have heterozy-
gous defects in these same cytolytic pathway genes.20 MAS can 
be triggered by a variety of infectious organisms, particularly 
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ment of a single joint is common in JIA, careful differential 
diagnosis consideration is necessary. Oligoarticular JIA rarely 
presents with isolated hip involvement on the contrary to toxic 
synovitis, septic hip, and malignancies. Monoarticular involve-
ment in middle and high school aged children is more com-
monly associated with reactive arthritis, IBD-related arthri-
tis, and Lyme disease. The ILAR classification has a separate 
subcategory for children with oligoarticular JIA who develop 
additional joint involvement after the first 6 months based on 
clinical presentation, extended oligoarticular JIA,1 which might 
be a variant of the RF-negative polyarticular category. Wrist 
involvement is considered to be a bad prognostic factor, as is 
the extended oligoarticular phenotype and elevated laboratory 
indicators of inflammation.

Polyarticular Juvenile Idiopathic Arthritis
Inflammation of greater than four joints appear in two main JIA 
categories (see Table 54.1) based on the presence of serum RF, an 
IgM antibody against the IgG Fc receptor. RF-positive serum on 
two occasions at least 3 months apart is required for a child to be 
diagnosed with RF+ polyarticular JIA. Joint involvement is typi-
cally bilateral, symmetrical, involving the small joints of hands 
and feet.1 However, large joints and cervical involvement are often 
present. RF+ polyarticular JIA usually presents in adolescent girls 
and is considered a form of early-onset adult RA.1 It is a relatively 
infrequent category with less than 5% of all JIA patients. Antibod-
ies to CCP are much less common in children than in adults with 
RA,17 but just like RF+ patients, they also herald a more destruc-
tive/erosive disease calling for early aggressive therapy. Similar 
to its adult counterpart, this category comes with arthritis of the 
wrists and fingers that can lead to ulnar deviation and bouton-
niere and swan neck deformities. Destructive TMJ involvement is 
also common.3 Extraarticular manifestations, such as low-grade 
fever and occasionally rheumatoid nodules over bony surfaces 
seen in adults with RA, are less common in children.

RF-negative polyarticular JIA usually presents as symmetri-
cal involvement of the large and medium-sized joints, mostly 
knees, wrists, and ankles but also the TMJ.3 As in psoriatic JIA, 
small joint involvement tends to occur later in life, and there is a 
bimodal distribution in preschool children and early adolescent 
patients.1 There is more frequent silent uveitis in the younger 
age group, and this form of JIA is often difficult to distinguish 
from ERA in the latter.

Psoriatic Arthritis
Arthritis with concurrent psoriasis, or arthritis with two of the 
three criteria—dactylitis (tenosynovitis causing swelling of the 
digit beyond the joint capsule), psoriatic nail changes, or fam-
ily history of a first-degree relative with psoriasis—comprises a 
separate category of JIA. As mentioned previously, there seems 
to be a bimodal distribution of age at onset for psoriatic JIA.22

Preschool-aged children have mostly small joint involvement 
and positive ANA but may also have dactylitis, whereas middle 
school–aged patients have JIA that resembles ERA with enthesi-
tis, sacroiliac joint involvement (albeit milder), and even spon-
dylitis.8 In general, initially there is asymmetrical involvement 
of the joints, and if untreated, it will progress to polyarticular 
joint disease. Since up to 50% of the patients develop psoriatic 
skin findings several years after arthritis presentation, it is often 
difficult to classify this condition as such at onset. Psoriatic JIA 

members of the herpes virus family, but the precise role of infec-
tious triggers of MAS in children with sJIA remains unknown. 
Nevertheless, the inability to effectively shut down an immune 
response via cytolytic mechanisms results in a “storm” of proin-
flammatory cytokines, such as IL-1, IL-6, IL-18, TNF, and IFN-
γ. Mouse models of MAS/HLH have suggested that IFN-γ is the 
pivotal cytokine in MAS. In practical terms, inhibition of IL-1, 
and potentially IL-6, has proven rather effective at treating MAS 
in children with sJIA.1,6,20 It is quite remarkable how dampening 
of one critical cytokine can help restore the immune imbalance 
of multiple proinflammatory cytokines and rapidly reverse the 
life-threatening clinical scenario of MAS.

JUVENILE IDIOPATHIC ARTHRITIS 
CLINICAL SUBTYPES

There is heterogeneity of clinical presentation and progression of 
the various subtypes, which is attempted to be addressed by the 
current ILAR classification schema (see Table 54.1), but reclas-
sification efforts are ongoing. An elegant report by Eng et al.21 has 
suggested five distinct groups of patients categorized based on 
clinical disease trajectories, all with subsets different from those 
defined by the ILAR classification. Nevertheless, the current 
ILAR classification is the most widely accepted for the time being.

Oligoarticular Juvenile Idiopathic Arthritis
Oligoarticular JIA is likely the most common category of JIA 
with involvement of one to four joints, most commonly knees, 
ankles, the TMJ, and fingers.1 The majority of these children are 
girls of preschool-age, blonde-haired, blue-eyed with morning 
stiffness and swollen joints, which can be painless in 25% of 
cases. Thus, by the time abnormalities are noted by caregivers, 
the child may already have developed contractures, bony hyper-
trophy, and limb length discrepancy as chronic articular inflam-
mation stimulates the osteoblasts of the nearby growth plates, 
resulting in temporary acceleration of growth. Decreased mus-
cle group recruitment around the affected joint leads to muscle 
wasting, and can affect joint function, gait, and mobility for 
years to come. The oligoarticular JIA category has the highest 
percentage of positive ANA blood tests and is associated with   
potentially damaging silent/painless uveitis.16 While involve-

KEY CONCEPTS
Macrophage Activation Syndrome

• Macrophage activation syndrome (MAS) is present in up to 50% of 
children with systemic juvenile idiopathic arthritis (sJIA) in a subclinical 
(hemophagocytosis) or overt (systemic inflammatory response, 10%) 
form.

• MAS manifests as fever, liver dysfunction, pancytopenia, central ner-
vous system disturbance, hyperferritinemia, hemophagocytosis, and 
coagulopathy.

• MAS resembles hemophagocytic lymphohistiocytosis (HLH) and is 
thought to result from defects in perforin-mediated cytolysis by CD8 T 
cells and natural killer (NK) cells.

• Patients with sJIA and MAS have been noted to have NK-cell defects 
and mutations in perforin-1 and MUNC13-4 cytolytic pathway genes.

• MAS can be fatal if not recognized and treated early. Mainstays of 
therapy include high-dose corticosteroids and cyclosporine.

• Recently, blocking interleukin-1 (IL-1) signaling with biological therapies 
has been found to be quickly and dramatically beneficial in treating   
MAS associated with sJIA. 
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seems to be more resistant to therapy, and approximately 40% 
of children have active disease into adulthood while on medica-
tions. Insidious onset of anterior uveitis is more typical for the 
younger age group, whereas the older—those with enthesitis—
have JIA that resembles the adult type of psoriatic arthritis with 
an associated HLA-B27 genotype and chronic symptomatic, 
often painful, eye disease (see Table 54.1).

Enthesitis-Related Arthritis
In general, ERA affects boys more than girls1 and may some-
times be a manifestation of IBD. Inflammation can present in 
both joints and entheses, attachments of the tendons, ligaments, 
or joint capsules to bone. Individual entheses can be tender 
even in healthy children, but three or more of them involved at 
the same time points to pathology (see Table 54.1). ERA often 
occurs in boys 8 years of age and older.1,8,23 They report stiffness 
after inactivity and more pain, including back pain, than limita-
tions in comparison to other JIA categories. Most of the time 
they maintain their activities, with worsening pain reported 
towards the end of the day. Many consider ERA a potential pre-
lude to ankylosing spondylitis (Chapter 58), an HLA-B27–asso-
ciated inflammatory condition resulting in irreversible fusion 
of the vertebrae and of the sacroiliac joints. Therapeutic efforts 
targeting TNF and IL-17 pathways are focusing on treatment 
of early stages of inflammation, thus preventing the calcify-
ing hypercorrection of inflamed vertebral edges leading to the 
above-mentioned fusion using TNF blockade and maintaining 
mobility.23 Outcomes are still under investigation but appear 
promising with early aggressive treatment.

Systemic Juvenile Idiopathic Arthritis
Approximately 10% of children with JIA belong to the sJIA cat-
egory, also known previously as Still disease. The peak incidence 
of sJIA is ages 1 to 5 years, but it can present in adulthood as 
adult-onset Still disease (AOSD). The ILAR classification crite-
ria require fever for 2 weeks, with at least three episodes of daily 
spiking (quotidian) fever, with at least one of the following fea-
tures: fleeting salmon-colored macular rash, arthritis, lymph-
adenopathy, and hepatosplenomegaly.1 When febrile, children 
appear rather ill, and the rash is more prominent and can be 
evoked by mechanical contact (Koebner phenomenon). Typi-
cally, the fever subsides, and children are visibly better in the 
morning hours. High levels of indicators of systemic inflamma-
tion are typical at onset and may subside later in the disease. 
Arthritis is often very aggressive and frequently involves wrists, 
ankles, and knees but also causes ankylosis of the hip and neck, 
leading to long-term damage and gait abnormalities. Occasion-
ally, joint involvement begins months after fever onset, making 
timely sJIA diagnosis more difficult. The initial presentation 
mimics those of infections and malignancies, which have to be 
excluded. Fifty percent of children may develop (only 10% clini-
cally overt) MAS, described previously.6

Laboratory Evaluation
Diagnosis of JIA is established by history and physical exam, 
and laboratory indicators have only a supportive role. The com-
plete blood count (CBC) is largely normal in oligoarticular 
involvement, as is the erythrocyte sedimentation rate (ESR). 
White blood cells (WBCs) are highly elevated in sJIA but are 
mostly within normal limits in other groups. Anemia of chronic 
disease presents as normocytic and normochromic and is often 
found in polyarticular involvement. In those cases, ESR can also 

be elevated. Intermittent joint effusion of a single large joint 
with an elevated ESR necessitates further evaluation, and IBD 
should be considered, especially if there is a low serum albumin 
level and/or growth delay. Of note, elevated ESR on presenta-
tion predicts a worse outcome for those with the oligoarticular 
subtype. The platelet count, as a marker of inflammation, can 
be elevated in polyarticular disease and substantially so in sJIA 
without MAS.

Liver function tests are used for monitoring certain disease-
modifying anti-rheumatic drugs (DMARDs), such as metho-
trexate and leflunomide. They can be elevated as a result of 
prolonged, and frequently concomitant, use of nonsteroidal 
antiinflammatory drugs (NSAIDs).

As mentioned above, in 10% of patients, sJIA can progress to 
overt MAS. Ferritin, an acute-phase reactant, is a very sensitive 
indicator of this condition. A sudden drop of at least two cell 
lines in the CBC, a rising C-reactive protein (CRP) level with 
decreasing ESR, elevated liver transaminases, prolonged pro-
thrombin or partial thromboplastin times, high D-dimer levels, 
elevated triglycerides, and low fibrinogen should all alert care-
givers about the likelihood of MAS in a child with sJIA.6

Although 75% to 85% of adult patients with RA have either a 
RF or CCP antibodies, often both, less than 5% of patients with 
JIA have the RF, and those are mostly patients with early-onset 
RA, often teenage girls with symmetrical small joint involve-
ment. Serum anti-nuclear antibody, while widely used, is not 
suitable for screening as it is of no diagnostic utility in either 
making or excluding a diagnosis of JIA. ANA serves as a prog-
nostic factor by identifying patients already diagnosed with JIA 
who have the highest risk for developing uveitis.3,16 In addition, 
ANA levels may alert the clinician to the possibility of juvenile 
Sjögren disease or SLE being the etiology for the chronic arthri-
tis.

The prevalence of the HLA-B27 antigen is 8% in the general 
Caucasian population but nearly 90% in the ankylosing spon-
dylitis group.8 HLA-B27 is useful to predict axial involvement 
in ERA, psoriatic JIA, and IBD-related arthritis but should be 
evaluated in patients with inflammatory back pain, clinically 
established arthritis, and/or enthesitis rather than as a routine   
screening test during a work-up for any back pain without   
morning stiffness.

Additional laboratory indicators, such as elevated serum 
lactate dehydrogenase and uric acid levels, may indicate malig-
nancy. Elevated angiotensin converting enzyme (ACE) and 
lysozyme levels are useful when considering sarcoidosis as 
the etiology of childhood arthritis and uveitis in early-onset   
sarcoidosis cases, but non-caseating granulomas seen on histol-
ogy are more diagnostic.

Imaging Evaluation
Radiography can help evaluate persistent joint pain for bony 
disease processes (e.g., osteochondral lesions or malignancies). 
Chronic subtle clinical arthritis can result in finding periar-
ticular osteopenia. Bony erosions seen in adult RA patients or 
those with psoriatic arthritis are less common in children. Radio-
graphic findings of sacroiliac joint involvement need confirma-
tion by magnetic resonance imaging (MRI) without intravenous 
contrast material. The role of ultrasonography for diagnosis 
and monitoring of disease progression in pediatric patients is 
promising, but further establishment of normative data is still 
required. MRI, with and without intravenous contrast, may help 
identify synovitis, but even this imaging modality can some-
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times yield false-positive results in certain joints in otherwise 
healthy children.8,24,25 MRI with contrast is the gold standard for 
diagnosing TMJ arthritis in JIA.3

DIFFERENTIAL DIAGNOSIS
A wide variety of conditions can mimic the symptoms and signs 
of JIA. A single acutely involved joint at onset should be con-
sidered of infectious origin until proven otherwise and calls 
for arthrocentesis. Septic arthritis frequently has an erythema-
tous discoloration of skin, whereas JIA does not. Infection of 
the joint may lead not only to rapid destruction of the joint but 
also to systemic dissemination of infection. Specifically, Kingella
species infection as a differential diagnosis for oligoarticular JIA 
should be considered in painful monoarticular cases of young 
children when symptoms have sudden onset without prolonged 
morning stiffness.

Parainfectious arthritis, often resulting from viral disease, 
is usually short-lived and typically requires only NSAID treat-
ment. In contrast, Lyme disease is characterized by a chronic 
extensively swollen joint(s), commonly the knee.15 It appears 
several weeks to months after the usually unnoticed tick bite 
and should be considered in areas of high incidence (e.g., 
northeastern United States). Migratory arthritis is associated 
with malignancies, Neisseria sp. infection, ANCA-associated 
vasculitis, and rheumatic fever—the last having typically very 
tender, red, hot joint involvement persisting in each location for 
a couple of hours before moving to another.

When evaluating for sJIA, multiple other etiologies of sys-
temic inflammation should be considered. Fever and elevated 
WBCs, platelets, and ESR may accompany polyarteritis nodosa, 
Kawasaki disease, Henoch-Schönlein purpura, and other vas-
culitides. Ehrlichiosis and recurrent fever syndromes (e.g., 
familial Mediterranean fever, TNF receptor–associated periodic 
fever syndrome) may also manifest as systemic inflammation, 
arthralgias, and rashes. A typically nonerosive symmetric poly-
arthritis may occur in SLE, often with cytopenias. Polyarthritis 
is also seen in SLE-related diseases (e.g., SS, MCTD). Evidence 
of specific antibodies to extractable nuclear antigens in SLE 
(anti-Smith, anti–double-stranded DNA [dsDNA]) and MCTD 
(anti-ribonuclear protein [RNP]) help distinguish these cases 
from JIA.

Patients presenting with joint pain only, especially after activ-
ities or toward the end of the day, without associated swelling 
or morning stiffness, most commonly have overuse/overload 
syndromes with or without benign hypermobility syndrome. 
Structural bony involvement resulting in joint pain occurs with 
little league shoulder and elbow in middle school–aged base-
ball players; wrist pain occurs in gymnasts frequently. Pain in 
the hip, without morning stiffness, may indicate Legg-Calvé-
Perthes disease or slipped capital femoral epiphysis. Relentless 
knee pain without improvement in teenagers could be caused 
by osteochondritis dissecans. Other common causes of teenage 
knee pain include Osgood-Schlatter disease and patellofemoral 
syndrome.

Bone malignancies present with constant pain in the cor-
responding area of the skeleton. Hematological malignan-
cies typically cause referred hip pain, as does neuroblastoma. 
Nighttime skeletal pain, back pain in little children, migratory 
character, and systemic symptoms such as fever, weight loss, 
and metaphyseal tenderness all should raise suspicion for onco-
logical process. On the other end of the spectrum, unrelenting, 

diffuse body pain with minimal clinical findings and negative   
laboratory and imaging findings should be evaluated for pain 
amplification syndrome.

“Growing pains” or benign nocturnal limb pains of child-
hood is one of the most common misconceptions when evalu-
ating joint pain. Typical “growing pains,” while not associated 
with growth per se present at night, waking the child up with 
excruciating shin or leg pain; it is not joint centered and resolves 
with nonsteroidal (NSAID) therapy, heat, or massage. A differ-
ent etiology should be investigated for when other parts of the 
body are involved. Rapid skeletal growth periods in the child’s 
life can come with musculoskeletal pain, especially that of the 
back, when potentially delayed muscle tone and mass develop-
ment cannot keep up with change of biomechanics.

Clinically Silent Complications
There are two common manifestations that present insidiously 
during the course of JIA and yet can cause major damage/mor-
bidity—uveitis and TMJ arthritis. Uveitis is a relatively common 
complication of JIA with potentially long-term morbidity. Risk 
factors for uveitis among patients with JIA include young age 
of onset, positivity for ANA, oligoarticular disease, and female 
sex.16 It usually presents as iridocyclitis, but the choroid may 
also be affected. Although extremely rare in sJIA, approximately 
20% of patients with oligoarticular JIA and 5% of patients with 
RF-negative polyarticular JIA develop eye inflammation.16 Some 
children with psoriatic JIA are also at risk of developing silent 
uveitis, especially in the ANA-positive subgroup.22 Uveitis may 
lead to a great deal of morbidity, including cataracts, increased 
intraocular pressure, band keratopathy, and posterior synechiae 
(Fig. 54.2), with decreased vision developing in up to 40%.16

The danger of most JIA-associated uveitis is its asymptomatic 
presentation, with the exception of symptomatic uveitis in chil-
dren with ERA. Considering that the highest prevalence is in 
patients with oligoarticular JIA, which is most common in pre-
school and younger children, it is not surprising that many of 
the cases go unnoticed. A routine vision examination may fail 

FIG. 54.2 Posterior Synechia, a Complication of Chronic   
Anterior Uveitis, is Associated with Several Categories of 
Juvenile Idiopathic Arthritis. The irregularities of the inner mar-
gins of the iris reflect fibrous adhesions between the iris and lens   
capsule. (Courtesy of Dr. Scott Olitsky.)
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to detect uveitis, and children need to have a formal slit-lamp   
examination to identify inflammatory cells.16 The most common   
presenting signs are synechiae (an irregular iris border resulting 
from adhesions to the lens), hypopyon, and band keratopathy (see 
Fig. 54.2). Uveitis may develop many months or years after joint 
symptoms, and, therefore, close follow-up is warranted. ANA 
positivity and young age are associated with increased incidence; 
thus, ANA-positive children with oligoarticular JIA need to be 
screened the most often, but those in other categories should 
be followed up on a set schedule as well.16 Failure to do so and 
missed diagnosis of eye involvement may lead to the occurrence 
of cataracts, glaucoma, impaired vision, and even blindness.

Another frequently asymptomatic complication of JIA is TMJ 
arthritis. TMJ arthritis in children with JIA has been recognized 
increasingly in recent years as a joint inflammation, leading to 
silent destruction and facial deformity despite systemic therapy.3

TMJ arthritis is quite common, with 40% to 80% of all patients 
with JIA patients affected.3 The overall true prevalence is likely 
closer to the higher range, since not all children with JIA receive 
TMJ MRI screening, which frequently reveals synovial thicken-
ing (Fig. 54.3) at disease onset, and premicrognathic arthritis may 
be missed.3,22 The highest rates of TMJ arthritis have been found 
in the extended oligoarticular JIA and RF-negative polyarticular 
JIA groups, as well as in children with upper extremity and neck 

involvement and those with an elevated ESR.3 TMJ arthritis 
needs to be recognized early in children with JIA so that it can be 
treated prior to growth disturbance.

TREATMENT

Overview
Despite significant advances in the understanding of the patho-
genesis of JIA, there are currently no curative treatments. JIA 
frequently persists into adulthood and may result in significant 
morbidity, including physical disability. The objective of treat-
ment is to prevent disability and preserve normal growth and 
development while providing relief of symptoms and improved 
quality of life by controlling the inflammatory process.1

Over the past 20 years, remarkable advances have been made 
in the treatment of JIA.1 Chief among these advances was the 
advent of targeted biological therapeutic agents (Table 54.2) 
(Chapter 86). These agents have been shown to be quite ben-
eficial against active disease and are generally well tolerated.1

The early initiation of biological therapeutic agents may, in fact, 
alter and improve the subsequent disease course.1 These new 
breakthroughs have prompted pediatric rheumatologists to 
“invert the treatment pyramid”: that is, to rapidly incorporate 
more effective therapeutic agents instead of slowly progressing 
to them in a stepwise fashion.1

In response to the growing number of treatment options for 
JIA and the advent of the biological therapeutics, the American 
College of Rheumatology (ACR) issued Recommendations for 
the Treatment of JIA that were updated in 2019.26,27 These rec-
ommendations were developed by using a rigorous methodol-
ogy to produce evidence- and consensus-based guidance that 
reflected the current state of the field.

With new and effective therapies continuing to be intro-
duced to the therapeutic armamentarium, treatment goals 
have become elevated and more stringent. The current goal is 
to achieve a status of clinically inactive disease28: that is, the 
absence of any significant signs or symptoms of active arthritis.

Recent advances in the treatment of adults with inflamma-
tory arthritis have elucidated some differences in the effective-
ness of specific biological agents for specific forms of arthri-
tis. For example, many non-TNF inhibitor biologicals, such 
as abatacept, rituximab, and tocilizumab, are highly effective 
in the treatment of RA but are far less effective in the treat-
ment of ankylosing spondylitis. In contrast, some of the 
more recently introduced biological agents, such as the IL-17 
inhibitor secukinumab, appear effective against ankylosing   
spondylitis but are likely less effective for RA.29

Despite these recent advances, the treatment of JIA is not yet 
strongly influenced by the distinct categories of JIA, with the 
exception of sJIA. For example, there are no specific therapies 
currently approved for the treatment of children with psoriatic 

FIG. 54.3 Acute and Chronic Temporomandibular Joint 
Arthritis in a Child with Juvenile Idiopathic Arthritis. Synovial 
thickening and enhancement (long dashed arrow) and mandibular 
condyle (C) flattening with contour irregularity/erosion (short ar-
row) are noted in this parasagittal postcontrast T1-weighted mag-
netic resonance image. (Courtesy of Dr. Dan Young.)

KEY CONCEPTS
Temporomandibular Joint Arthritis

• Temporomandibular joint (TMJ) arthritis is common, present in up to 
80% of children with juvenile idiopathic arthritis (JIA). It is typically 
asymptomatic at onset and thus requires early screening with mag-
netic resonance imaging (MRI) with contrast.

• TMJ arthritis can be active despite therapy with disease-modifying 
anti-rheumatic drugs (DMARDs) and biologicals (e.g., methotrexate 
plus tumor necrosis factor [TNF] inhibitors) and might require intensi-
fication of treatment. 

THERAPEUTIC PRINCIPLES
Early Aggressive Therapy

• Accumulating evidence suggests that early aggressive therapy that 
includes targeted biological agents near the time of clinical diagnosis 
(during the “window of opportunity”) may improve the future disease 
course. 
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arthritis as opposed to RF-negative polyarthritis. Accordingly, the 
discussion of treatment in this chapter does not detail all catego-
ries of JIA but focuses rather on the “treatment groups” as defined 
by the 2011 ACR Recommendations for the Treatment of JIA.30

As our knowledge about pathophysiology and response to treat-
ment continues to expand, differential therapeutic approaches 
for the disparate JIA phenotypes are eagerly anticipated.

Nonsteroidal Antiinflammatory Drugs
NSAIDs formed the foundation of the treatment of JIA for 
decades, and numerous NSAIDs have been shown to have ben-
eficial effects. In the absence of significant numbers of head-to-
head trials, it is believed that in general all NSAIDs are similarly 
effective,1 although indomethacin is considered by some to be 
the most effective NSAID (especially in sJIA). One NSAID may 
be found to be more effective than another for a particular child.

In general, NSAIDs are not considered to be disease-mod-
ifying agents: that is, they are not felt to slow the progression 
of disease or prevent the appearance of radiographic damage. 
For this reason, monotherapy with NSAIDs initially began to 
decline with the advent of agents such as methotrexate that 
have been shown to modify the disease process. NSAIDs are 
frequently used for symptomatic relief, but the ACR Recom-
mendations for the Treatment of JIA strongly recommend treat-
ment with a DMARD over NSAID monotherapy for patients 
with active polyarthritis.27 Gastrointestinal (GI) discomfort is 
a frequent adverse effect of NSAID therapy, although frank GI 
bleeding appears to occur at a lower incidence than in adults. 
Scarring pseudoporphyria of sun-exposed skin is another risk 
associated with NSAID use. The long-term cardiovascular 
effects of NSAIDs in children have not been studied.

Glucocorticoids
Similar to many rheumatological diseases, JIA has been shown 
to respond to treatment with glucocorticoids (Chapter 83). 

Intraarticular glucocorticoid injections typically result in a 
near-immediate decrease in inflammation that is maintained 
for many months.31 Accordingly, intraarticular injections may 
form the foundation of therapy for children with mild or lim-
ited oligoarthritis. In addition, intraarticular injections may be 
effective in children with more extensive arthritis and in those 
who are receiving concurrent systemic therapy. Randomized 
trials have shown unequivocally that injected triamcinolone 
hexacetonide has the longest duration of effect.30

JIA also may be effectively treated with systemic glucocor-
ticoids. They are frequently used in the treatment of systemic 
features of JIA and may form the foundation of the treatment 
for the sJIA category, although biological therapies may sig-
nificantly lessen the need for this practice.28 The use of sys-
temic glucocorticoids for the treatment of synovitis in chil-
dren with JIA is not an uncommon practice. However, the 
risks, benefits, and appropriate use of this approach are less 
clear. The ACR Recommendations for the Treatment of JIA 
state that a limited course of systemic glucocorticoids (i.e., 
so-called “bridging therapy” while awaiting the benefits of 
newly initiated nonbiological or biological DMARDs) may be 
acceptable, but the use of chronic systemic glucocorticoids 
is strongly recommended against.27 The anticipated adverse 
effects of long-term use of moderate doses of glucocorticoids 
includes growth failure, osteoporosis, cataract formation, 
glaucoma, hyperglycemia, hypertension, avascular necrosis 
of bone, striae, and others.31

Nonbiological Disease-Modifying Anti-Rheumatic Drugs
The use of DMARDs was introduced in the 1980s. The most 
widely used and studied is methotrexate, which has been shown 
in randomized clinical trials to be efficacious in treatment of 
JIA.1 Following these studies, methotrexate became the cor-
nerstone of therapy for many children with JIA. Methotrexate 
is typically administered weekly through either the oral or the 

TABLE 54.2 Biological Therapeutic Agents Used in the Treatment of Juvenile Idiopathic 
Arthritis

Biological Target Name Structure
Frequency of Adminis-
tration

Route of Adminis-
tration

Tumor necrosis factor 
(TNF)

Etanercept TNF receptor–immunoglobulin 
G (IgG) fusion protein

Twice weekly to weekly Subcutaneous (SQ) 
injection

Infliximab Monoclonal antibody 
(chimeric)

Every 4–8 weeks Intravenous (IV) infusion

Adalimumab Monoclonal antibody (human-
ized)

Every 1–2 weeks SQ injection

Golimumab Monoclonal antibody (human-
ized)

Every 4 weeks
Every 8 weeks

SQ injection 
IV infusion

Certolizumab pegol Monoclonal antibody (human-
ized and PEGylated)

Every 2 weeks SQ injection

CD80/86 Abatacept Cytotoxic T-lymphocyte anti-
gen-4 (CTLA-4–IgG fusion 
protein

Every 4 weeks
Weekly

IV infusion 
SQ injection

Interleukin-1 (IL-1) Anakinra Receptor antagonist Daily SQ injection
Canakinumab Monoclonal antibody (human-

ized)
Every 8 weeks SQ injection

Rilonacept Receptor-fusion protein Weekly SQ injection
IL-6 receptor Tocilizumab Monoclonal antibody (human-

ized)
Every 2–4 weeks
Every 1–2 weeks

IV infusion
SQ injection

CD20+ B cells Rituximab Monoclonal antibody 2 infusions 2 weeks apart, 
repeat every 6 months

IV infusion

IL-12 and IL-23 Ustekinumab Monoclonal antibody Every 12 weeks SQ injection
IL-17A Secukinumab Monoclonal antibody Every 4 weeks SQ injection
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subcutaneous route, although studies have shown subcutaneous 
methotrexate to be better absorbed and more effective.1

Methotrexate may be associated with several typically minor 
adverse effects, such as nausea and fatigue. Occasionally, metho-
trexate may cause liver toxicity, necessitating periodic measure-
ment of serum aminotransferase levels for routine monitoring.

Leflunomide has been shown to be slightly less efficacious 
than methotrexate in the treatment of JIA.1 It may serve as an 
alternative therapy for children who are intolerant of metho-
trexate. Sulfasalazine is used, to varying degrees, by pediatric   
rheumatologists and may be of particular benefit to children   
with JIA of the ERA category.1 Hydroxychloroquine monotherapy   
has been demonstrated inefficacious in treating polyarthritis   
in JIA.1

Biological Disease-Modifying Anti-Rheumatic Drugs
The use of biological DMARDs for the treatment of JIA began in 
the late 1990s. Etanercept, a TNF inhibitor, was the first studied 
and was shown to be efficacious in a randomized clinical trial.1

Additional TNF inhibitors have been introduced and used in 
the treatment of JIA; adalimumab was also shown to be effica-
cious in a randomized clinical trial.1 Notable differences have 
been discovered regarding the effectiveness of the TNF receptor 
fusion protein (etanercept) and the mAbs (adalimumab, inflix-
imab, and others). Monoclonal antibody TNF inhibitors have 
been shown to be effective against two important JIA-associated 
conditions—anterior uveitis and IBD. Receptor fusion proteins 
have been shown to be far less effective in treating these condi-
tions. The precise mechanism for these differences in treatment 
effectiveness is not clear but may be related to the ability of etan-
ercept to bind lymphotoxin or the ability of mAb to bind surface 
membrane–bound TNF.32

Because the TNF inhibitors are large proteins, they must be 
administered parenterally, either by subcutaneous injection or 
intravenous infusion (see Table 54.2). TNF inhibitors are not 
generally associated with common medication adverse effects, 
such as headache or nausea, although they may result in injec-
tion site or infusion reactions. There appears to be a modest 
increase in the incidence of bacterial infections associated with 
TNF inhibitor use33 and a significant risk of reactivation of 
latent tuberculosis.32 Therefore, individuals should be screened 
for tuberculosis infection prior to initiating treatment with TNF 
inhibitors.30 A possible association between TNF inhibitors and 
an increased rate of malignancy in JIA has been proposed, but 
there is no convincing evidence of a strong increased risk of 
overall malignancy.34

In addition to TNF inhibitors, the T-cell costimulation mod-
ulator abatacept has been shown in a randomized clinical trial 
to be efficacious in the treatment of JIA.1 Presumably, because of 
the effectiveness of TNF inhibitors and their earlier availability, 
the use of abatacept has remained relatively limited in clinical 
practice.

The B-cell–depleting agent rituximab has been minimally 
studied in the treatment of JIA.1 However, it appears effective 
in some instances, particularly in children who appear to have 
early-onset RA (teenagers with RF+ and CCP-positive polyar-
thritis).

The IL-1 inhibitor anakinra has been shown in both uncon-
trolled and controlled studies to be particularly effective in the 
treatment of sJIA.1,35 Similar to the experience in adults with RA, 
anakinra appears less effective in treating synovitis among chil-
dren with the other categories of JIA. Additional IL-1 inhibitors 

(rilonacept, canakinumab) are also now commercially available 
and have been shown beneficial in clinical trials treating sJIA.1

Unlike other biological agents, the IL-6 inhibitor tocilizumab 
has been shown in randomized clinical trials to be efficacious in 
the treatment of both sJIA and polyarticular JIA.1

Treatment of Oligoarthritis (Arthritis of ≤4 Joints)
Because of fewer involved joints, oligoarthritis may generally be 
viewed as a milder form of JIA. However, significant disability 
can still occur, and children with this condition should not be 
assumed to have had good clinical outcomes without proper 
evaluation and therapy. The foundation of treatment for this 
JIA phenotype is intraarticular glucocorticoid injections. These 
injections may be administered in multiple joints concurrently 
and may be repeated, as needed.31 A good response typically 
results in resolution of clinical signs and symptoms of arthritis 
for 4 to 12 months. DMARD therapy should be initiated in chil-
dren who do not respond as desired to injections or who have 
more significant arthritis.30 Methotrexate is typically the agent 
of first choice. Significant arthritis that does not respond ade-
quately to methotrexate can be treated with TNF inhibitors.30

Treatment of Polyarthritis (Arthritis of ≥5 Joints)
Methotrexate is currently recommended for nearly all children 
with polyarthritis.27 If a brief trial of methotrexate proves inade-
quate to control the arthritis, then TNF inhibitors are frequently 
recommended.27 If an adequate response to the initial TNF 
inhibitor is not seen, then switching to a different mechanism 
of action (e.g., abatacept or tocilizumab) is slightly preferred 
over switching to a different TNF inhibitor.27 However, the most 
appropriate role of non-TNF inhibitor biological DMARDs in 
the treatment of polyarticular JIA has yet to be clearly defined.

Treatment of Arthritis Involving Specific Joints
Arthritis involving the TMJ, hip, and sacroiliac joints may 
deserve special therapy. Destructive arthritis of the TMJ among 
children with JIA has been noted for decades. Clinical evalu-
ation of this joint is particularly challenging, as symptoms are 
often absent initially, and physical examination findings may be 
normal. Accordingly, the optimal treatment for TMJ arthritis 
is unclear. Although TMJ arthritis has been known to demon-
strate radiographic progression despite treatment with systemic 
TNF inhibitors and, in the absence of signs of active synovitis of 
other joints, increased systemic therapy is likely appropriate.3,25

The presence of hip arthritis in JIA has been shown in sev-
eral studies to portend a poor prognosis.30 Accordingly, many 
authors advocate early intraarticular glucocorticoid injections 
and increased systemic therapy when active hip arthritis is   
identified.

Sacroiliac arthritis is strongly associated with the develop-
ment of ankylosing spondylitis. Because axial arthritis has been 
shown to be less responsive to methotrexate therapy, current 
recommendations are for the use of TNF inhibitors over metho-
trexate monotherapy when sacroiliac arthritis is present.27 It is 
believed that early treatment with TNF inhibitors, or perhaps 
even newer biological agents that inhibit IL-17 or IL-12/IL-23, 
may be optimal for the treatment of spondyloarthritis to help 
prevent progression of ankylosis in children.29

Treatment of Erosive Arthritis
It appears that not all children with JIA have the propensity to 
develop an erosive arthritis that is similar to that frequently seen 



702 PART VI Systemic Immune Diseases

in adults with RA. Children who develop erosions visualized on 
plain radiographs are considered to have a worse prognosis, and 
the current recommendation is to increase the intensity of their 
treatment accordingly.27

Treatment of Systemic Features of Systemic Arthritis
For decades, the mainstay of therapy for sJIA has been systemic 
glucocorticoids and NSAIDs. Nearly all children with sJIA will 
respond favorably to systemic glucocorticoids, if given in suf-
ficient doses. However, often children become “steroid depen-
dent,” and efforts to decrease the glucocorticoid burden to 
minimize adverse effects have been unsuccessful. Presumably 
because of its different pathogenesis, sJIA has not been shown 
to respond to TNF inhibitors as favorably as the other catego-
ries of JIA. Instead, IL-1 and IL-6 appear to be key cytokines in 
the disease process. Accordingly, IL-1 (anakinra, canakinumab) 
and IL-6 (tocilizumab) inhibitors are recommended as the first 
line in treatments for sJIA.35

The appearance of clinically significant MAS generally 
requires directed therapy. The typical treatment approach 
involves increased systemic glucocorticoids. The calcineurin 
inhibitor cyclosporine is frequently added,1,6 and some authors 
advocate IL-1 and IL-6 inhibitors for treatment of MAS.1,6 In 
severe refractory cases, cytotoxic chemotherapeutic agents, 
such as cyclophosphamide or etoposide, may be warranted.

Treatment of Arthritis of Systemic Arthritis
Some children with sJIA will develop a chronic course of poly-
arthritis with a relative absence of concurrent systemic features. 
In general, it is recommended that these children be treated as 
those with polyarthritis who did not have systemic features at 
onset.30 Based on clinical trial results, the IL-6 inhibitor tocili-
zumab may be the most effective treatment for these patients.

Treatment of Uveitis
JIA-associated anterior uveitis frequently requires directed ther-
apy. Topical glucocorticoid eye drops—such as prednisolone 
acetate 1%—are frequently initiated at the time of diagnosis by 
the treating ophthalmologist.16 Although effective in decreasing 
the inflammation of uveitis, glucocorticoid eye drops cannot be 
tolerated in high doses for extended periods because of the risk 
of cataracts and glaucoma.16 For this reason, systemic medica-
tions are frequently employed in the treatment of JIA-associated 
uveitis. Methotrexate has been shown to be effective for uveitis 
and is the most commonly used systemic medication.1,16 The 
mAb TNF inhibitor adalimumab has been shown to be highly 
effective in the treatment of anterior uveitis in a randomized 
clinical trial.36 Other biological agents (e.g., rituximab, abata-
cept, tocilizumab) appear to be effective in some children with 
refractory uveitis, but their overall role remains unclear.

Duration of Therapy
As stated, the current goal of therapy is the attainment of clini-
cally inactive disease. However, once this goal is reached, the 
appropriate next steps in management are less clear. Although 
none of the currently available therapies is believed to be cura-
tive, many children can successfully decrease or discontinue 
therapies after attaining inactive disease status without immedi-
ate recurrence of active disease. Many pediatric rheumatologists 
will consider decreasing the level of therapy if inactive disease 
status is maintained for a prolonged period, such as 12 months, 
although this approach is arbitrary. Further study of the appro-

priate management of children who attain prolonged inactive 
disease status will be an important future focus.37

TRANSLATIONAL RESEARCH

The explosion in advances in immunology and genetics is lead-
ing to major breakthroughs in therapy for rheumatic diseases, 
including JIA. Challenges remain, however, in diagnosing and 
treating MAS complicating sJIA. To distinguish a sJIA disease 
flare-up from MAS, expert opinion and Delphi techniques are 
currently being used to explore novel criteria for diagnosing 
MAS in children with sJIA. Data collection regarding clinical, 
laboratory, and pathological features of children with sJIA—with 
and without MAS—have been used to develop new classification 
criteria.38,39 Furthermore, genetic mutations and polymorphisms 
in genes linked to the defective cytolytic pathway in lymphocytes 
from patients with MAS are being explored to identify patients 
with sJIA with a propensity to develop MAS.20 Mouse models 
of MAS are helping to better understand MAS immunopathol-
ogy and the role of proinflammatory cytokines in the process.40

Early recognition of MAS and a better understanding of the role 
of various cytokines in the pathogenesis of MAS will allow for 
improved targeted therapy for this often fatal condition.
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Sjögren’s syndrome (SS) is a chronic autoimmune disease char-
acterized by chronically inflamed exocrine tissues resulting 
mainly in oral and ocular dryness. Beyond the local manifesta-
tions, systemic features affecting virtually any organ system fre-
quently occur. Malignant disease in the form of lymphoprolifera-
tion is a well-established disease complication and comorbidities 
such as accelerated atherosclerosis and mental health issues are 
also increasingly recognized. SS has been traditionally classified 
as primary (pSS) and secondary depending on the presence or 
absence of an underlying autoimmune disease. Given the wide 
spectrum of clinical manifestations, disease diagnosis can be   
often challenging. Despite the progress in understanding under-
lying pathogenetic mechanisms, effective therapeutic strategies 
remain limited for both local and systemic disease manifestations.

ETIOPATHOGENESIS
Similar to most autoimmune conditions, the exact etiology of SS 
remains unclear. The impact of environmental, hormonal, and/or   
stress factors in a genetically predisposed individual is consid-
ered the cornerstone of immune dysfunction. Aberrant activa-
tion of epithelial cells appears to be a distinctive element in SS.

Environment
The role of viruses as the potential initiators of the immunologic cas-
cade giving rise to SS has long been discussed. Among the offending 
agents, cytomegalovirus (CMV), Epstein-Barr virus (EBV), human 
herpes virus-6 (HHV-6), HHV-8, human T-lymphotropic virus-1 
(HTLV-1), human immunodeficiency virus (HIV), hepatitis C 
virus (HCV), Coxsackie viruses, as well as endogenous retroviral 
elements have all been suspected to be implicated in disease patho-
genesis. Activation of type I interferon (IFN) pathways, presence of 
cross-reactive autoantibodies and viral nucleic acid in patient tissues, 
in addition to clinical manifestations reminiscent of SS in viral ill-
nesses, have been proposed as indicators of a viral involvement in SS   
origin.1,2 Aside from viruses, evidence of irregular gut microbiota   

composition in SS patients displaying significant associations with 
disease activity have recently emerged.3

Hormones—Stress
High prevalence of SS in women of menopausal age is sugges-
tive of insufficient estrogen production as a potential contribu-
tor to disease development. This hypothesis is further supported 
by evidence of low estrogen and androgen levels in SS patients 
together with the development of SS-like symptomatology in 
estrogen-deficient murine models. Moreover, high-stress con-
ditions are considered to be a trigger of SS manifestations in 
predisposed individuals with ineffective stress management 
techniques and indolent hypothalamic–pituitary–adrenal axis.2

Genetics—Epigenetics
The significant role of genetic predisposition in SS pathogen-
esis is supported by the well-known presence of familial aggre-
gation and increased prevalence of genetic polymorphisms in 
SS. Family members of SS patients, especially siblings, display 
an increased risk for development of SS or other autoimmune 
diseases compared with controls. Several major histocompat-
ibility complex (MHC) class II gene alleles have been strong-
ly associated with SS susceptibility, most notably the human 
leukocyte antigen (HLA) HLA-DR and HLA-DQ encoding   
antigens, with varying haplotypes depending on the studied 
population/ethnicity. Genome-wide association studies have also 
revealed non-HLA genetic variants as risk factors for SS. The   
latter pertain to genes involved in B-cell activation, nuclear factor   
(NF)-κB–mediated inflammatory and apoptotic processes, as 
well as in IFN signaling pathways.4 The most compelling associa-
tions include polymorphisms in genes shown in Table 55.1.

Finally, epigenetic alterations, such as DNA methylation,   
histone modification, and posttranscriptional gene regulation 
mediated by noncoding ribonucleic acids (RNAs) have also been 
associated with a potential pathogenetic role in SS. Specifically, 
analyses conducted in whole blood, peripheral blood mono-
nuclear cells (PBMCs), and salivary gland tissues of SS patients 
have revealed disease-associated deoxyribonucleic acid (DNA) 
methylation patterns, such as hypomethylation of IFN-induced 
genes. Demethylating mechanisms and alteration of methylat-
ing enzymes have been shown to be related to increased long 
interspersed nuclear element 1 (LINE-1) transcripts in salivary 
gland tissues.5 Several studies have reported that alterations of 
microRNA (miRNA) expression, such as miR-146, miR-16, miR-
200b-3p, and miR-181a, may impact immune cell regulation and 
thus contribute to disease pathogenesis.6

PATHOPHYSIOLOGY
Lymphocytic periepithelial infiltrates and B-cell hyperactivity 
are the key features in SS immunopathology and are associated 
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with several glandular and systemic manifestations. Lympho-
cytes initially form periductal focal aggregates that eventually 
advance to the whole tissue. The composition of these infiltrates 
appears to be dependent on lesion severity; CD4 T cells are 
the main lymphocytic population of mild lesions, while more   
advanced ones are characterized by B-cell predominance.   
Imbalance in T helper 1 (Th1)/Th2 cytokine production along 
with a prominent Th17 lymphocyte component are the central 
elements of T-cell involvement. Autoreactive B lymphocytes 
are primarily responsible for disease-specific autoantibody 
(anti-Ro, anti-La) and rheumatoid factor (RF) production; to-
gether with T cells, they contribute to the formation of germinal 
center–like structures. Innate immunity cells (natural killers, 
dendritic cells, macrophages) constitute less than 10% of the 
infiltrates; they contribute to tissue damage and cytokine and 
chemokine production.

Lymphocytic accumulation around epithelial tissue and   
extraglandular manifestations due to epithelial damage (i.e.,   
interstitial nephritis, primary biliary cirrhosis, bronchiolitis) are 
indicative of a substantial role of epithelial cells in SS pathogen-
esis, to the extent that the term “autoimmune epithelitis” has 
been suggested.7 Epithelial cells are actively involved in immune 
cell stimulation and recruitment, autoantibody production, and 
perpetuation of inflammation in various manners:
• They supply autoantigens via increased apoptosis or exo-

some release (i.e., Ro [SSA], La [SSB]).
• They act as antigen-presenting cells
• They produce proinflammatory cytokines and chemokines, 

such as interleukin (IL)-1, IL-6, IL-8, tumor necrosis factor-α
(TNF-α), CXCL13, CXCL21.

• They release B cell–activating factor (BAFF), an important 
agent in B-cell survival, proliferation, and activation
Antigen-driven autoantibody production generates immune 

complex formation, responsible for many of the systemic mani-
festations in SS. Immune complexes are suspected to ultimately 
trigger type I IFN production by plasmacytoid dendritic cells. 
Excess IFN production is evident by the increased expression 
of IFN-inducible genes in both peripheral blood and glandular 
tissue of SS patients, also known as the “IFN signature.” Type I 
IFNs further stimulate BAFF production and epithelial cell acti-
vation, perpetuating a vicious cycle of aberrant immune activity. 
Prolonged B-cell autoreactivity as a result of chronic antigenic 
stimulation, immune complex formation, and long-lasting   

inflammatory processes in affected tissue act as a “prologue” to 
lymphomagenesis in SS.

Evidence of discordance between the degree of glandular 
dysfunction and lymphocytic infiltration in both humans and 
animal models is suggestive of pathogenetic processes beyond 
the spectrum of tissue inflammation. Ineffective neurotrans-
mission due to anti–muscarinic receptor antibodies, deficient 
expression of aquaporins, and structural anomalies owing to   
altered protein concentrations are some of the mechanisms 
found to affect salivary and lachrymal secretion.2

DIAGNOSIS AND CLASSIFICATION
Diagnosis of SS can be achieved through a combination of 
detailed medical history, meticulous clinical examination,   
appropriate laboratory work-up, and evaluation of lachrymal 
and salivary gland involvement (Fig. 55.1).

Medical History and Clinical Examination
SS should be suspected in any patient presenting with persis-
tent sicca symptomatology: dry eyes and/or mouth. Patients 
usually complain of burning or foreign body sensation in their 
eyes, difficulty swallowing, poor dental health, and recurring oral 
candidiasis. The patient should be questioned for previous pa-
rotid gland enlargement (PGE) and family history of SS or other   
systemic autoimmune disease. Extraglandular manifestations in-
clude arthralgias, Raynaud’s phenomenon, peripheral neuropa-
thy, and vasculitis, commonly presenting as purpura. Chronic 
fatigue is a rather common and debilitating SS symptom.8

Laboratory Work-Up
Laboratory work-up for evaluation of suspected SS should   
include complete blood count, basic metabolic panel, urinalysis, 
erythrocyte sedimentation rate (ESR), serum protein electropho-
resis (SPEP), antinuclear antibodies (ANAs), RF, cryoglobulins, 
C3 and C4 levels, anti-Ro, and anti-La autoantibodies, thyroid   
autoantibodies, and chest x-ray to exclude sarcoidosis. Evaluation 
for HCV, HIV, and immunoglobulin G4 (IgG4)-related disease 
(IgG4-RD) should also be performed as they are included in the 
differential diagnosis of SS. On clinical suspicion of underlying 
systemic lupus erythematosus (SLE), testing for anti-dsDNA 
(double-stranded DNA) antibodies should be offered. Other au-
toimmune diseases with SS manifestations include rheumatoid 

TABLE 55.1 Genetic Factors Associated With Sjögren’s Syndrome

HLA Gene Alleles Associated With 
SS Susceptibility

Non-HLA Genetic Variants Associated With pSS Susceptibility
Genes Function

DR2, DR3,DR5, DR9
DQA1 *0501, *0201, *0301,
DQB1*02, *03, *0201,*0301, *0501, *0602
DRB1 *03, *0301, *1501
DRB3 *0101
DRw2, DRw3, DRw52, DRw53

IRF5 IFN pathway
STAT4
IL-12A
PTPN22
OAS1
BAFF B-cell survival and proliferation
BLK B-cell signaling and differentiation
CXCR5 B- and T-cell migration
TNFAIP3 NF-κΒ inflammation pathway—ubiquitin
TNIP1 NF-κΒ inflammation pathway Interaction with TNFAIP3
IKZF1 Lymphocyte differentiation
GTF2I T-cell signaling—immunoglobulin production

BAFF, B cell–activating factor; BLK, B-lymphocyte kinase; GTF2I, general transcription factor 2I; IKZF1, Ikaros family zinc finger protein 1; IL-12A, interleukin-12A; IRF5, interferon-
regulating factor 5; OAS1, 2′-5′ oligoadenylate synthetase; PTPN22, protein tyrosine phosphatase non-receptor 22; STAT4, signal transducer and activator of transcription 4; TNFAIP3, 
tumor necrosis factor (TNF)-alpha–induced protein 3; TNIP1, TNFAIP3-interacting protein 1. See also references 5 and 30.
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arthritis (RA), primary biliary cirrhosis (PBC), and systemic 
sclerosis (SSc) (see Clinical Features, later). Common abnormal 
laboratory values in SS patients are the following:
• Cytopenias. Mainly anemia of chronic disease and leukope-

nia (white blood cells <4000/μL).
• Increased ESR.
• Hypergammaglobulinemia.
• Positive ANAs. ANAs by indirect immunofluorescence on 

the classic Hep2 cell line may be negative because Ro60 reac-
tivity can be lost during cell preparation, whereas modified 
Hep2 cell line (enhanced for better Ro60 reactivity) still lacks 
adequate sensitivity for this antigen. If positive, the pattern 
is usually nuclear speckled. Anti-Ro52 positivity produces a 
cytoplasmic immunofluorescent pattern.9 If there is strong 
suspicion of SS, a solid-phase immunoassay for anti-Ro 
should always be requested.

• RF positivity (approximately in 50% of SS patients) with or 
without cryoglobulinemia (type II or III).

• Low C4 serum levels.
• Anti-Ro/La positivity. Anti-Ro positivity is present in   

approximately two-thirds of SS patients. It is included in the 
classification criteria.

• Mild proteinuria, hyposthenuria, and alkaluria in case of   
interstitial nephritis/renal tubular acidosis.

• Proteinuria and hematuria in case of glomerulonephritis 
(GN; rare in SS—associated with vasculitis).8,10

Evaluation of Lachrymal Gland Involvement—Ocular Dryness
Ophthalmologic examination of dry eyes is carried out with 
three main tests, two of which are also items of the 2016 clas-
sification criteria for pSS:
• Schirmer’s test: paper strips are placed in the pouch of both 

inferior eyelids for 5 minutes. Normally, both eyes produce 
enough tears to moisten more than 15 mm of paper; 5 mm or 
less of paper moisture in either eye is a sign of severe objec-
tive dryness and raises the possibility of SS.

• Ocular surface staining: it is performed with a slit lamp   
examination using fluorescein and lissamine green dye to   
assess conjunctival damage indicative of ocular dryness.

• Tear break-up time (TBUT): it is not included in the SS classi-
fication criteria. Fluorescein dye is placed on the patient’s eye, 
and the time it takes for the first dry spot to appear is mea-
sured. A TBUT less than 10 seconds is considered abnormal.11

Evaluation of Salivary Gland Involvement—Xerostomia/
Parotid Gland Enlargement
• Sialometry is implemented to objectively measure the 

amount of saliva produced by an individual. A flow rate of 
0.1 mL/min or less of unstimulated whole saliva (UWS) pro-
duction constitutes a positive classification criterion for pSS.

• Sialography and scintigraphy are used to evaluate the mor-
phology and function of salivary glands, respectively. Both 
of these methods tend to be replaced by less-invasive tech-
niques.

• Ultrasonography (US) is a very useful tool in the assessment 
of salivary gland pathology in SS patients, and great efforts 
have been made towards the development of a universal 
US scoring system. Furthermore, recent evidence supports   
association of morphologic US abnormalities with systemic 
manifestations and immunologic markers of SS considered 
to be prognostic markers of progression to lymphoma.12

• Elastography, a modality that uses either US or magnetic 
resonance imaging (MRI) to evaluate the elastic properties 
of the affected tissue, can improve US specificity of SS diag-
nosis.13

• Minor salivary gland biopsy (MSGB) remains an invaluable 
diagnostic and prognostic tool in SS evaluation and man-
agement, although not a prerequisite for SS diagnosis (Fig. 
55.2). Glandular lymphocytic infiltration is measured with 
the use of Focus score (FS) and tissue architectural disorga-
nization is estimated with the Tarpley score. Positive FS is 
the presence of greater than or equal to 50 lymphocytes/4 
mm2 of tissue and is indicative of SS. Another notable his-
topathologic feature is the presence of germinal center–like 
structures, although their association with increased risk for 
lymphoma development is still a matter of controversy. Still, 
it is advisable that a patient with a high FS and Tarpley score 

Medical history & clinical examination

Evaluation of lachrymal gland involvement Evaluation of salivary gland involvement

Laboratory work-up

Diagnostic
evaluation

Sicca symptomatology
Raynaud’s phenomenon

Parotid gland enlargement

Purpura

Schirmer’s test Sialometry

Sialography, scintigraphy

Ultrasonography

Minor salivary gland biopsy

Complete blood count

Liver function and renal tests

Urinalysis

HCV, HIV, SPEP

C3, C4, IgG4 serum levels

Antibodies (anti-RO, anti-La, Rheumatoid factor, anti-
thyroid)

Chest X ray

Ocular surface staining

Tear break-up time

FIG. 55.1 Diagnostic Work-Up in a Patient With Suspected Sjögren’s Syndrome. HCV, Hepatitis C virus; HIV, human immunode-
ficiency virus; IgG4, immunoglobulin G4; SPEP, serum protein electrophoresis.
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and germinal center–like structures in their MSGB be closely 
monitored and further evaluated for lymphoma develop-
ment. A recent study revealed that SS patients with an FS of 
zero (essentially lacking histopathologic SS diagnosis) were 
less likely to have increased expression of IFN-induced genes, 
high IgG levels, anti-La antibodies or excessive conjunctival 
damage compared with those with positive FS. However, the 
two groups did not differ significantly in manifestation of ei-
ther sicca or constitutional symptoms, asserting the signifi-
cance of the immunologic criteria in SS diagnosis.14

Classification Criteria for Primary Sjögren Syndrome
The 2016 classification criteria for pSS (Table 55.2) were   
developed and published by the American College of Rheuma-
tology (ACR) and the European League Against Rheumatism   
(EULAR), with a reported sensitivity of 96% and specificity of 
95%. Even though they are intended as a classification tool, they 
are also widely used in diagnosis.15

CLINICAL FEATURES
SS usually displays a benign course, with nonspecific mani-
festations preceding the full development of the syndrome by   
approximately a decade. The main SS-related symptoms are dry 
eyes and dry mouth, reflecting lachrymal and salivary gland   
inflammation, respectively. Dryness of other tissues (e.g., dry 
skin, dry vagina leading to dyspareunia) is also commonly   
observed. Approximately one-third of SS patients exhibit ex-
traglandular manifestations. These are subdivided to those 
linked with periepithelial mononuclear cell infiltrates (e.g., liver   
involvement, interstitial nephritis) and those in which vasculitis 
is the underlying pathogenetic mechanism (glomerulonephritis, 
peripheral neuritis, purpura) (Table 55.3). Importantly, 5% to 
10% of SS patients develop lymphoproliferative disease (LPD), 
which is combined with increased mortality.16,17

Glandular Manifestations
As mentioned earlier, dryness of mouth and dryness of eyes are 
the most characteristic symptoms of SS. Ocular dryness can be 

FIG. 55.2 Periepithelial mononuclear cell infiltrates (arrows)
in labial minor salivary gland biopsy in a patient with Sjögren   
syndrome.

• Glandular
• Salivary glands
• Lacrimal glands
• Other exocrine glands (xerotrachea, bronchitis sicca, pancreatic   

insufficiency, dyspareunia)
• Extraglandular

• Nonspecific (fatigue, arthralgias, Raynaud phenomenon)
• Periepithelial (liver, lung, renal involvement [interstitial nephritis])
• Immunocomplexes-associated disease (purpura, peripheral neuritis)
• Lymphoproliferative disease 

CLINICAL MANIFESTATIONS OF  
SJÖGREN’S SYNDROME

TABLE 55.2 2016 ACR/EULAR Classifica-
tion Criteria for Primary Sjögren’s Syndrome

2016 ACR/EULAR Classification Criteria for Primary 
Sjögren’s Syndrome (pSS)

Inclusion Criteria: at 
least one positive 
answer

To determine whether an individual 
has symptoms and/or signs 
suggestive of pSS

1. Have you had daily, persistent, troublesome dry eyes for more than 
3 months?

2. Have you had a daily feeling of dry mouth for more than 3 months?
3. Do you have a recurrent sensation of sand or gravel in the eyes?
4. Do you have to wake up at night to drink water because your mouth 

is so dry?
5. Do you use tear substitutes more than three times a day?
6. Do you frequently drink liquids to aid in swallowing dry food?

Exclusion Criteria: 
any positive answer

Any of these conditions automati-
cally excludes the possibility of pSS

1. History of head and neck radiation treatment
2. Active hepatitis C infection (confirmed by PCR)
3. AIDS
4. Amyloidosis
5. Sarcoidosis
6. Graft-versus-host disease
7. IgG4-related disease

Primary Sjögren’s Syndrome Criteria: A Total Score of ≥ 4
1. Labial salivary gland 

with focal lympho-
cytic sialadenitis and 
focus score of ≥ 1 
foci/4 mm2

3 The histopathologic examination 
should be performed by a patholo-
gist experienced in the diagnosis 
of focal lymphocytic sialadenitis 
and focus score count, using the 
protocol described by Daniels 
et al.

2. Anti-Ro/SSA positivity 3

3. Ocular staining 
score ≥ 5 (or van 
Bijsterveld score ≥4) 
in at least one eye

1 Patients who are normally taking 
anti-cholinergic drugs should be 
evaluated for objective signs of 
salivary hypofunction and ocular 
dryness after a sufficient interval 
without these medications for 
these components to be a valid 
measure of oral and ocular dryness.

4. Schirmer test ≤ 
5 mm/min in at least 
one eye

1

5. Unstimulated whole 
saliva flow rate  
≤ 0.1 mL/min

1

ACR, American College of Rheumatology; AIDS, acquired immunodeficiency syn-
drome; EULAR, European League Against Rheumatism; IgG4, immunoglobulin G4. 
PCR, polymerase chain reaction; SSA, sjogren syndrome related antigen A

expressed with many different symptoms such as blurred vision, 
burning, itching, or gritty sensation in the eyes. Oral dryness can 
present as difficulty in chewing or swallowing, abnormalities of 
taste and smell, or adherence of food to the buccal surfaces. In 
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addition, oral infections, mostly candidiasis, and dental caries 
are frequent. Various conditions are included in the differential 
diagnosis of sicca symptomatology and should be thoroughly   
excluded. These include head and neck radiation, drugs (antide-
pressants, parasympatholytics, neuroleptics), metabolic condi-
tions (malnutrition, alcohol abuse, diabetes mellitus, lipopro-
teinemia), viral infections (HIV, HCV, HTLV), graft-versus-host 
disease, sarcoidosis, IgG4-RD, and other autoimmune conditions 
(e.g., autoimmune thyroid disease, PBC) (Table 55.4). Salivary 
gland (usually parotid) enlargement is observed in approximately 
40% of SS patients over the course of the disease and in approxi-
mately 15% as a first symptom (Fig. 55.3). PGE is usually intermit-
tent, bilateral, firm to palpation, and asymptomatic. It should 
be considered as an adverse prognostic factor for lymphoma. 
Furthermore, a rapid increase in the size of the enlarged parotid 
glands suggests a superimposed infection or development of 
lympho-proliferative disorder. The differential diagnosis of bi-
lateral PGE includes diabetes mellitus, lipoproteinemia type IV 
and V, alcoholism, malnutrition, infection (HIV, HCV, mumps), 
sarcoidosis, and IgG4-RD. Unilateral PGE can be seen in sali-
vary gland neoplasms (e.g., Warthin tumor), lymphomas, bacte-
rial infections, and salivary duct obstruction (e.g., sialolithiasis) 
(Table 55.5).

Other glandular manifestations include dry skin, dry nasal 
mucosa, and trachea (xerotrachea) as well as dry vagina in pre-
menopausal women, observed in approximately 10%, 20%, and 
40% of the patients, respectively.17

Extraglandular Manifestations
Musculoskeletal
Musculoskeletal manifestations are quite common in SS,   
affecting more than half of the patients. They usually present in 
the form of muscle aches and pain in the small joints, without 
causing erosive arthritis as seen in RA. Fatigue associated with 
functional disability is a common and devastating symptom in 
SS, present in up to 70% of the patients.

Raynaud’s Phenomenon
Raynaud phenomenon is encountered in 30% to 50% of SS pa-
tients. It may precede sicca symptomatology, is of milder expres-
sion compared with that seen in other autoimmune diseases, 
and is associated with increased prevalence of extra-glandular 
manifestations.

Respiratory Tract Involvement
Manifestations from the respiratory tract are observed in   
approximately 20% of the patients and include dry cough and 
more rarely dyspnea. Pleurisy can occur but is more common 
in SS associated with systematic lupus erythematosus. In chest 
computed tomography, peribronchial thickening is a common 
finding, probably related to peribronchial and/or peribron-
chiolar mononuclear inflammation. In pulmonary function 
testing, a small airway obstructive pattern is most commonly 
diagnosed.17,18 Interstitial lung disease (ILD), most commonly 
lymphocytic interstitial pneumonia (LIP) can also be observed 
and is usually of benign course. ILD in the setting of SS is asso-
ciated with the presence of anti-Ro but may also be encountered 
in seronegative patients without sicca symptomatology.

TABLE 55.3 Major Clinical Manifestations 
of Sjögren’s Syndrome.

Major Clinical Manifestations of Sjögren’s Syndrome 
(Frequency %)

1. Arthritis/arthralgia (75%)
2. Parotid gland enlargement (50%)
3. Raynaud’s phenomenon (30%–40%)
4. Pulmonary involvement (20%)
5. Purpura (10%)
6. Renal involvement (usually interstitial nephritis) (10%)
7. Liver involvement (5%–10%)
8.  Lymphoproliferative disease (usually mucosa-associated lymphoid 

tissue lymphoma) (5%–10%)
9. Peripheral neuropathy (2%–10%)

10. Central nervous system involvement (2%–10%)

TABLE 55.4 Differential Diagnosis of Dry 
Eyes and Dry Mouth Symptomatology

Differential diagnosis of sicca symptomatology
Radiation head and neck
Drugs
Antidepressants
Parasympatholytics
Neuroleptics
Metabolic
Malnutrition
Increased alcohol consumption
Diabetes mellitus
Lipoproteinemias
Viral
Human immunodeficiency virus
Hepatitis C virus
Human T-lymphotropic virus
Graft-versus-host disease
Sarcoidosis
IgG4-related disease
Other autoimmune conditions (RA, SLE, PBC, autoimmune 
thyroid disease, etc.)

IgG4, Immunoglobulin G4; PBC, primary biliary cirrhosis; RA, rheumatoid arthritis; SLE, 
systemic lupus erythematosus.

FIG. 55.3 Parotid Gland Enlargement in a Patient With 
Sjögren’s Syndrome.

Apart from dry eyes and dry mouth, a wide range of clinical symptoms can be encoun-
tered in sjögren’s syndrome
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Hepatobiliary and Gastrointestinal Manifestations
Liver involvement in SS is not rare. It is usually expressed as 
PBC, while autoimmune hepatitis and sclerosing cholangitis are 
uncommon. PBC is encountered in approximately 5% to 10% 
of patients with SS. Cholestatic enzymes are elevated and an-
timitochondrial antibodies (AMAs) are usually positive. The 
natural course of PBC in the context of SS is benign, because 
the disease remains stable over time. Ursodeoxycholic acid is 
the anchor treatment. Finally, it is worth mentioning that dry 
eyes and dry mouth are common manifestations in patients di-
agnosed with PBC, found in approximately 50% to 70% of the 
latter. Indeed, PBC and SS share many common histopatho-
logic and immunopathogenetic features, leading some inves-
tigators to coin the term “Sjögren’s syndrome of the liver” for   
PBC.19

In regard to other gastrointestinal symptomatology, dys-
phagia and unexplained hoarseness may occur. These relate to 
esophageal dysmotility, decreased saliva volume, and gastro-
esophageal reflux, respectively.

Renal Involvement
Renal involvement in SS can be expressed by either tubuloin-
terstitial nephritis or GN. The former is more common and 
is usually seen in young patients. It manifests with hypokale-
mia, low urine specific gravity, alkaline urine pH, and neph-
rocalcinosis. GN in the setting of SS is usually associated with 
vasculitis, hypocomplementemia, and cryoglobulinemia.   
Hypertension, mild proteinuria, and hematuria are the most 
common presenting manifestations. As pertains to histopatho-
logic findings, membranoproliferative and membranous GN 
are the most common types. In addition, in contrast to the 
“full-house” pattern encountered in SLE, IgM and complement   
deposits are usually seen. In contrast to interstitial nephritis, 
GN is associated with poorer outcomes and survival.20

Vasculitis
Vasculitis is observed in approximately 15% of SS patients. 
Common findings are low serum complement levels and   
cryoglobulinemia, and it is associated with increased risk for 
lymphoma development and mortality. The skin (cutaneous 
vasculitis) is the most commonly affected organ, presenting 
with palpable purpura and more rarely with urticarial lesions. 
However, other tissues such as the glomeruli and vasa nervo-
rum can be affected, producing GN and vasculitic peripheral 
neuropathy, respectively.

Neuropsychiatric Involvement
Peripheral neuropathy in SS is encountered in approximately 
2% to 10% of patients, depending on the diagnostic method-
ology applied. Peripheral neuropathies in SS include (a) pure 
sensory neuropathies, (b) sensorimotor neuropathies, and (c) 
other rare types such as demyelinating neuropathy, mononeu-
ritis multiplex, and autonomous neuropathy. Sensory neuropa-
thies are expressed as distal symmetric sensory loss attributed 
to axonal degeneration of sensory fibers and rarely as sensory 
ataxia, which is due to loss of proprioceptive large fibers (gangli-
onopathy). Painful and burning paresthesias are also frequently 
observed in SS and are attributed to degeneration of cutaneous 
axons, representing a clinical condition called small fiber neu-
ropathy. Importantly, physical and electrophysiologic examina-
tion is usually normal, and skin biopsy is required to make the 
diagnosis.21 Sensorimotor neuropathies in SS patients, includ-
ing axonal sensorimotor polyneuropathy, are associated with 
adverse prognostic factors for lymphoma development such as 
palpable purpura, cryoglobulinemia, and low serum comple-
ment levels.

The frequency and the type of central nervous system 
(CNS) involvement in SS are still debatable. Several manifes-
tations such as hemiparesis, sensory deficits, seizures, aseptic 
meningitis, transverse myelitis, and multiple sclerosis–like le-
sions have been reported to occur in the context of SS. How-
ever, whether these are mechanistically linked to the index 
disease remains to be defined. Presence of anti-Ro antibod-
ies has been associated with CNS involvement in SS and anti-
aquaporin four antibodies have been detected in patients with 
SLE or SS and transverse myelitis along with optic neuritis.10

Psychopathologic morbidities such as anxiety, distinct per-
sonality traits (e.g., neuroticism, psychoticism, and obsessive-
ness), and other features such as nocturia are also more com-
monly observed in SS patients.22 Interestingly, the presence of 
certain autoantibodies has been linked to psychopathologic 
manifestations in SS patients.10

Lymphoproliferative Disease
LPD is probably the most severe complication of SS, associated 
with higher mortality rates.16 Non-Hodgkin lymphoma (NHL) 
is the most common LPD seen in SS and is encountered in 
approximately 5% to 10% of this population. Risk factors for 
LPD in SS include: PGE, generalized lymphadenopathy, sple-
nomegaly, palpable purpura, peripheral neuropathy and GN, 
cryoglobulinemia, low serum levels of C3 and/or C4, hyper-
gammaglobulinemia, monoclonal gammopathy, lymphopenia, 
and presence of germinal centers in salivary gland biopsies   
(Table 55.6).23 Thus close follow-up is required for these patients. 
Histologically, NHLs in the context of SS are usually mucosa-
associated lymphoid tissue (MALT) lymphomas followed by 
nodal marginal zone and diffuse large B-cell lymphomas (DLB-
CLs). It is usually extranodal and is encountered in the salivary 
glands. However, other tissues/organs, such as the stomach or 
the lungs, can also be involved. The course of localized MALT 
in SS is usually benign and watch-and-wait policy is often   
followed. However, more aggressive treatment is needed espe-
cially for DLBCLs (see Therapy section).

Overlapping Autoimmune Entities and Comorbidities
Sicca symptomatology (dry eyes and dry mouth) is seen in 
other autoimmune rheumatic diseases (ARDs) as well, such as 
RA, SLE, and SSc. The term “secondary SS” has been adopted 

TABLE 55.5 Differential Diagnosis of 
Parotid Gland Enlargement

Usually Bilateral
Diabetes mellitus
Lipoproteinemias (type IV and V)
Alcoholism
Malnutrition
Infections (human immunodeficiency virus, hepatitis C virus, mumps)
Sarcoidosis
Immunoglobulin (Ig)G4-related disease
Usually Unilateral
Warthin tumor
Lymphoma
Bacterial infection
Salivary duct obstruction
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to describe these clinical situations. However, criticism has been 
raised whether this is indeed secondary to other ARD or a true 
overlap. In RA, sicca symptomatology is present in approxi-
mately 30% of the patients. Positive findings in MSGB are rare. It 
seems that the lesion composition in MSGB is different between 
SS and RA-sicca patients. In the context of SLE, patients with 
sicca symptoms have distinct clinical, serologic, pathologic, and 
immunogenetic characteristics that are similar to SS. Similarly, 
comparable antibody and histopathology profiles as well as fre-
quencies of sicca symptomatology were found between patients 
with SS and those with dry eyes/dry mouth in the context of 
SSc.24 Therefore the term “secondary SS” tends to be abandoned.

Like in other ARDs, patients with SS are currently recognized 
to have a higher burden of cardiovascular disease. A recent   
meta-analysis showed that SS patients compared with controls 
had increased risk for coronary, cerebrovascular, and throm-
boembolic events as well as for heart failure.25 Along the same 
lines, data are accumulating that SS is associated with arterial 
stiffness and subclinical atherosclerosis, as measured by pulse 
wave velocity (PWV) and intima-media thickness (IMT).4,26

THERAPY
Therapeutic management of SS is complex, especially when 
severe extraglandular manifestations occur and often requires 
collaboration with other disciplines and specialties, such as den-
tists, ophthalmologists, hematologists, and others. Compared 
with other autoimmune diseases, there are not many random-
ized controlled trials (RCTs) assessing treatment options for SS. 
However, the EULAR 2019 recommendations for management 
of SS have been published. This paper, along with the respective 
systemic literature review, comprehensively addresses therapeu-
tic options for SS.27,28

Treatment in SS aims mainly to alleviate clinical symptom-
atology and to prevent complications such as dental caries and 
mouth candidiasis. As outlined later, topical treatment for dry 
eyes and dry mouth is the first line of treatment, and immu-
nosuppressants/immunomodulators and biologic drugs may be 
given in patients with active systemic disease.28

Glandular Manifestations
Eye lubricants containing either sodium hyaluronate or   
hydroxypropylmethylcellulose and preservative-free natural 

tears are used for dry eyes. In severe cases, referral should be 
made to ophthalmologists. The latter might prescribe cyclospo-
rine drops (0.05%) or more rarely nonsteroidal antiinflamma-
tory drugs (NSAIDs) or glucocorticoid drops. Future studies 
will define whether topical tacrolimus could also be an option.   
Immunosuppressive/immunomodulatory treatments are not 
recommended for ocular dryness.27,28

For oral dryness the following is suggested: meticulous oral 
hygiene, saliva substitutes, and local (sugar-free gum, citrus 
juice, xylitol, lozenges) and/or systematic (pilocarpine and cev-
imeline, both are muscarinic M3 receptor agonists) stimulation 
of salivary secretion. In patients who cannot tolerate or do not 
respond to muscarinic agonists, choleretic (e.g., anetholtrithi-
one) or mucolytic (e.g., bromhexine, N-acetylcysteine) agents 
may be considered.28 Moist heat and NSAIDs are also suggested 
as a treatment option in SS patients with PGE.10

Extraglandular Manifestations
Arthralgias/Arthritis
For arthralgias/arthritis, evidence is limited and in some cases 
contradictory. Analgesics and short courses of NSAIDs are the 
first line of treatment. Low doses of glucocorticoids, hydroxy-
chloroquine, and/or methotrexate (0.2 mg/kg/week) can also be 
administered, although data to support their use are inadequate. 
In refractory arthritis, treatment with anti-CD20 therapy could 
be considered.27,28 In addition, as stressed in the recent EULAR 
2019 recommendations, arthritis should be distinguished from 
noninflammatory pain and/or fibromyalgia. For the latter, exer-
cise and/or antidepressants may be beneficial.28

Other Extraglandular Manifestations
No well-designed RTCs exist, but the following recommenda-
tions have been made for the management of active disease: 
start with glucocorticoids. Minimum dose and treatment   
duration are advised. In case of nonresponse or adverse events, 
glucocorticoid-sparing agents (e.g., azathioprine, methotrexate) 
and/or biologic treatment (rituximab) can be added. Treatment 
of NHL in the context of SS ranges from a watch-and-wait poli-
cy for low-grade lymphomas limited in exocrine glands to che-
motherapy (mainly with B cell–depleting agents). Radiotherapy 
might also be considered for specific types of lymphomas.27,28

Therapeutic decisions are based on the histologic type and the 
extent of the LPD.

Biologic Treatments
With regards to biologics, treatment with TNF inhibitors have 
failed in SS, both in terms of sicca symptomatology as well as re-

TABLE 55.6 Prognostic Factors for Lym-
phoma Development in Sjögren’s Syndrome

Clinical
Tongue atrophy
Salivary (usually parotid) gland enlargement
Lymphadenopathy
Splenomegaly
Palpable purpura
Peripheral neuropathy
Glomerulonephritis
Serologic
Cryoglobulinemia
Low levels of serum C3 and/or C4
Hypergammaglobulinemia
Monoclonal gammopathy
Lymphopenia
Histopathologic
Germinal centers in salivary gland biopsy

1. Topical treatment is preferred for ocular and oral dryness
2. For systemic disease: glucocorticoids, immunosuppressants (e.g., 

azathioprine) and biologic drugs might be used
3. Glucocorticoids: keep at the minimum dose and length of treatment 

duration
4. No hard evidence in favor of a specific immunosuppressant
5. B-cell targeted treatment for manifestations in which vasculitis is 

the underlying pathogenetic mechanism and for lymphoproliferative 
disease

6. For lymphoproliferative disease: stratify according to type and stage 

KEY CONCEPTS
Treatment of Sjögren’s Syndrome
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garding extraglandular symptomatology. Upregulation of the type 
I IFN/BAFF axis may account for that. So far, rituximab has only 
provided modest therapeutic benefit, but it appears to be more ef-
ficacious in clinical manifestations in which vasculitis is thought 
to be the main mechanism of action (e.g., purpura, vasculitic neu-
ropathy, cryoglobulinemia) as well as in LPD in the context of SS.

Belimumab, a monoclonal antibody against BAFF, was tested in 
a phase 2 RCT, showing improvement in disease activity, fatigue, 
and mucosal dryness symptomatology but no effect on objective 
measures of oral and ocular dryness. Belimumab response was 
found to associate with the number of natural killer cells in the 
blood and in the salivary glands as well as with type I IFN activity.

In phase 2 RCTs, abatacept has been shown to benefit SS pa-
tients in terms of improving disease activity scores, histopathol-
ogy, and salivary flow. Two phase 3 placebo-controlled RCTs 
(NCT02915159, NCT02067910) are underway to test efficacy and 
safety of subcutaneous abatacept in SS. Lanalumab, a monoclonal 
antibody targeting B cells through BAFF receptor blockade and 
antibody-dependent cellular cytotoxicity, showed some beneficial 
effects in a recent study. In addition, molecules targeting the CD40/
CD40L pathway are in the pipeline. In fact, a monoclonal anti-
body against CD40 (iscalimab) had favorable results, significantly 
improving disease activity and fatigue indices. Finally, RSLV-132, 
which is a RNase1 fused to the Fc region of IgG1, has been tested in 
a phase 2 RCT, with favorable results in disease activity and fatigue 
indices in pilot analysis.29 A phase 3 RCT (NCT03247686) has fin-
ished recruitment, and results are awaited.

It is anticipated that in the next few years, data derived from 
ongoing RCTs will enhance our therapeutic armamentarium and 
the new knowledge acquired through multi-effort collaborations 
will allow the design of novel tailored treatment approaches.
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1. Completion of ongoing randomized trials with biologic agents in Sjögren 
syndrome will hopefully expand our therapeutic armamentarium.

2. Multi-effort harmonization of clinical information along with implemen-
tation of high-throughput techniques will allow the identification of 
distinct pathogenetic mechanisms in different disease phenotypes.

3. Novel biomarkers for early diagnosis, prognostic classification, and 
response to different treatment modalities will be hopefully available.

4. Design of novel therapeutic trials targeting newly identified pathoge-
netic pathways will be feasible. 

ON THE HORIZON
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Systemic sclerosis (SSc) is an acquired chronic multisystem dis-
ease characterized by autoimmunity and inflammation, wide-
spread functional and structural abnormalities in small blood 
vessels, and progressive fibrosis of the skin and visceral organs. 
Multiple cell types and their products interact to mediate the 
pathogenic processes that underlie the diverse clinical manifes-
tations of SSc.

PREVALENCE AND EPIDEMIOLOGY
SSc is a sporadic disease with worldwide distribution. Inci-
dence estimates in the United States range from 9 to 19 cases 
per million per year, and prevalence rates range from 28 to 
253 cases per million. Applying the revised American College 
of Rheumatology classification criteria, which are more sen-
sitive for identifying early stage of SSc, the prevalence esti-
mates are expected to be considerably higher.1 Age, gender, 
and ancestry are important factors that determine disease 
susceptibility as well as outcomes.2 Like other connective tis-
sue diseases, SSc is more prevalent in women, with the most 
common age of onset in the range of 40 to 60 years. Dis-
ease onset tends to occur at a younger age among patients of 
African ancestry than among whites. Furthermore, African 
ancestry patients are more likely to have diffuse skin involve-
ment, digital ulcers, pulmonary hypertension (PH), cardiac 
involvement, and pulmonary fibrosis, and have a worse   
prognosis.

ETIOLOGY AND PATHOGENESIS
The pathogenesis of SSc involves dynamic interplay among 
inherited genetic risk factors, environmental exposures, and 
stable epigenetic modifications. SSc is a polygenic disease and is 
not inherited in a Mendelian fashion. Disease concordance rates 
among both monozygotic and dizygotic twins are relatively low 
(<5%). Nonetheless, family studies show that 1.6% of patients 
with SSc have a first-degree relative with the disease (relative 
risk of 13), indicating an important role for genetic background 
in SSc disease susceptibility. Indeed, certain human leukocyte 
antigen (HLA) haplotypes show striking associations with dis-
tinct SSc-specific autoantibody responses. Candidate genes 
shown to be associated with SSc include those implicated in 
interferon (IFN) signaling, T- and B-cell activation, DNA clear-
ance, and innate immunity (Table 56.1). It is remarkable that 
a majority of these genes are involved in immune regulation, 
highlighting the potential importance of immune dysregulation 
in the pathogenesis of SSc.3

Environmental Factors
Although the etiology of SSc is unknown, microbial exposures 
and exposure to environmental and occupational agents, dietary 
factors, and drugs have been implicated as potential triggering 
factors. Evidence for a potentially pathogenic role for cytomega-
lovirus (CMV), Epstein-Barr virus (EBV), and parvovirus B19 
infection or reactivation, as well as Helicobacter pylori infec-
tion, has been presented. Gut-microbial dysbiosis is prominent 
in SSc patients but its role in pathogenesis is uncertain. Several 
epidemic outbreaks of apparently novel multisystem illnesses 
with SSc-like features have been linked to environmental expo-
sures, such as contaminated rapeseed cooking oils in Spain (the 
toxic oil syndrome) and gadolinium-associated nephrogenic 
fibrosis and l-tryptophan dietary supplements (eosinophilia–
myalgia syndrome) in the United States.4 The incidence of SSc is 
increased in males with occupational exposure to silica. Addi-
tional occupational exposures linked to increased risk of SSc 
include polyvinyl chloride, trichloroethylene, organic solvents, 
and heavy metals. Drugs linked to SSc-like illnesses include 
bleomycin, taxane, pentazocine, cocaine, and anorexigens 
associated with pulmonary artery hypertension. The apparent 
association of SSc with silicone breast implants initially raised 
alarm, but epidemiological investigations failed to substantiate 
an increased risk.5

Pathology
The hallmark pathological features of SSc are a noninflamma-
tory obliterative microangiopathy in multiple vascular beds 
associated with fibrosis of the skin and internal organs. In early-
stage disease, inflammatory cellular infiltrates may be promi-
nent in many organs. Vascular injury is the earliest and possibly 
primary event in the pathogenesis of SSc. Patients show wide-
spread vascular lesions characterized by bland intimal prolifera-
tion in the small and medium-sized arteries (Fig. 56.1). In late 
stages, a combination of perivascular adventitial fibrosis and 
generalized capillary rarefaction are prominent.

Fibrotic changes are widely distributed, but most prominent 
in skin, lungs, gastrointestinal (GI) tract, heart, tendon sheath, 
and perifascicular tissue surrounding skeletal muscle. Accumu-
lation of collagen-rich connective tissue composed of fibulins; 
elastin; proteoglycans; matricellular proteins, such as tenascin-C 
and alternatively spliced fibronectin (EDA isoform); and other 
structural macromolecules in these organs causes distortion 
of tissue architecture, resulting in progressive functional im-
pairment. Fibrosis of the skin causes dermal expansion with 
obliteration of hair follicles and sweat and sebaceous glands. 
Lungs show patchy infiltration with lymphocytes, plasma cells, 
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tract can occur at any level, from the mouth to the rectum. The 
esophagus shows atrophy of the lamina propria, submucosa, and 
muscular layers, with variable fibrosis. Replacement of the nor-
mal intestinal architecture results in disordered peristaltic activ-
ity, resulting in gastroesophageal reflux, small bowel dysmotility, 
and bacterial overgrowth. Chronic gastroesophageal reflux leads 
to esophageal inflammation, ulcerations, and stricture forma-
tion, and, in some cases, premalignant Barrett metaplasia.

The heart is frequently affected, with prominent myocardial 
contraction band necrosis, which reflects ischemia– reperfusion 
injury, and patchy areas of myocardial fibrosis. In the kidneys, 
vascular lesions predominate, and glomerulonephritis is rare. 
Scleroderma renal crisis (SRC) is an uncommon but often ful-
minant event associated with reduplication of elastic lamina, 
marked intimal proliferation, and narrowing of the lumen (on-
ion skinning). Microangiopathic hemolysis may be accompa-
nied by thrombocytopenia, making the differentiation from 
thrombotic thrombocytopenic purpura (TTP) challenging.

Pathogenesis
A comprehensive view of SSc pathogenesis must be capable of 
integrating the vasculopathy, immune dysregulation, and fibro-
sis of multiple organs, which are the hallmarks of the disease. As 
illustrated in Fig. 56.2, complex and dynamic interplay among 
these distinct pathomechanistic processes initiates, amplifies, 
and sustains tissue damage in SSc.6 Animal models (Table 56.2) 
can be informative for delineating cell types, molecular mecha-
nisms, and pathways contributing to SSc pathogenesis and for 
evaluating potential therapies.

Microangiopathy
Evidence of vascular involvement is an early, possibly initial, and 
widespread feature of SSc, and vascular damage in small and 
medium-sized vessels has major impact on the course of the dis-
ease. Vascular endothelial cell injury is initially associated with 
largely functional and potentially reversible alterations. Rayn-
aud’s phenomenon is characterized by abnormal blood flow 
response to vasomotor or cold challenge and altered produc-
tion of, and responsiveness to, factors mediating vasodilatation 
(nitric oxide and prostacyclins) and vasoconstriction (endo-
thelins). Microvessels show loss of pericyte coverage, increased 
permeability, enhanced transendothelial leukocyte migration, 
activation of fibrinolytic cascades, and platelet aggregation cul-
minating in thrombosis. Endothelial–mesenchymal transition 
contributes to intimal and medial hypertrophy, which is coupled 
to fibrosis of the adventitial layers, resulting in vessel stiffening 
and luminal narrowing. Combined with endothelial cell apop-
tosis, the process culminates in the characteristically striking 
absence of small blood vessels seen on angiograms of the hands 
and kidneys in late-stage disease. Paradoxically, despite elevated 
circulating levels of angiogenic signals, including vascular endo-
thelial growth factor (VEGF), reflecting pervasive tissue hypoxia, 
the process of revascularization appears to be defective in SSc.7

Vascular injury in SSc is particularly prominent in the kidneys of 
patients with SRC, with evidence of endothelin-1 deposition and 
complement activation in the damaged small vessels.

Cellular and Humoral Immune Responses
In the early stages of SSc, activated T cells and monocytes/
macrophages within lesional skin and the lungs secrete proin-
flammatory and profibrotic mediators, including transforming 
growth factor-β (TGF-β), cytokines, and chemokines.  Because 

FIG. 56.1 Pulmonary Arterial Involvement. Significant intimal 
layer hyperplasia is seen, leading to narrowing of the vascular 
lumen. (Courtesy Dr. Anjana Yeldandi.)

TABLE 56.1 Genetic Polymorphisms 
Associated with Systemic Sclerosis

Gene 
Locus Gene Function

Genetic Polymor-
phisms Associated 
with Systemic 
Sclerosis

IRF5 Activation of interferon rs2004640, others
IRF8 Monocyte differentiation rs11642837
IRF7 Activation of interferon rs4963128
IL-12R Interleukin-12/T-cell 

signaling
rs3790567

STAT4 T-cell signaling rs7574865, others
DNASE1L3 DNA clearance rs35677470
ATG Autophagosome 

biogenesis
rs9373839

PPARG Adipogenesis rs310746
CD247 T-cell receptor signaling rs2056626
CSK Src family tyrosine 

kinase
rs1378942

PTPN22 T-cell signaling 
phosphatase

rs2476601

BANK1 B-cell receptor signaling rs10516487, others
BLK B-cell receptor signaling rs2736340
TNFAIP3/A20 Negative regulation of 

nuclear factor (NF)-κB 
inflammation

rs5029939, others

TNIP1 Negative regulation of 
NF-κB inflammation

rs2233287, others

TNFSF4 T cell–antigen-present-
ing cell interaction

rs1234314, others

macrophages, and eosinophils in early disease. In later stages,   
fibrosis and vascular damage predominate in the lungs, often co-
existing in the same lesions. Intimal thickening of the pulmonary 
arteries, best seen with elastin stain, is a pathological hallmark of 
PH and at autopsy is often associated with multiple pulmonary 
emboli. Progressive thickening of the alveolar septae results in 
obliteration of the air spaces with a characteristic nonspecific 
interstitial pneumonia (NSIP) pattern and, less commonly, hon-
eycombing (usual interstitial pneumonia, UIP), as well as loss 
of the pulmonary blood vessels. Pathological changes in the GI 
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TABLE 56.2 Selected Animal Models of Systemic Sclerosis

Animal Model Fibrosis Inflammation Vascular Affected Organ Comment

Bleomycin (subcutaneous) + + ± Skin, lungs Fibrosis self-limited; localized
Graft-versus-host disease (GvHD) + + − Skin, lung, kidney Complex procedure; radiation
Ang2-induced + + + Skin, lung Skin localized
Fra2 tg + + + Skin, lung Pulmonary hypertension (PH); early mortality
PDGFR tg + − − Multiorgan
Wnt10b tg + − − Skin Loss of dermal white adipose tissue (dWAT)
TSK1 + − − Hypodermal lungs—

emphysema
Fibrillin-1 mutation

TSK2 + + − Skin Collagen III mutation
Stiff skin syndrome + + − Skin Fibrillin-1 mutation
Fli1-deleted + − RVH Skin, heart
ROS + + + Skin, lung, kidney Not widely used
Topo 1 immunization + + − Skin Not well established
Chronic GvHD + + ± Skin Immune-driven

FIG. 56.2 Pathogenesis of Systemic Sclerosis. Interactions of cellular and molecular events triggered by injury that underlie the 
pathogenesis of vascular and immune dysfunction, culminating in fibrosis. CTGF, Connective tissue growth factor; PDGF, platelet-
derived growth factor; ROS, reactive oxygen species; TGF-β, transforming growth factor-β.

TGF-β, in particular, can induce its own production as well as 
that of other profibrotic paracrine mediators, such as connective 
tissue growth factor (CTGF) and platelet-derived growth factor 
(PDGF), an initial cytokine burst could result in amplified cyto-
kine production and sustained autocrine and paracrine signal-
ing. Additionally, as the extracellular matrix (ECM) of affected 
tissues undergoes fibrotic remodeling, it loses compliance and 
increases its stiffness. The mechanically altered microenviron-

ment triggers biomechanical activation of resident stromal cells, 
both directly via the process of mechanotransduction and also 
by liberating latent matrix-bound TGF-β which then further 
amplifies the process. Alterations in the relative proportions 
and function of regulatory T cells (Treg) and T-helper 17 (Th17) 
cells, and innate lymphoid cells (ILCs) have been documented 
and may play important roles in pathogenesis. Single-cell RNA 
sequencing is generating a wealth of novel insights.
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circulation is a fundamental process that is common to the dif-
ferent subsets of the disease. Thickening of the skin distinguishes 
SSc from other rheumatic diseases (Table 56.3); scleroderma 
(hard skin) is the most specific and prominent physical finding. A 
small number of patients develop systemic features of SSc without 
appreciable skin involvement, a phenotype that is termed systemic 
sclerosis sine scleroderma. While traditionally patients are classified 
by the degree of clinically involved skin into two major subtypes 
(diffuse [dcSSc] or limited [lcSSc]), it is now recognized that the 
disease course and the ultimate specific organ outcome can be bet-
ter predicted by a classification using a composite score encom-
passing the degree of skin involvement, autoantibodies, and the 
degree of presenting organ disease. Predictors of elevated mortal-
ity rates among patients with SSc include diffuse skin disease with 
a rapid rate of skin progression and internal organ involvement 
(especially the lungs or the kidneys, resulting in an SRC), male 
gender, black race, presence of malignancy, and later age of disease 
onset.11,12 In some patients with SSc who have “overlap” features, 
SSc coexists with clinical and laboratory evidence of another auto-
immune disease, such as polymyositis, autoimmune thyroid dis-
ease, Sjögren syndrome, polyarthritis, autoimmune liver disease, 
or systemic lupus erythema tosus (SLE) (Table 56.4).

Morphea
Morphea (localized scleroderma) is now properly used to 
describe a group of patients with disease generally limited to 
fibrosing skin disorders that occurs with similar frequency in 
both children and adults (Table 56.5). Unlike scleroderma, in 
morphea internal organ involvement is unusual. Subtypes of 
morphea exist including circumscribed or plaques that can 
occur as solitary or multiple lesions (generalized morphea), 
linear lesions, pansclerotic, or mixed forms. Linear morphea 
can occur on the head, leaving severe facial deformity. When 
this occurs in the upper forehead, it is called en coup de sabre. 
This should be distinguished from Parry-Romberg syndrome, or 
facial hemiatrophy, which also affects the face, usually unilat-
erally, with atrophy of skin rather than fibrosis. Both en coup 
de sabre and Parry-Romberg syndrome can be associated with 
central nervous system (CNS) involvement, presenting as head-
aches, visual disturbance, or a seizure disorder.

Virtually all patients with SSc have antinuclear and other au-
toantibodies in serum. Many of these autoantibodies are highly 
specific for SSc, associate with individual disease endopheno-
types, and tend to be mutually exclusive (see below). Multiple 
mechanisms have been proposed to account for autoantibody 
generation in SSc.8 A remarkable link between antibodies 
against RNA polymerase III and contemporaneous cancer has 
been noted, suggesting that some forms of SSc might represent 
a paraneoplastic syndrome. Although SSc-associated autoanti-
bodies have well-documented clinical utility as diagnostic and 
prognostic disease markers, their direct pathogenic role in SSc 
remains uncertain.9 Many patients with SSc have functional au-
toantibodies directed against fibroblasts and endothelial cells; 
the PDGF receptor; vascular cell receptors, such as endothe-
lin-1 and angiotensin II receptors; and matrix metalloprotein-
ases (MMPs). The pathogenic contribution of these potentially 
damaging autoantibodies is an area of intense investigation.

Fibrosis: Cellular and Molecular Components
Interstitial and vascular fibrosis, the hallmarks of SSc, are char-
acterized by replacement of normal tissue architecture with 
dense and noncompliant connective tissue. Although restricted 
organ fibrosis is a very common sequel to any form of chronic 
or recurrent tissue injury, fibrosis synchronously affecting mul-
tiple organs is unique to SSc. Fibroblasts and related stromal 
cells of mesenchymal origin are key effector cells responsible 
for the development of fibrosis. Under physiological condi-
tions, the fibroblast repair program is tightly regulated to enable 
optimal tissue regeneration, whereas under pathological condi-
tions, fibroblast activation is sustained and amplified, resulting 
in exaggerated matrix deposition, disruption of tissue architec-
ture, and failure of affected organs. Fibroblasts explanted from 
lesional SSc tissues display a variably abnormal phenotype 
when propagated ex vivo, with enhanced synthesis of collagen 
and other ECM molecules, expression of α smooth muscle actin 
and stress fiber formation, and spontaneous generation of reac-
tive oxygen species (ROS). The persistent activated scleroderma 
phenotype reflects epigenetic modifications caused by chroma-
tin remodeling, DNA methylation, or altered expression of non-
coding regulatory microRNA and long RNAs.

The pleiotropic cytokine TGF-β is a pivotal regulator of both 
tissue repair and fibrosis (Chapter 9). Multiple abnormalities in 
TGF-β pathways have been identified in SSc, indicating a key 
role in pathogenesis.10 Therapies that selectively or nonselec-
tively block growth factor signaling triggered by growth factors, 
chemokines, PDGF, Wnt, and CTGF have shown some efficacy 
in both preclinical models and in human trials, and others are 
currently in clinical development.

CLINICAL FEATURES

Overview
The term scleroderma refers to systemic sclerosis, while morphea, 
also called localized scleroderma, denotes a disorder generally lim-
ited to skin or underlying tissue. SSc is highly variable in its clinical 
expression with subsets of patients that have unique clinical fea-
tures and distinct clinical outcomes. Patients present with a seem-
ingly common pathological disease process that can target skin, 
blood vessels, and the lungs, heart, GI tract, kidneys, and muscu-
loskeletal system. Raynaud phenomenon is virtually universal in 
SSc, suggesting that perturbation of the terminal  arteries of the 

TABLE 56.3 Classification of Systemic 
Sclerosis

Diffuse cutaneous scleroderma—skin thickening on the trunk in addi-
tion to the face, proximal and distal extremities

Limited cutaneous scleroderma—skin thickening limited distal to the 
elbow and knee; may also involve the face and neck

CREST syndrome—subcutaneous calcinosis; Raynaud phenomenon; 
esophageal dysmotility; sclerodactyly; telangiectasia (term no longer 
used)

Sine scleroderma—systemic sclerosis with no apparent skin thick-
ening but characteristic visceral organ involvement, vascular and 
serological features

Overlap syndrome—criteria for systemic sclerosis (SSc), coexisting 
with features of systemic lupus erythematosus, rheumatoid arthritis, 
or inflammatory muscle disease

Mixed connective tissue disease—overlap syndrome with anti-U1 
ribonucleoprotein (RNP) antibodies

Early disease—Raynaud phenomenon (RP) with puffy fingers and other 
clinical and/or laboratory features of SSc; specific autoantibodies, ab-
normal nailfold capillaroscopy, finger edema, and ischemic injury (also 
called very early diagnosis of systemic sclerosis, VEDOSS)
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TABLE 56.4 Frequency and Clinical Correlations of Systemic Sclerosis Autoantibodies

% Frequency in SSc Disease Subtype Clinical Associations Prognosis

Anticentromere 20–38 lcSSc Pulmonary arterial hypertension Better prognosis
Anti-topoisomerase I 15–42 dcSSc Pulmonary fibrosis

Heart involvement
Worse prognosis

Anti-RNA polymerase III 5–31 dcSSc Renal crisis
Tendon friction rubs, synovitis, myositis, 

joint contractures. Increased risk of cancer

Increased mortality

Anti-U3 RNP (fibrillarin) 4–10 dcSSc Renal crisis and cardiac involvement Poor prognosis, especially 
in African Americans

Anti-Th/To 1–13 lcSSc Pulmonary fibrosis and renal crisis Poor prognosis
Anti-U11/U12 RNP 3.2 — RP

Gastrointestinal involvement
Lung fibrosis

Increased mortality

Anti-U1 RNP 2–14 lcSSc RP, puffy fingers, arthritis, myositis, overlap 
syndrome (i.e., MCTD)

Better prognosis

Anti-PM-Scl 4–11 Overlap with 
polymyositis lcSSc

RP, arthritis, myositis pulmonary involve-
ment, calcinosis, and sicca symptoms

Better prognosis

Anti-Ku 2–4 — Myositis, arthritis, and joint contractures —
Anti-hUBF (NOR 90) <5 lcSSc Mild internal organ involvement Better prognosis
Anti-Ro52/TRIM21 15–20 Association with 

other autoimmune 
diseases

Older age onset, pulmonary fibrosis —

dcSSc, Diffuse cutaneous SSc; lcSSc, limited cutaneous SSc; MCTD, mixed connective tissue disease; RNP; ribonucleoprotein; RP, Raynaud phenomenon; SSc, systemic sclerosis; 
TRIM, tripartite motif.
From Kayser C, Fritzler MJ. Autoantibodies in systemic sclerosis: unanswered questions. Frontiers Immunol. 2015;6:167.

TABLE 56.5 Classification of Localized 
Scleroderma

• Plaque types of (morphea)
• Circumscribed plaques
• Guttate
• Keloid/nodular
• Bullous
• Generalized morphea
• Three or more locations
• Pansclerotic morphea
• Linear scleroderma
• Frontoparietal linear morphea (en coup de sabre)
• Parry-Romberg syndrome (progressive hemifacial atrophy)
• Linear streaks on limbs or trunk
• Deep morphea

intense pruritus and burning, and pitting edema on the limbs are 
signs of the early inflammatory or “edematous” phase of the dif-
fuse cutaneous form of the disease. The skin of the fingers, hands, 
distal limbs, and face are usually affected first and more severely 
compared with other body areas (Fig. 56.3). Patients may note skin 
hyperpigmentation (patches or generalized tanning). Other early 
skin changes include vitiligo-like hypopigmentation (“salt and pep-
per” appearance), often along the scalp, dorsum of the hand, on 
the chest, or the back (Fig. 56.4). Escalating musculoskeletal symp-
toms are common and are associated with muscle weakness and 
decreased joint mobility.

CLINICAL PEARLS
Clinical Features of Early Systemic Sclerosis

• Definite Raynaud phenomenon
• Gastroesophageal reflux with heartburn
• Swelling of the fingers and hands
• Musculoskeletal pain and stiffness
• Dilated nailfold capillaries
• Hyper- or hypopigmentary changes of skin

Symptoms
Characteristically, the earliest symptoms of SSc are nonspecific 
and include fatigue, musculoskeletal distress (stiffness or pain), 
and feeling ill. Cold sensitivity with associated Raynaud’s phenom-
enon is often the only early clinical clue to the presence of disease. 
Symptoms of esophageal dysfunction with dysphagia, heartburn, 
and periodic GI reflux, along with Raynaud’s phenomenon, can 
precede other manifestations of SSc by years. In general, patients 
with dcSSc have a short interval between the onset of Raynaud’s 
phenomenon and other signs and symptoms. Soft tissue swelling, 

KEY CONCEPTS
Clinical Patterns of Systemic Sclerosis

Limited Cutaneous Scleroderma (lcSSc)
• Skin thickening limited to distal limbs or fingers alone (sclerodactyly)
• Increase matted telangiectasia and subcutaneous calcinosis
• Severe Raynaud phenomenon with digital ischemia
• Risk of pulmonary arterial hypertension
• Other autoimmune diseases (hypothyroid, primary biliary cholangitis, 

Sjögren syndrome)

Diffuse Cutaneous Scleroderma (dcSSc)
• Even skin thickening proximal limbs (upper arms, chest, abdomen)
• Increased risk of internal organ disease (ILD, SRC, heart, GI)
• Rapid disease onset
• Intense fatigue, weight loss, pruritus, arthritis, contractures
• Tendon friction rubs
• Myopathy

Systemic Sclerosis Sine Scleroderma
• No skin thickening
• Raynaud phenomenon or typical peripheral vascular disease
• One or more typical scleroderma visceral disease
• Autoantibodies

Morphea
• Localized scleroderma
• Lack of systemic disease

GI, gastrointestinal; ILD, interstitial lung disease; SRC, scleroderma renal crisis.
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Clinical Course
The early edematous phase of dcSSc has prominent inflammatory 
features, with significant skin edema and erythema, and is asso-
ciated with inflammatory cell infiltration in the dermis.  After a 
period of weeks to months, the inflammatory phase fades and the 
“fibrotic” phase dominates with increased collagen and extracel-
lular material deposited causing thickening of the skin and loss of 
flexibility. The fibrotic process starts in the dermis and is associ-
ated with loss of body hair, reduced production of skin oils, and a 
decline in sweating capacity as these cutaneous structures atrophy. 
Gradually, the subcutaneous tissue becomes affected, with atro-
phy of subcutaneous fat and fibrosis extending to the underlying 
fascia, muscle, and other soft tissue structures. Progressive flexion 
contractures of the finger and other joints ensue (Fig. 56.5). Ten-
don friction rub is a prominent crepitation that can be felt or even 
heard over tendons of the lower and upper extremities. Tendon 
friction rubs are caused by fibrosis in the tissues surrounding the 
affected joints; they are associated with rapidly progressive skin 
disease and are linked to an overall poor prognosis.

While the degree of skin involvement is highly variable, the 
natural history of skin disease in dcSSc tends to be  monophasic, 

and relapse is uncommon after the edematous and active fibrotic 
phase.13 The duration of active skin disease from the first signs of 
skin involvement to its maximal extent is characteristically about 
18 months; cutaneous inflammation and progressive fibrosis gradu-
ally subside, and regression of skin involvement begins. In the late 
stages of dcSSc, skin remodeling can be dramatic, with return to 
normal-appearing skin in those areas spared from severe end-stage 
fibrosis. Skin ulcerations or dystrophic calcification often are late 
disease complications of the fibrotic, atrophic, and avascular skin 
(see Fig. 56.5). Although the skin involvement is generally the most 
dramatic and visible manifestation of dcSSc, internal organ involve-
ment occurs during the early active stage of advancing skin disease. 
Patients with dcSSc have a significant risk for interstitial lung dis-
ease (ILD), severe GI dysfunction, SRC, progressive heart disease, 
and recurrent digital ulcers during the initial active inflammatory 
and fibrotic phases of the skin disease. In practical terms, this means 
that in dcSSc, the initial 3 to 4 years is the period that the system-
ic process is most active; if organ failure does not occur during   
this period, the systemic process may stabilize without further   
progression.

In contrast to dcSSc, the disease course in the limited cutane-
ous (lcSSc) variant of SSc is more indolent and often relatively 
benign. After the onset of Raynaud phenomenon, several years 
may pass before additional symptoms or signs are recognized. 
The most common non-Raynaud’s symptoms in patients with 
lcSSc are those of upper GI disease with dysphagia and gastro-
esophageal reflux. Dilated venules form visible erythematous 
vascular lesions (telangiectasia) early in the disease, seen most 
commonly on the fingertips, palms, face, lips, and inside the 
oral cavity (Fig. 56.6). Subcutaneous calcinosis caused by de-
position of calcium hydroxyapatite crystals occurs commonly 
at sites of tissue ischemia and recurrent trauma, such as the fin-
gertips, forearm, or elbow. Severe Raynaud’s phenomenon with 
macrovascular occlusive involvement occurs more frequently in 
lcSSc than in dcSSc and can be associated with critical digital 
ischemia, ischemic ulcerations, gangrene, and amputation.

In both dcSSc and lcSSc, visible capillary abnormalities eas-
ily seen at the nailfold (dilatation and loss or dropout of capillar-
ies) are near universal. An individual presenting with Raynaud’s 
phenomenon, abnormal nailfold capillaries, puffy fingers, and the 
presence of an SSc-specific autoantibody can be suspected of hav-
ing SSc even before other more obvious manifestations are noted.14

FIG. 56.3 Skin Fibrosis in Systemic Sclerosis. Severe fibrosis 
of the skin of the hands and forearms causing joint contractures 
and skin ulcerations in a woman with diffuse cutaneous sys-
temic sclerosis.

FIG. 56.4 Pigmentation Changes in the Skin. Vitiligo (salt-and-
pepper) appearance of the involved skin in a patient of African 
descent with diffuse cutaneous systemic sclerosis.

FIG. 56.5 Traumatic Digital Ulcer. Ulceration of atrophic skin 
over the metacarpal joint of patient with diffuse scleroderma.
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Raynaud’s Phenomenon
Raynaud’s phenomenon (RP) is clinically defined as well-demar-
cated color changes of the digits induced by cold or emotional 
stress.15 Vascular constriction of arterio-venous anastomoses 
(AVAs), arterioles, and small arteries in the skin and tissues of 
the digits causes the pallor of the digits, the phase of complete 
loss of blood flow. The initial vasospasm and pallor is followed 
by cyanosis of the skin caused by venous pooling and low flow 
with deoxygenated blood. Finally, after rewarming, the recovery 
phase occurs with vasodilation manifested by hyperemia with 
blushed reddened skin as blood flow rebounds. Raynaud’s phe-
nomenon is common, affecting 3% to 5% of the general popula-
tion and about 10% to 15% of selected populations (e.g., cold 
geographic environments). Raynaud’s phenomenon is consid-
ered to be primary RP when there is no other associated disease 
state. In these cases, it is thought to represent a genetic trait with 
young age of onset of cold sensitivity as a result of abnormal 
cutaneous vessel reactivity to environmental temperatures. The 
underlying defect in primary RP is generally considered to be a 
local fault in the thermoregulatory vessels with a change in func-
tional activity of the vasculature without evidence of structural 
alteration or injury to vessels. There is evidence that this local 
fault is due to enhanced sympathetic responses via increased   
α2-adrenergic receptor activity on the smooth muscle cells of 
the involved AVAs in patients with Raynaud’s phenomenon.16

In contrast, secondary RP are a variety of acquired conditions 
including those that cause vascular injury and can be associated 
with structural deterioration and/or loss of the cutaneous ves-
sels including the nutritional microvasculature. In SSc, the dis-
ease process targets the peripheral vasculature, including AVAs 
or thermoregulatory blood vessels. This leads to not only the ab-
normal reactivity to ambient temperatures typical of Raynaud’s 
phenomenon but also significant structural disease of blood 
vessels, which causes tissue ischemia as a result of compromise 
to blood flow within capillaries or nutritional vessels. As a con-
sequence of both an exaggerated response to cold and structural 
vascular disease, patients with SSc have severe Raynaud’s phe-
nomenon with multiple, and often prolonged, daily episodes. 
The severe vascular disease can lead to critical ischemia with 
digital ulcerations or deep tissue infarction and gangrene. The 
vascular disease in SSc is not limited to skin but is systemic. 
There is evidence that abnormal vascular reactivity resulting in 

tissue injury occurs in the pulmonary, renal, GI, and coronary 
circulations.

Treatment of Raynaud’s phenomenon must be individu-
alized and adjusted according to its severity. Initial therapy 
should  include avoidance of cold exposure and use of methods 
of reducing sympathetic tone such as reducing emotional stress. 
Many patients with primary RP do well with non-drug therapy 
alone. The best studied medications to treat Raynaud’s phenom-
enon are the calcium channel blockers and they are the recom-
mended first choice of therapy. Currently, phosphodiesterase 
inhibitors such as sildenafil are considered a second-line option 
with or without a calcium channel blocker. Evidence for use of 
other agents is weak.

Gastrointestinal Involvement
GI disease is a major cause of morbidity and mortality and 
accounts for one of the most frequent initial symptoms of 
scleroderma.17 Every part of the GI tract can be involved, 
including the oral pharynx, esophagus, stomach, and the small 
and large bowels. Almost all patients with SSc demonstrate evi-
dence of distal esophageal dysfunction. Clinically, this presents 
with dysphagia, heartburn, and regurgitation typical of gastro-
esophageal reflux disease (GERD). These symptoms are caused 
by peristaltic dysfunction of the distal esophagus, decreased 
lower esophageal sphincter (LES) pressure, and delayed gas-
tric emptying, which is thought to be secondary to autonomic 
dysfunction. Pathological studies of the esophagus show that 
the smooth muscle (circular greater than longitudinal) of the 
bowel atrophies without significant fibrosis, vascular injury, or 
obvious inflammation. Functional and pharmacological studies 
have shown that a neurogenic process precedes smooth muscle 
dysfunction. Autoantibodies directed against enteric neurons 
and anti-muscarinic antibodies are found, suggesting that the 
initial insult is an immune process targeting neurological mech-
anisms of normal GI motility.

Early satiety, bloating, nausea, periodic vomiting, and de-
creased appetite with weight loss can occur secondary to poor 
gastric emptying (gastroparesis). Gastroparesis is commonly as-
sociated with retention of food and liquids in the stomach and 
esophageal dysfunction thus aggravating GERD. Mild to severe 
intestinal dysmotility can involve either or both the small and 
large bowels. Patients may note a change in bowel habits with 
episodes of either diarrhea from small disease or periods of 
constipation due to decreased transit in the large bowel. Per-
sistent diarrhea with bloating and pain may be a manifestation 
of malabsorption of fats as an atonic and small intestinal bacte-
rial overgrowth (SIBO); untreated this can be associated with 
dramatic weight loss and malnutrition. In severe cases bowel 
dysmotility episodes of pseudo-obstruction involving either the 
small or large bowel presents with severe abdominal pain, bloat-
ing, abdominal distension, and vomiting.

Treatment of the scleroderma bowel involvement is focused 
on conventional methods of managing GI dysmotility in that 
there is no solid evidence that disease-modifying therapy such 
as immunosuppression alters the GI disease process. GERD can 
be managed with careful eating habits, attention to body posi-
tion after eating, blocking acid production with an H2 blocker or 
a proton pump inhibitor, and in some cases the use of a pro-ki-
netic drug to help esophageal emptying (e.g., metoclopramide, 
domperidone). Constipation is treated with appropriate fiber 
intake, a stool softener, or agents to assist bowel movement (e.g., 
polyethylene glycol, linaclotide, or prucalopride), while SIBO 

FIG. 56.6 Telangiectasia. Characteristic telangiectasia on the 
lip in a woman with limited cutaneous systemic sclerosis.
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and diarrhea respond to dietary changes (e.g., FODMAP diet) 
and intermittent antibiotic therapy. Severe disease with pseudo-
obstruction requires periods of bowel rest and total parenteral 
nutrition (TPN).

Pulmonary Involvement
Lung disease accounts for significant lifetime morbidity and is 
now the leading cause of death in patients with SSc. A survey of 
all-cause mortality reported that 35% of all SSc-related deaths 
were directly attributable to interstitial lung disease SSc-related 
ILD (SSc-ILD), and 26% of deaths resulted from pulmonary 
arterial hypertension (PAH) or PH with secondary heart dis-
ease. Another survey reported a high risk of mortality from 
ILD (hazard ratio [HR] 3.70); PAH identified on transthoracic 
echocardiography (TTE) (HR 7.49), and a diffusing capacity 
for carbon monoxide (DLCO) of less than 60% of the predicted 
value (HR 3.17).18 Emerging pulmonary vascular disease leads 
to PAH in about 10–15% of patients with scleroderma.

Interstitial Lung Disease
While ILD is the leading cause of mortality, the clinical course is 
highly variable without progressive disease in the majority. NSIP 
is the most common histopathological pattern in patients with 
SSc-ILD. Inflammatory alveolitis and subsequent tissue fibrosis 
causes a functional restrictive ventilatory defect and an abnormal 
gas exchange. In early disease, SSc-ILD is often asymptomatic, 
detected in over 40% by either lung function or high-resolution 
CT scan imaging (HRCT). The presence of fibrosis and ground-
glass opacities on HRCT is an indication of the activity of the 
disease process and correlates with subsequent decline in forced 
vital capacity (FVC). Aggressive life-threatening disease occurs 
in a subgroup of patients (10% to 20%) and is measured by a 
progressive fall in FVC usually within 4 years of the onset of 
scleroderma. It is a good prognosis if there is only minor 
impairment in FVC on lung function on first encounter, but 
a FVC of less than 70% of predicted is associated with a poor 
prognosis. Likewise, when the extent of disease defined by 
HRCT is less than 20%, the 10-year survival is reported to be 
67%, whereas in the group with HRCT-defined disease extent 
of greater than 20%, 10-year survival is considerably poorer 
at 43%.26 There are clinical features and biological biomarkers 
that can predict the course of ILD. The prevalence of SSc-ILD is 
found in 50% of those with dcSSc compared with 35% in those 
with lcSSc. The presence of topoisomerase-I, U3RNP, or Th/To 
autoantibodies are strongly linked to risk of developing SSc-
ILD, and the worst outcome is often seen in African Americans 
and Native Americans.27 Two multicenter clinical trials give 
evidence that immunosuppressive therapy can control active 
SSc-ILD; one compared cyclophosphamide to placebo, and 
the other compared cyclophosphamide to mycophenolate. 
Both studies demonstrated statistically significant stabilization 
or improvement of lung function with equivalent benefit for 
both agents. Nintedanib (a tyrosine kinase inhibitor) with 
antifibrotic properties is now FDA approved for treatment of 
early active SSc-ILD. Other agents are being tested in SSc-ILD, 
including rituximab (monoclonal antibody [mAb] to CD20 
on B lymphocytes) and pirfenidone (an antifibrotic/anti-
inflammatory agent used in idiopathic pulmonary fibrosis).

Pulmonary Hypertension
PH can occur in scleroderma secondary to isolated pulmo-
nary vascular disease (PAH), in association with SSc-ILD and 

hypoxia or secondary to cardiac disease. Therefore, patients 
need to undergo a right heart cauterization (RHC) to confirm 
the presence of PAH or PH and to characterize its severity. PAH 
is now defined by RHC showing a mean pulmonary artery pres-
sure (mPAP) greater than 20 mm Hg and a pulmonary capillary 
wedge pressure ≤15 mm Hg with pulmonary vascular resis-
tance (PVR) ≥3 Wood without evidence of significant pulmo-
nary parenchymal disease. PAH is detected by RHC in 8% to 
15% of patients. The natural history of PAH is highly variable; 
in the majority it is clinically silent for years (9 to 12 years after 
the onset of disease) before it presents with exertional dyspnea 
and hypoxia secondary to altered gas exchange and right heart 
failure. PAH can also occur within 5 years from the disease 
onset, particularly in patients with anti-U3 RNP (fibrillarin) 
antibodies. Risk factors for developing SSc-PAH include dis-
ease onset at a later age, history of severe RP, numerous skin 
telangiectasias, abnormal nailfold capillaries, and the presence 
of anti-centromere, anti-U1 ribonucleoprotein (RNP), anti–U3 
RNP, or anti-B23 antibodies. Early detection and intervention 
with combination therapy has improved survival with now a 
3-year survival reported to be 56% to 75%. Current therapy for 
SSc-associated PAH is focused on supportive care, reduction 
of cardiac workload, and vasoactive drugs.19 Treatment regi-
mens include four classes of medications which are prostacyclin 
analogs, endothelin-receptor antagonists, phosphodiesterase-5 
inhibitors, and guanylate cyclase stimulators. In relatively short-
term clinical trials, each of these treatments has been shown to 
improve exercise tolerance and hemodynamics, with variable 
benefit on disease progression. Early intervention and combina-
tion therapy help to achieve improved survival outcomes. Lung 
transplantation remains an option for carefully selected patients 
with SSc, with survival following lung transplantation being 
similar to that of non-SSc patients with other lung diseases.

Cardiac Involvement
Cardiac involvement is common, but often there are no signs 
or symptoms until the heart has been severely affected. Clini-
cal criteria are insensitive, but modern sensitive tools, such as 
echocardiography, tissue Doppler imaging, Holter monitoring, 
speckle-tracking echocardiography, cardiac magnetic resonance 
imaging, or thallium scanning, can detect disease early and sug-
gest that 40% to 60% of patients have heart disease. When heart 
disease is symptomatic, the prognosis is poor with primary 
heart disease accounting for 15% to 30% of all SSc deaths. SSc 
can affect virtually any cardiac structure, including the myocar-
dium with fibrosis or inflammatory myocarditis, the myocardial 
microvasculature, or the pericardium with asymptomatic small 
effusions or large effusions leading to cardiac tamponade. As a 
consequence of cardiac tissue injury, left ventricular (LV) sys-
tolic dysfunction and/or LV diastolic dysfunction and/or right 
ventricular (RV) failure can occur and conduction abnormali-
ties with arrhythmias are common, but valvular heart disease is 
unusual. Myocardial fibrosis is thought a consequence of vaso-
spasm of coronary arterial microcirculation, cardiomyocyte 
injury, and fibroblast proliferation. Involvement of a larger ves-
sel causing coronary artery disease is not established. Cardiac 
disease occurs in both the limited and the diffuse subtypes but 
is more common in the patients with rapidly progressive diffuse 
skin disease, in those with anti-SCL70, anti-U3 RNP, anti-KU, 
or anti-Th/To antibodies, and in association with peripheral 
muscle disease. The ideal therapy is defined by the underlying 
situation (e.g., vasodilator therapy to improve heart perfusion 
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or anti-arrhythmia therapy for a complex arrhythmia). A dis-
ease-modifying drug that specifically targets scleroderma heart 
disease has not yet been discovered.

Renal Involvement
Renal disease is an important clinical problem with both direct 
involvement and compromise to kidney function secondary to 
other organ dysfunction. The most dreaded renal complication 
is a SRC, which affects approximately 11% of dcSSc and 4% of 
lcSSc subjects. A SRC classically presents with the new onset of 
accelerated arterial hypertension and rapidly progressive oliguric 
renal insufficiency, but more modest elevations in blood pressure 
and normotensive events can occur due to the same underlying 
pathology. Other causes of renal disease can occur in SSc, includ-
ing interstitial nephritis, glomerulonephritis, and anti-neutrophil 
cytoplasmic antibody (ANCA)–associated vasculitis, which can 
be confused with an SRC. The exact mechanism triggering acute 
SRC is not known, but an autoimmune insult to the underlying 
SSc microvascular disease is thought to initiate a self-perpetuat-
ing process leading to intimal thickening and vascular occlusion, 
glomerular hypoperfusion, and a high renin state. SRC generally 
develops relatively early (<3 to 4 years) in the disease; in patients 
with rapid progression of diffuse skin disease who have anti-RNA 
polymerase III antibodies (about 30%) or anti-topoisomerase 
(about 10%); the risk is low in patients with anti-centromere anti-
bodies. Patients with SRC who present with a creatinine greater 
than 3 mg/dL have a poor outcome, with increased likelihood of 
permanent hemodialysis, need for renal transplantation, and/or 
high mortality. Prompt and aggressive intervention with angio-
tensin-converting enzyme (ACE) inhibitors to achieve blood 
pressure control before evidence of renal dysfunction significantly 
improves the prognosis; since the introduction of ACE inhibitors 
survival from SRC has dramatically improved from a 1-year sur-
vival rate of 10% to a 5-year survival rate of 60%.20 About 30% 
to 45% of patients whose blood pressure is normalized do not 
require dialysis, but despite ideal therapy, approximately 40% of 
patients with SSc still need long-term kidney support or have a 
poor survival. In a subset of patients, reasonable kidney function 
can  resume months after renal failure and they no longer need 
dialysis support. Renal transplantation is still an option, with a 
long-term outcome similar to that of other causes of renal failure.

Musculoskeletal Complications
Musculoskeletal impairment is a leading cause of disability and 
poor quality of life among patients with SSc. It is seen in the 
majority of patients, occurs early in the disease, and commonly 
has a dominant effect on hand function. There is a variety of 
associated clinical symptoms, including arthralgias, myalgias, 
stiffness, pain and loss of function as a result of joint contrac-
tures, inflammatory arthritis, myopathy, nerve entrapment 
(e.g., carpal tunnel syndrome), fibrosis of tendons, and decon-
ditioning from disuse. Loss of joint function is less likely to be 
secondary to synovitis but is usually caused by fibrosis of the 
overlying skin, the supporting joint structures, and the joint 
capsule itself. Flexion contractures associated with “friction 
rubs” most prominently felt over the ankles, knees, shoulders, 
and wrist are typical of advanced dcSSc. Muscle weakness is a 
common comorbid condition caused by deconditioning, mus-
cle disuse, or malnutrition associated with weight loss. Most 
patients with skeletal myopathy have proximal muscle weakness 
on examination, and about 40% have one of the scleroderma/
myopathy–associated autoantibodies (i.e., anti-PM/Scl-75,   

anti-PM/Scl-100, anti-CD1 or anti-Ku). While the predominant 
features on muscle biopsies of the weak scleroderma patient are 
necrosis and inflammation, there is a wide range of histopatho-
logical features consistent with overlap polymyositis, dermato-
myositis, necrotizing myopathy, and fibrosis alone. The small 
subset of SSc patients with a fibrosing myopathy alone tends 
to be of the diffuse skin subtype, African American race, have 
lower FVC, and have shorter disease duration.21,22 When inflam-
mation and/or necrosis are seen, immunosuppressive therapy 
has the potential to control the muscle disease.

Emotional Aspects
Scleroderma is a chronic disfiguring disease that can affect every 
aspect of a patient's life including employment, performance in the 
family, social interactions, and sexually. Fear, anxiety, and depres-
sion are coupled with functional disability, chronic pain, sleep dis-
turbance, fatigue, and a poor view of appearance and body image. 
A major depressive disorder is a common consequence that may 
fluctuate in severity and have an unrecognized major negative 
impact on quality of life. The emotional aspects of the disease need 
to be addressed by both medical intervention and management of 
the psychological aspects of living with the disease.

Approach to Treatment

CLINICAL PEARLS
Recommended Approach to Systemic Sclerosis

• Determine scleroderma skin score to define clinical subtype
• Frequent clinical reassessment to define disease activity and   

emotional impact
• Careful clinical history to evaluate for gastrointestinal dysmotility
• Monitor for new-onset hypertension: prevent renal crisis
• Pulmonary function test: early detection of interstitial lung disease
• Doppler echocardiography: screen for pulmonary arterial hypertension
• Obtain serology profile to help predict clinical outcome

The clinical and biological evidence support the concept that 
SSc occurs in a genetically susceptible host, and that the disease 
process is initiated by a yet unidentified factor (e.g., cancer or 
environmental factor) that provokes autoimmunity with sec-
ondary inflammation, vascular injury, and, unlike other auto-
immune diseases, progressive tissue fibrosis. The spectrum of 
the disease is highly variable with distinct clinical phenotypes 
ranging from rapid diffuse skin disease with serious internal 
organ involvement to a mild course with minimal skin fibro-
sis and overall good outcome. The natural course of the disease 
also varies in an individual patient. Inflammation occurs early 
in the acute phase, with signs of vascular perturbation (e.g., 
RP), followed by rapid tissue fibrosis and then later an indolent 
phase with skin remodeling with or without progressive internal 
organ disease. The management must target the specific situ-
ation, level of disease activity, and specific organ dysfunction. 
Most success occurs in treating specific organ involvement (e.g., 
ACE inhibitor for SRC) as outlined in the above text. Interven-
tion with currently available drugs should be initiated early, 
ideally during the edematous active inflammatory phase of the 
disease. It is during the early stage of the disease that any disease 
modifying agent has the greatest potential to control disease-
progression. The primary outcome measure in most clinical   
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trials has focused on aggressive skin disease as measured by   
the modified Rodnan skin score; in current studies, however, 
composite scores that tally the burden of disease (activity and 
severity) as well as patient-reported distress are included. While 
no disease-modifying agent is fully established, attempts to con-
trol the scleroderma disease process can be divided into immu-
notherapy, treatment of fibrosis, and medications directed at the 
vascular disease process.6,23

Immunotherapy
Nonselective immunotherapy is the most popular approach (meth-
otrexate, cyclophosphamide, azathioprine, mycophenolate, intra-
venous immunoglobulin) used to control active skin disease, ILD, 
inflammatory muscle or joint disease, while few studies have sup-
ported the use of selective immunotherapy (anti- thymocyte globu-
lin, cyclosporin A, sirolimus). Biological agents have been used to 
target inflammatory cytokines (anti-TNF, Il-6, IL-1) or T-cell acti-
vation (abatacept) or B-cell populations (rituximab). For patients 
with severe disease or who are failing low-dose  immunotherapy, 
cell-based immunotherapy using autologous hematopoietic stem 
cell transplantation following myeloablation or non-myeloablative 
therapy has shown promise.24,25

Treatment of Fibrosis
While there are several agents under investigation, there is no 
clear evidence of an agent that directly suppresses activated tis-
sue fibroblasts. Strategy to alter fibroblast to myofibroblast or epi-
thelial–mesenchymal transition, shortening fibroblast survival or 
affecting fibroblast interactions with ECM via blocking cellular 
integrins are all under investigation. Antagonists of the bioactive 
phospholipid lysophosphatidic acid (LPA), agonist for the canna-
binoid receptor (CB2) and small molecules that inhibit tyrosine 
kinase (imatinib) and downstream growth factors are being stud-
ied. Nintedanib has shown promise in a clinical trial demonstrat-
ing a reduction in the rate of decline of lung function in patients 
with SSc-ILD.18 Pirfenidone, another antifibrotic agent, is being 
tested in a clinical trial for treating SSc-ILD.

Treatment of Vascular Disease
Although nonspecific vasodilation therapy (see Reynaud Phe-
nomenon and Pulmonary Hypertension sections) is the main 
approach to the vascular disease, it is recognized that vascular 
injury is a major process that needs attention. Targeting the 
vascular disease process is attempted by the use of endothelin 
receptor antagonists, prostaglandin therapy, inhibiting platelet 
activation, statins, enhancing nitric oxide (phosphodiesterase 
inhibitors), and immunotherapy.

Treatment
It is important to carefully characterize the patient's clinical 
phenotype, specific organ involvement, and level of disease 
activity before deciding on therapy. It is also important to dis-
tinguish disease activity from disease severity or advanced cu-
mulative organ damage. For example, a patient with late-stage 
dcSSc with irreversible organ damage is unlikely to benefit from 
aggressive immunosuppressive or antiinflammatory therapy. It 
is during the early edematous stage of the disease that immuno-
suppression and antiinflammatory and antifibrotic agents have 
the greatest potential to control disease progression. Clinical ex-
perience teaches that once the edematous phase of the disease 
shifts to the more indolent fibrotic phase, current treatments are 

less likely to control the progression of disease and tissue dam-
age. Few well-designed controlled studies have been carried out 
for the treatment of early active disease; most reports are of an-
ecdotal, uncontrolled experiences, complicated by investigator 
bias and the highly variable natural course of SSc.

Scleroderma is a multifaceted disease that includes active auto-
immunity, vascular injury, and fibrosis and/or epithelial damage. 
Thus, the major targets for therapy include regulating the immune 
system, controlling tissue fibrosis, and protection or prevention 
of progressive vascular disease. Drugs currently used for dcSSc 
include methotrexate, cyclophosphamide, and mycophenolate 
mofetil. Targeting specific immune cells is now a novel strategy 
that includes eliminating B cells with rituximab and suppress-
ing activation of T cells with abatacept. Inhibiting proinflamma-
tory and/or profibrotic cytokines or signaling pathways that may 
block tissue injury and fibrosis are being explored. These include 
anti-chemokines (CCR2) or inhibitors of CTGFs, recombinant 
humanized mAb to block TGF-β1 activity, modulation of inter-
leukin-6 (IL-6) signaling, antagonists of the bioactive phospho-
lipid LPA, and small-molecule inhibitors, such as tyrosine kinase 
inhibitors or pirfenidone. It is recognized that vascular disease 
also plays a fundamental role in the morbidity and mortality seen 
in scleroderma. Novel drugs targeting vascular disease, including 
endothelin receptor antagonists, agents that enhance nitric oxide 
production, prostacyclin analogs, antiplatelet agents, and statins, 
are currently being used.

THERAPEUTIC PRINCIPLES
Treatment of Systemic Sclerosis

Organ-Specific Therapy
• Vasodilator therapy for Raynaud’s phenomenon
• Proton pump inhibitor for gastroesophageal reflux
• Angiotensin-converting enzyme inhibitor for scleroderma renal crisis
• Vasodilator therapy for pulmonary arterial hypertension
• Antiinflammatory therapy for arthritis
• Immunosuppressive therapy for interstitial lung disease

Disease-Modifying Agents
• Nintedanib, an orally active small-molecule multiple kinase inhibitor, is 

currently approved for the treatment of SSc-associated ILD
• Several immunomodulatory, antiinflammatory, vasoactive, and anti-

fibrotic agents, as well as autologous hematopoietic stem cell trans-
plantation, are used and/or currently under investigation. 

ON THE HORIZON
Novel Therapeutic Approaches to Systemic 
Sclerosis Management in Clinical Trials

•  Targeted individualized therapies employing precision medicine ap-
proaches to optimize therapeutic efficacy while minimizing drug-asso-
ciated toxicity

•  Development of antifibrotic agents, including new approaches to block 
fibrogenic pathways

•  Use of biological agents, including anti-cytokines, anti-chemokines, 
and growth factor inhibitors 

Other Fibrosing Diseases
Several disorders can cause skin fibrosis and mimic SSc. SSc can 
be distinguished from these SSc-like fibrosing conditions by 
characteristic clinical, pathological, and laboratory features. The 
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most distinguishing clinical features of SSc include the presence 
of RP, nailfold capillary changes, the characteristic distribu-
tion, and characteristic skin changes. The skin pattern in SSc is 
noted for severe finger, hand, and distal limb involvement and 
sparing of the skin of the back of the trunk. SSc-specific serum 
autoantibodies also help define the presence of the SSc disease 
process. Conditions that mimic SSc include localized forms of 
scleroderma (see Table 56.5), eosinophilic fasciitis, nephrogenic 
systemic fibrosis, scleromyxedema (papular mucinosis), scler-
edema, graft-versus-host disease (GvHD), toxic oil syndrome, 
and eosinophilia–myalgia syndrome (Table 56.6).
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TABLE 56.6 Differential Diagnosis of 
Systemic Sclerosis and Scleroderma

Disorders Characterized by Similar Clinical Presentations
• Systemic lupus erythematosus
• Sjögren syndrome
• Rheumatoid arthritis
• Polymyositis/dermatomyositis
• Primary Raynaud’s phenomenon

Disorders Characterized by Similar Visceral Features
• Primary pulmonary hypertension
• Primary biliary cirrhosis
• Idiopathic intestinal hypomotility
• Idiopathic pulmonary fibrosis
• Malignant hypertension

Disorders Characterized by Skin Thickening
• Scleromyxedema
• Scleredema (of Buschke), diabetic scleredema
• Nephrogenic fibrosing dermatopathy
• Eosinophilic fasciitis/diffuse fasciitis with eosinophilia
• Eosinophilia–myalgia syndrome
• Generalized morphea
• Chronic graft-versus-host disease
• POEMS syndrome (polyneuropathy, organomegaly, endocrinopathy, 

monoclonal protein, skin changes)
• Amyloidosis
• Carcinoid syndrome
• Pentazocine-induced scleroderma
• Diabetic digital sclerosis
• Vinyl chloride disease
• Toxic oil syndrome
• Bleomycin exposure
• Werner syndrome
• Phenylketonuria
• Porphyria cutanea tarda
• Vibration white finger syndrome
• Chronic reflex sympathetic dystrophy
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The idiopathic inflammatory myopathies (IIMs) are a group of 
rare systemic diseases. They consist of polymyositis (PM), der-
matomyositis (DM), inclusion body myositis (IBM), and more 
recently described immune-mediated necrotizing myopathy. 
Traditionally, they are believed to be autoimmune diseases, al-
though recent studies suggest that there is a close resemblance 
between IBM and other neurodegenerative diseases. Similar to 
other autoimmune diseases, patients with IIM often have au-
toantibodies in their serum. Some of these antibodies are spe-
cific for myositis and are not seen in other rheumatic disorders. 
Our knowledge of the myositis-specific antibodies is not com-
prehensive but new antibodies are being discovered constantly. 
Each myositis-specific antibody is closely linked to a unique 
clinical phenotype. Thus, these antibodies have value in clas-
sifying patients with IIMs. They can forewarn physicians of par-
ticular extramuscular manifestations and guide them toward 
initiating appropriate treatments.

The IIMs present with muscle weakness and elevated mus-
cle enzymes. In patients with DM, skin manifestations may be 
the initial presentation. The differential diagnosis of the IIMs 
is broad and includes drug-induced myopathies, neuromus-
cular disorders, muscular dystrophies, and metabolic and en-
docrine myopathies. To add to the complexity of the classifi-
cation, some DM patients do not develop muscle weakness, 
referred to as clinically amyopathic DM. The age and gender 
of the patient, the pattern of the weakness, the severity of the 
manifestations, and the associated symptoms usually aid in 
suspecting the correct diagnosis. For example, IBM is distin-
guished from other IIMs by a characteristic involvement of the 
finger flexor and knee extensor muscles, which is often asym-
metrical. IBM is more common in older men, whereas PM and 
DM are commonly seen in young to middle-aged women and 
children. Dermatomyositis is often associated with character-
istic skin findings, which are not a feature of PM and IBM. 
However, differentiation between the IIMs cannot be made on 
clinical grounds in a substantial number of patients, and fur-
ther diagnostic testing is required. For example, both PM and 
immune-mediated necrotizing myopathy present in a same 
fashion with a predominant symmetrical proximal muscle 
weakness and elevated muscle enzymes. They can be distin-
guished only by pathological examination. On muscle biopsy, 
immune-mediated necrotizing myopathy is associated with 
necrosis and regeneration of muscle fibers and a characteristic 
sparse inflammatory infiltrate. In contrast, PM is associated 
with the presence of cytotoxic inflammatory cells surrounding 
and invading muscle fibers. Electromyography is a valuable 

tool for differentiating between weakness originating from 
muscle rather than peripheral nerves. Magnetic resonance im-
aging (MRI) can be extremely helpful to identify inflammato-
ry changes in patients with subtle clinical muscle involvement. 
Moreover, MRI can help to better estimate the burden of the 
disease and differentiate acute changes (edema) from chronic 
changes (atrophy). The role of new imaging modalities such as 
whole-body MRI needs to be further investigated.

Interstitial lung disease, gastrointestinal involvement, and 
arthritis are among the most common extramuscular mani-
festations of the IIMs. Interstitial lung disease commonly 
occurs as part of the antisynthetase syndrome in a subset of 
patients who have antisynthetase autoantibodies. Gastrointes-
tinal manifestations include dysphagia and aspiration pneu-
monia. Dysphagia is particularly common and can be seen in 
all forms of the IIM. In addition, certain forms of the IIMs, 
particularly DM, can be a paraneoplastic phenomenon. The 
most common cancers associated with myositis include gyne-
cological (ovarian), pulmonary, gastrointestinal (pancreatic, 
stomach, and colorectal), and non-Hodgkin lymphoma. Also, 
the IIMs may be associated with other autoimmune diseases 
such as systemic lupus erythematosus, Sjögren syndrome, and 
systemic sclerosis.

Muscle biopsy is critical for the diagnosis of IIMs. The pres-
ence of perifascicular atrophy is strongly suggestive of DM, 
whereas the finding of rimmed vacuoles in the appropriate con-
text suggests IBM. Muscle biopsy may also help differentiate 
between the IIMs and other forms of myopathy presenting as 
myositis clinical mimics such as drug-induced myopathies and 
muscular dystrophies.

Treatment of the IIMs is based largely on experience. Cor-
ticosteroids remain the mainstay of treatment. Steroid-sparing 
agents such as azathioprine, methotrexate, mycophenolate 
mofetil, and hydroxychloroquine are frequently initiated at pre-
sentation while a steroid taper is attempted. In patients with re-
fractory disease, rituximab, intravenous immunoglobulin, and 
biological medications may be tried. Inclusion body myositis is 
the most resistant subset of the IIMs.

Finally, an iatrogenic form of myositis has recently been 
described, precipitated by treatment with immune checkpoint 
inhibitors (ICS). ICS are novel immunotherapy antineoplastic 
agents that take advantage of blocking negative T-cell co-stimu-
lation to unleash potent anti-tumor immune responses. Unfor-
tunately, removing such immunologic checkpoints can also pre-
cipitate a de novo myositis as well as the exacerbation or relapse 
of pre-existing myositis.

Inflammatory Muscle Diseases
Arash H. Lahouti and Lisa Christopher-Stine
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known as Gottron papules. In some cases, the metatarsopha-
langeal joints, elbows, knees, and malleoli show a similar rash. 
Both heliotrope and Gottron rashes can occur rarely in cases of 
frank systemic lupus erythematosus (SLE) without muscle in-
volvement. Other common rashes include a flat, red blanching 
eruption of the upper chest (often in a V distribution), the upper 
back (where a shawl would touch), and sometimes the extensor 
surfaces of the upper arms and thighs. Another rash that mimics 
the malar rash of lupus on the face may be present; however, in 
contrast to lupus, it does not spare the nasolabial folds. Although 
found on sun-exposed parts of the body, these rashes are often 
not photosensitive in nature. As in other connective tissue diseas-
es, nailfold capillary dilatation, infarcts, and cuticular overgrowth 
occur. Mechanic’s hands, a roughening and cracking of the radial 
sides of the fingers and the palm, resembling a condition found 
in people who labor with their hands, is characteristic of a subset 
of myositis patients with the “antisynthetase syndrome” and can 
also be seen in patients with PM-Scl and U1-RNP autoantibodies.

CLASSIFICATION
In the past 40 years, several investigators have proposed diag-
nostic classification criteria for IIM. The criteria proposed by 
Bohan and Peter four decades ago remain the most familiar and 
clearest definitions of PM and DM (Table 57.1).2,3 They combine 
clinical, laboratory, electrodiagnostic, and pathological features. 
These criteria, however, are limited by their poor specificity 
in distinguishing PM from other entities, including late-onset 
muscular dystrophies. The resultant misclassification limits the 
homogeneity of the patients included in previous observational 
and interventional studies. Additionally, the Bohan and Peter 
criteria completely omit the diagnosis of IBM, the most fre-
quent type of IIM in patients over 50 years of age.

In 2004, more comprehensive criteria of IIM were proposed 
and approved by a group of international experts (Table 57.2). 
Unlike the previous criteria, these new criteria offer the ad-
vantage of classifying two rare forms of autoimmune myositis, 
i.e., IMNM and DM sine dermatitis, as separate categories (see   
Table 57.2).4 Separate classification criteria systems for IBM 
have been devised. According to most of the previous IBM cri-
teria, characteristic muscle biopsy changes were necessary for a 
definite diagnosis of IBM. However, because selective involve-

CLINICAL FEATURES
The clinical hallmark of PM, DM, and IMNM is the gradual onset 
of symmetrical proximal muscle weakness over weeks to months. 
In some cases, myalgia may be the presenting or most bothersome 
symptom, but more often the patient is evaluated for the physi-
cal limitations imposed by weakness: difficulty arising from a low 
chair or bed or combing and brushing hair. Rash is the first feature 
in a considerable proportion of patients who have DM, but muscle 
weakness usually follows within a few months. A subset of patients 
with DM, clinically amyopathic dermatomyositis (C-ADM), may 
present only with rash in the absence of muscle weakness through-
out the course of their illness. These patients are also at risk for 
pulmonary involvement, as are those with classic DM. The preva-
lence of interstitial pneumonitis in C-ADM can approach 5% to 
10%, compared with 40% of patients with classic DM.1 Arthritis, 
Raynaud phenomenon, fever, or lung disease presenting as cough 
or dyspnea may dominate the clinical picture. Cardiac and gas-
trointestinal symptoms, other than dysphagia in severe cases, are 
rarely early manifestations. Renal and central nervous system 
(CNS) involvement are almost never a part of the IIMs.

KEY CONCEPTS
Definition and Incidence of Idiopathic Inflammatory 
Myopathies

• Polymyositis (PM), dermatomyositis (DM), and related inflammatory 
muscle diseases are called IIM.

• Indistinguishable muscle inflammation may accompany other autoim-
mune connective tissue diseases or limb-girdle muscular dystrophies.

• The annual incidence in the US is 5–10 cases per million. DM and PM 
are more common in women than in men in all age groups; inclusion 
body myositis (IBM) is more common in men. 

Some of the rashes of DM are virtually pathognomonic; oth-
ers are not disease-specific (Fig. 57.1). The heliotrope rash, a vio-
laceous discoloration of the eyelids, is sometimes no more than 
a line along the margin of the upper lid, but it may also affect 
both upper and lower lids completely and can be associated with 
edema mimicking thyroid disease. A reddish, sometimes raised 
and/or scaly, eruption over the metacarpophalangeal joints is 

A B

FIG. 57.1 Dermatomyositis Rash. (A) In addition to the heliotrope rash on the eyelids of this patient with dermatomyositis, there is 
a flat, red rash on the nose and cheeks. (B) A raised, shiny-red rash—Gottron papules—is apparent on the interphalangeal and the 
second and third metacarpophalangeal joints of this man with dermatomyositis.
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TABLE 57.2 Proposed Diagnostic Criteria 
for Polymyositis and Dermatomyositis
The European Neuromuscular Centre (ENMC) criteria for the idiopathic 

inflammatory myopathies4

1. Clinical criteria
a. Subacute onset
b.  Age >18 years (onset may be in childhood in DM and nonspe-

cific myositis)
c. Symmetrical proximal weakness
d.  Typical DM rash (including heliotrope, Gottron papules, Gottron 

sign, V sign, and shawl sign)
e.  Lack of features suggestive of IBM (asymmetry, finger flexor ≥

deltoid weakness, and knee extensors/ankle dorsiflexors ≥ hip 
flexors weakness), toxic myopathies, endocrine myopathies, 
amyloidosis, family history of muscular dystrophy or proximal 
motor neuropathies (e.g., SMA)

2. Elevated serum creatine kinase level
3. Other laboratory criteria

a. Abnormal electromyography
Inclusion criteria
I.  Increased insertional and spontaneous activity in the form of fi-

brillation potentials, positive sharp waves, or complex repetitive 
discharges

II.  Morphometric analysis reveals the presence of short duration, 
small amplitude, polyphasic motor-unit action potentials (MUAPs)

Exclusion criteria
I.  Myotonic discharges that would suggest proximal myotonic 

dystrophy or other channelopathy
II.  Morphometric analysis reveals predominantly long duration, 

large-amplitude MUAPs
III. Decreased recruitment pattern of MUAPs

b.  MRI: diffuse or patchy increased signal (edema) within muscle 
tissue on Short T1 Inversion Recovery (STIR) images

c. Myositis-specific antibodies detected in serum
4. Abnormal muscle biopsy

a.  Endomysial inflammatory cell infiltrate surrounding and invading 
nonnecrotic muscle fibers

b.  Endomysial CD8 T cells surrounding, but not definitely invading, 
nonnecrotic muscle fibers; or ubiquitous MHC-1 expression

c. Perifascicular atrophy
d.  Membrane attack complex (MAC) depositions on small blood 

vessels, or reduced capillary density, or tubuloreticular inclusions 
in endothelial cells on EM, or MHC-1 expression of perifascicular 
fibers

e. Perivascular, perimysial inflammatory cell infiltrate
f.  Scattered endomysial CD8 T-cell infiltrate that does not clearly sur-

round or invade muscle fibers
g.  Many necrotic muscle fibers as the predominant abnormal 

histological feature. Inflammatory cells are sparse or only slight 
perivascular; perimysial infiltrate is not evident

h.  Rimmed vacuoles, ragged red fibers, cytochrome oxidase–negative 
fibers that would suggest IBM

i. MAC deposition on the sarcolemma of nonnecrotic fibers and other
indications of muscular dystrophies with immunopathology

Polymyositis—Definite polymyositis: (1) All clinical criteria with the exception of rash, 
(2) elevated serum creatine kinase (CK), (3) muscle biopsy criteria include (a) and exclude 
(c, d, h, and i); probable polymyositis: (1) All clinical criteria with the exception of rash, 
(2) elevated serum CK, (3) other laboratory criteria (1 of 3), (4) muscle biopsy criteria 
include (b) and exclude (c, d, g, h, and i). Dermatomyositis—Definite dermatomyositis: 
(1) All clinical criteria, (2) muscle biopsy criteria include (c); probable dermatomyositis: (1) 
All clinical criteria, (2) muscle biopsy criteria include (d) or (e), or elevated serum CK, or 
other laboratory criteria (1 of 3). Amyopathic dermatomyositis—(1) Rash typical of DM: 
heliotrope, periorbital edema, Gottron papules/sign, V sign, shawl sign, holster sign, (2) 
skin biopsy demonstrates a reduced capillary density, deposition of MAC on small blood 
vessels along the dermal-epidermal junction, and variable keratinocyte decoration for 
MAC, (3) no objective weakness, (4) normal serum CK, (5) normal electromyogram, (6) 
muscle biopsy, if done, does not reveal features compatible with definite or probable DM. 
Possible dermatomyositis sine dermatitis—(1) All clinical criteria with the exception of 
rash, (2) elevated serum CK, (3) other laboratory criteria (1 of 3), (4) muscle biopsy criteria 
include (c) or (d). Nonspecific myositis—(1) All clinical criteria with the exception of 
rash, (2) elevated serum CK, (3) other laboratory criteria (1 of 3), (4) muscle biopsy criteria 
include (e) or (f) and exclude all others. Immune-mediated necrotizing myopathy—(1) 
All clinical criteria with the exception of rash, (2) elevated serum CK, (3) other laboratory 
criteria (1 of 3), (4) muscle biopsy criteria include (g) and exclude all others.

TABLE 57.1 Idiopathic Inflammatory 
Myopathy: Diagnostic Criteria

Bohan and Peter Criteria

1. Symmetrical proximal muscle weakness
2. Skeletal muscle enzyme elevation
3. Abnormal EMGa

4. Muscle biopsy abnormalities
5. Typical skin rash of DMb

aPolyphasic, short, small motor-unit potentials; fibrillation, positive sharp waves, 
increased insertional irritability; bizarre, high-frequency, repetitive discharges.
bGottron sign, heliotrope rash.
Possible PM = any two of the first four criteria; possible DM = criterion 5 (rash) + any 
two criteria.
Probable PM = any three of the first four criteria; probable DM = criterion 5 (rash) +
any three criteria.
Definite PM = all four of the first four criteria; definite DM = criterion 5 (rash) + all 
four other criteria.
DM, Dermatomyositis; EMG, electromyography; PM, polymyositis.

ment of finger flexors and knee extensors is almost exclusive 
to IBM among other forms of myopathy, the newly proposed 
ENMC IBM Research Diagnostic Criteria 2011 entails a separate 
category for clinically defined IBM (Table 57.3).5

It has been useful for some purposes to divide cases into groups: 
PM, DM, juvenile myositis, myositis associated with another con-
nective tissue disease (usually systemic sclerosis, SLE, or Sjögren 
syndrome), cancer-associated myositis (usually cases in which the 
diagnoses are made within 6 to 12 months of one another), IBM, and 
a miscellaneous group that includes such rare entities as eosinophilic 
myositis (Table 57.4). This classification has allowed recognition of 
unique clinical and pathogenetic features and response to therapy. In 
the case of cancer-associated myositis, a more rational approach to 
workup based on recognition of groups at risk is now possible.

In 2017 the European League Against Rheumatism and Ameri-
can College of Rheumatology (EULAR ACR) Diagnostics Clas-
sification Criteria were published, becoming the acceptable gold 
standard criteria for classification for clinical trial purposes.6 These 
criteria utilized data from 976 IIM patients (74% adults; 26% chil-
dren) and 624 non-IIM patients with mimicking conditions (82% 
adults; 18% children). Each item was assigned a weighted score. 
The total score corresponds to a probability of having IIM. Sub-
classification is then performed using a classification tree. These 
new criteria addressed the addition of IBM, juvenile myositis, and 
amyopathic dermatomyositis. However, it had too few cases in-
cluded for adjudication to add immune-mediated necrotizing my-
opathy (IMNM) as a separate diagnostic category from polymyo-
sitis. In addition, anti-Jo-1 is the only included myositis-specific 
autoantibody (MSA), and interstitial lung disease is not included 
among the clinically weighted items, effectively eliminating any pa-
tient with the antisynthetase syndrome in the absence of muscle or 
skin disease. Thus, more sophisticated big data modeling is likely 
to lead to more robust myositis classification criteria in the future.

KEY CONCEPTS
Characteristic Hallmarks of Inflammatory Myositis

• The clinical hallmark is proximal limb and neck weakness, rarely as-
sociated with muscle pain.

• The laboratory hallmarks are elevated serum levels of creatine kinase 
(CK), aldolase, lactic dehydrogenase, and the transaminases; a char-
acteristic pattern (“irritable myopathy”) is seen on electromyography 
(EMG). Elevated serum levels of autoantibodies are common.

• The pathological hallmarks are focal muscle necrosis, degeneration, 
regeneration, and inflammation. 
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Several autoantibodies, called “myositis-specific autoanti-
bodies,” are unique to myositis. These have allowed a useful al-
ternative classification (Table 57.5). For example, patients with 
antibodies to the aminoacyl-tRNA (transfer RNA) synthetases, 
of which Jo-1 is the best known, have a characteristic syndrome 
called antisynthetase syndrome, which usually includes intersti-
tial lung disease, nondeforming inflammatory arthritis, fevers, 
mechanic’s hands, and Raynaud phenomenon, in addition to 
myositis. Those with antibodies to the signal recognition par-
ticle (anti-SRP) have an IMNM manifested by severe disease of 
abrupt onset, often in the autumn. According to some studies, 
cardiac involvement is less common and survival is better in pa-
tients with anti-SRP than has previously been reported.7 Those 
with antibodies to the nuclear antigen Mi-2 almost always have 
the V and shawl rashes and cuticular overgrowth in addition 
to myositis. A recently discovered antibody, anti-3-hydroxy-
3-methylglutaryl-coenzyme A reductase (anti-HMGCR), is 
tightly linked to IMNM.8,9 Interestingly, the HMGCR is the 
pharmacological target of statin drugs, such as atorvastatin, and 
a subset of patients with anti-HMGCR antibodies develop this 
antibody in the context of previous statin exposure, although it 
is also seen in statin-naïve individuals, albeit to a lesser extent. 
Patients with anti-HMGCR antibodies present with profound 
proximal muscle weakness and a marked creatine kinase (CK) 
elevation. Further, compared with statin-exposed individuals, 
statin-naïve anti-HMGCR positive patients tend to be younger, 
have higher CK levels, and have a blunted response to immuno-
suppressive medications (see Table 57.5).2,9

IBM is different from other inflammatory myopathies. 
Patients with IBM rarely improve in strength with immuno-
suppressive therapy. They tend to be older, and in contrast 
to patients with PM and DM, who are predominantly wom-
en, patients with IBM are more commonly men. They have 
gradual, painless, asymmetrical, progressive weakness and fo-
cal atrophy that develop over years, and they may complain 
of frequent falls. Two decades after onset, they are frequently 
wheelchair-bound. The forearms of these patients exhibit a 
scalloped appearance, attributed to muscle atrophy. Difficulty 
with swallowing can occur with any inflammatory myopathy 
and is frequently a major problem in patients with IBM. The 
CK and other skeletal muscle–associated serum enzymes are 
normal in about one-quarter of patients with IBM and only 
moderately elevated in the remainder. The electromyogram in 
IBM frequently demonstrates both myogenic and neurogenic 

TABLE 57.3 ENMC IBM Research Diagnos-
tic Criteria 20115

Clinical and Laboratory 
Features Pathological Features

a. Duration >12 months
b. Age at onset >45 years
c. CK no greater than 15 × ULN

d1. Knee extension weakness > hip 
flexion weakness

d2. Finger flexion weakness > 
shoulder abduction weakness

I.  Endomysial inflammatory 
infiltrate

II. Rimmed vacuoles
III.  Protein accumulation⁎ or 

15–18-nm filaments
IV.  Upregulation of MHC class I

*Demonstration of amyloid or other protein accumulation by established methods 
(e.g., for amyloid Congo red, crystal violet, thioflavin T/S, for other proteins p62, SMI-
31, TDP-43). Current evidence favors p62 in terms of sensitivity and specificity, but 
the literature is limited, and further work is required.
Clinicopathologically defined IBM: Clinical criteria include (a–c) and at least one of 
the (d) criteria plus the first three pathological features. Clinically defined IBM: All 
clinical criteria plus one or more pathological features. Probable IBM: Clinical criteria 
include (a–c) and at least one of the (d) criteria plus one or more pathological features.
CK, Creatine kinase; IBM, inclusion body myositis; ULN, upper limit of normal.

TABLE 57.4 Traditional Classification of 
Idiopathic Inflammatory Myopathies
Type I Primary idiopathic polymyositis
Type II Primary idiopathic dermatomyositis
Type III Dermatomyositis or polymyositis associated with 

malignancy
Type IV Childhood dermatomyositis or polymyositis
Type V Myositis associated with another connective tissue 

disease
Type VI Inclusion body myositis
Type VII Miscellaneous: eosinophilic myositis, localized nodular 

myositis, etc.

TABLE 57.5 Clinical Features Associated 
with Myositis-Specific Autoantibodies

Autoantibodies Association
Characteristic Clinical 
Features

Anti-Jo-1 and other 
antisynthetases

PM, DM, 
IMNM

Relatively acute onset of 
myositis, frequent interstitial 
lung disease, fever, Raynaud 
phenomenon, arthritis, me-
chanic’s hands, moderate re-
sponse to therapy, persistent 
disease. Patients sometimes 
meet criteria for SLE or RA, 
but muscle disease or lung 
disease dominate the clinical 
picture and prognosis.

Anti-SRP IMNM Very acute onset of myositis, 
often in autumn, severe 
weakness, no rash, palpita-
tions, females predominate, 
poor response to therapy

Anti-Mi-2 DM Relatively acute onset of 
myositis, classic dermato-
myositis rashes with V sign 
and shawl sign, cuticular 
overgrowth, good response 
to therapy

Anti-HMGCR IMNM Necrotizing myopathy, may be 
preceded by statin therapy, 
very high CK levels, minimal 
muscle wasting

Anti-MDA5 DM, clinically 
amyopathic 
DM

Clinically amyopathic der-
matomyositis with rapidly 
progressive interstitial lung 
disease; characteristic skin 
findings include cutaneous 
ulcers and palmar papules

Anti-TIF1-γ
(p155/140)

DM Juvenile dermatomyositis and 
cancer-associated dermato-
myositis

Anti-SAE DM Severe skin manifestations 
and dysphagia

Anti-NXP-2 DM Associated with calcinosis 
and muscle contractures in 
children

DM, Dermatomyositis; IMNM, immune-mediated necrotizing myopathy; MDA5, 
melanoma differentiation–associated protein 5; NXP-2, nuclear matrix protein; PM, 
polymyositis; RA, rheumatoid arthritis; SAE, small ubiquitin-like modifier activating 
enzyme; SLE, systemic lupus erythematosus; SRP, signal recognition particle; TIF1-γ, 
transcription intermediary factor 1-γ.
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features secondary to the effective denervation of some muscle 
cells by inflammation and necrosis.

Proposed criteria for the diagnosis of IBM rely on both path-
ological and clinical features. In the clinical setting of an inflam-
matory myopathy, the presence of the characteristic inclusions 
or rimmed vacuoles is diagnostic. Among the inflammatory 
myopathies, IBM is distinguished by substantial numbers of 
rimmed cytoplasmic vacuoles with tubulofilamentous mate-
rial within myofibers. A variety of proteins have been found by 
immunohistochemistry in the muscle cells in IBM, including 
ubiquitin, β-amyloid precursor protein, and the transcription 
factor nuclear factor kappa B (NF-κB). Many of the proteins ac-
cumulating in the IBM muscle are also involved in other neu-
rodegenerative diseases. For example, aggregation of p62, an 
autophagy-related protein, has been shown in IBM muscle, in 
Lewy bodies in Parkinson disease, and in neurofibrillary tangles 
in Alzheimer disease, suggesting the possibility of a degenera-
tive process in IBM. More recently, an autoantibody to cytosolic 
5′-nucleotidase 1a (c5N1A) was discovered. Although this an-
tibody has a good specificity to distinguish IBM against other 
forms of autoimmune myopathy, it is positive in only 60% of 
IBM patients.10 In addition, anti-c5N1A can be detected in oth-
er connective tissue diseases (such as lupus, DM, and Sjögren 
syndrome), as well as in healthy subjects.11

IBM must be distinguished from other chronic myopathies. 
These include acquired myopathies, such as those caused by 
toxins, and genetically determined myopathies, such as some 
muscular dystrophies and the metabolic myopathies. There 
are several important differences between IBM and these other 
myopathies. The distinction, however, is not as well defined as 
might be expected. Although some of the familial forms of IBM 
have a distinctive clinical presentation, often early in life, there 
have been several families with the typical late onset and inflam-
matory picture of the presumed sporadic cases. Several genetic 
loci have been identified in familial IBM, so it will be important 
to assess any identified mutations in familial IBM–associated 
genes in sporadic cases.12

ETIOLOGY

Immunological Clues to Origin
The implications of myositis-specific autoantibodies that bind 
to and inhibit the function of native human enzymes involved 
in the formation of new proteins are tantalizing and prob-
ably significant. These autoantibodies appear to develop before 
symptomatic weakness or serum CK elevation, suggesting a 
close link to an initiating factor. Some of the clinical features, 
such as fever, arthritis, and lung disease, and the apparent sea-
sonality in onset of disease in patients with anti-SRP, are remi-
niscent of some viral infections. In patients with autoantibodies 
against one of the aminoacyl-tRNA synthetases, such as Jo-1 
(histidyl-tRNA synthetase), the possible connection to a viral 
inciting agent appeared compelling, as certain picornaviruses, 
which are closely related to viruses long suspected of causing 
myositis, such as coxsackie viruses, can mimic tRNA in acting 
as a substrate for an aminoacyl-tRNA synthetase.13 Direct proof 
connecting picornaviruses to human myositis, however, has not 
been obtained.

In individuals infected with HIV or human T-cell lympho-
tropic virus (HTLV)-1, the development of IBM has been re-
ported. However, it is not always the first manifestation in these 

cases. There is no evidence of viral replication within the mus-
cles, but instead the chronic infection triggers an inflammatory 
response.14

Drugs and Toxins
A large number of environmental agents have been associated 
with myopathies. Drug-induced myopathy should be consid-
ered particularly in cases where no other cause has been identi-
fied. Sometimes the illness strikingly resembles the spontaneous 
disease. D-penicillamine, for example, can induce a variety of 
autoimmune phenomena, including an inflammatory myopa-
thy that closely resembles PM. A number of drugs can also pro-
duce myopathies that can be clinically confused with IIM but 
are histologically distinct. This large group includes 3-hydroxy-
3-methylglutaryl-coenzyme A (HMG-coA) reductase inhibi-
tors, corticosteroids, colchicine, and zidovudine (AZT).

In corticosteroid-induced myopathy, type II muscle fiber at-
rophy is prominent on muscle biopsy, and weakness improves 
when the dose is lowered. Colchicine can cause myopathy and 
painful neuromyopathy. The CYP3A4 system metabolizes col-
chicine, and taking another drug metabolized by the same path-
way can result in myopathy.15 Muscle biopsy shows autophagic 
vacuoles that stain for acid phosphatase. Discontinuation of col-
chicine usually results in improvement. AZT produces a charac-
teristic mitochondrial myopathy. The myopathy associated with 
HIV infection can be distinguished from that caused by AZT 
by muscle biopsy, as characteristic mitochondrial abnormalities 
are found in the latter. Amiodarone rarely causes proximal and 
distal muscle weakness, or the accompanying tremor or distal 
sensory loss. Muscle biopsy reveals autophagic vacuoles with 
myeloid inclusions and debris. This is seen more commonly in 
patients with chronic kidney disease. The antimalarial drugs 
chloroquine and hydroxychloroquine produce a vacuolar my-
opathy, possibly by raising the intralysosomal pH so that the 
acid cathepsins that digest waste products in the lysosome are 
inoperable, so waste products accumulate in vacuoles.

Immune-checkpoint inhibitors (ICIs) are a class of novel im-
munotherapeutic antineoplastic agents that halt inhibitory im-
mune-checkpoint pathways. Best known are anti-programmed 
death-1 (PD-1) antibodies, anti-programmed death-ligand 1 
(PD-L1) antibodies, and anti-cytotoxic T-lymphocyte-associat-
ed protein 4 (CTLA-4) antibodies. While their ability to reacti-
vate immune responses against cancer is novel and promising, 
inappropriate immune activation by ICIs can lead to adverse 
effects, termed immune-related adverse events (irAEs). The 
incidence of irAEs is reported to be between 17.1% and 72%, 
depending on the type and dose of the ICI, as well as the cancer 
phenotype.16–18 While such irAEs can affect any organ, rheu-
matic disease complications are observed, probably a reflec-
tion of a pathogenic role of immune checkpoints in rheumatic 
diseases.19,20 Because ICIs block negative T-cell co-stimulation, 
immunotherapy leads to an enhanced immune response,   
including autoimmune responses. Thus, many de novo rheu-
matologic manifestations as well as the exacerbation or relapse 
of pre-existing rheumatic diseases have been reported during 
and after ICI therapy.21 A recent meta-analysis utilizing 5560   
patients noted the incidence of myositis was rare at 0.22%.22

Bacterial and Parasitic Diseases
Certain parasitic diseases can produce an illness by direct in-
vasion of muscle. Weakness, fever, and eosinophilia are usually 
present. Bacterial pyomyositis is uncommon in North America 
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but occurs more commonly in other parts of the world. It is at-
tended by the signs of local infection and is often asymmetrical. 
A recent report, however, details two cases of pyomyositis ini-
tially diagnosed as PM. Patients presenting with disseminated 
pyomyositis may be difficult to distinguish clinically from those 
with IIM, especially in immunosuppressed individuals, who 
may not mount a systemic response.23

PATHOGENESIS
The precise mechanisms of cell damage and death in the IIMs 
are still unknown. T lymphocytes invading muscle fibers are 
predominantly lacking the costimulatory receptor CD28, in-
dicative that they are chronically stimulated and end-differenti-
ated. CD28null lymphocytes are found in both muscle tissue and 
peripheral blood. They produce proinflammatory cytokines 
and release perforin and granzyme into targeted muscle cells.   
B cells and plasma cells are also present in muscle-infiltrating 
infiltrates. The differentiation of B cells into antibody-produc-
ing plasma cells occurs within myositis muscle and is regulated 
by B cell–activating factor (BAFF). These antibodies are likely 
directed against autoantigens or cross-reacting viral antigens.

In addition to adaptive immune mechanisms, innate and 
nonimmune mechanisms also may be responsible for muscle 
cell damage and death. For example, Toll-like receptor (TLR)-3 
and TLR-7 are expressed by infiltrating inflammatory cells and 
immature myoblasts in myositis muscle. TLR activation leads to 
production of inflammatory cytokines such as interleukin (IL)-6,   
thereby triggering or perpetuating inflammatory responses. 
Classic apoptosis is absent in IIM biopsies, but growing evi-
dence suggests that autophagy could be responsible for myo-
fiber death.

After damage, a muscle fiber, which is a syncytium, can re-
generate. Initially, on light microscopy one can appreciate loss 
of striations leading to a homogeneous appearance, fiber size 
variation, atrophy, and centralization of the nuclei. In the in-
flammatory myopathies, cell-mediated cytotoxicity is a primary 
method of destruction. Macrophages and cytotoxic T cells in-
vade the myofibers. The myocyte cytoplasm close to the invagi-
nated cells appears vacuolated and swollen. Other regions of 
the same cell may show intense regeneration, as seen histologi-
cally by aggregates of nuclei with prominent nucleoli and fiber 
splitting. Thus degeneration and regeneration can coexist in the 
same fiber.

Cytokines and chemokines (Chapters 14 and 15), which form 
an integrated network regulating inflammation, are produced 
by muscle fibers, immune cells, and endothelial cells. As an ex-
ample, IL-1 is consistently found in myositis muscle. IL-1 facili-
tates transmigration of leukocytes by increasing the expression 
of adhesion molecules on endothelial cells. Further, IL-1 can de-
crease the proliferation of myoblasts. In some myositis patients, 
treatment with anakinra, an IL-1 receptor antagonist, results in 
improvement. This finding further supports a pathogenic role 
of IL-1. IL-1 acts in synergy with the other proinflammatory 
cytokines, tumor necrosis factor (TNF) and IL-17, to induce 
the production of IL-6 and CCL20 by myoblasts. The chemo-
kine CCL20 recruits Th17 lymphocytes and immature dendritic 
cells into the muscle. IL-6 perpetuates inflammation by sup-
pressing FOXP3+ regulatory T cells. More recently, IL-15 has 
been reported to have a pathogenic role. IL-15 is expressed in 
muscle cells and myoblasts derived from PM and DM patients. 
IL-15 regulates T-cell activation and proliferation, and a higher   

expression of this cytokine at baseline may be associated with a 
poor response to immunosuppressive therapy.24

The role of type I interferons (IFN-Is) in the pathogenesis 
of DM has been extensively studied. The IFN-Is are a family of 
highly related glycoproteins, including IFN-α and IFN-β, that 
act on the type 1 IFN receptor. In DM muscle, the IFN-Is are 
produced by plasmacytoid dendritic cells (pDCs).25 After acti-
vation of the IFN receptor, a cluster of IFN-I–inducible genes 
is transcribed, resulting in upregulation of several proteins, 
also known as the IFN signature, in the muscle and peripheral 
blood of patients with DM. Well known is the myxovirus re-
sistance protein A (MxA), which, similar to other IFN-I–in-
ducible proteins, has antiviral properties. This protein is over-
expressed in both the muscle and skin in DM but not in PM 
or IBM. Further, decreased expression of MxA mRNA in pe-
ripheral blood mononuclear cells may correlate with decreasing 
muscle symptoms in juvenile DM patients. Indeed, some of the 
IFN-induced proteins may sustain autoimmunity in DM. For 
example, retinoic acid-inducible gene 1 (RIG-I) and melanoma 
differentiation-associated gene 5 (MDA-5) are IFN-I–induced 
proteins that induce IFN-I production in a positive feedback 
fashion. Both proteins contribute to IFN induction in response 
to measles virus infection,26 nurturing the suspicion for a role 
of viral infections in myositis. Engel and colleagues27 have dem-
onstrated several important pathological distinctions between 
DM and PM and have suggested that in DM, the capillaries are 
the initial point of injury. A model of disease has been proposed 
in which primarily capillaries are damaged and myocytes are 
secondarily involved. Complement and immunoglobulins may 
be found in the capillary walls even where the remainder of the 
muscle is normal. The membrane attack complex of comple-
ment deposits there, and endothelial cells are swollen and pale. 
Even in unaffected regions of muscle, special staining reveals a 
marked decrease in capillary numbers. More advanced changes 
include microtubular endothelial inclusions and microvacuoles. 
Evaluation of lymphocyte populations in DM shows a high per-
centage of B cells and macrophages in the perivascular regions 
and an increasing frequency of CD4 T cells and pDCs toward 
the perimysium and endomysium. In DM, especially the juve-
nile-onset form, inflammation and necrosis followed by atrophy 
appear in a perifascicular pattern. Perivascular lymphocytic in-
filtrates, typical of later disease, have not been described as an 
early change. Consistent with the importance of immune com-
plexes, histological abnormalities in the DM skin are indistin-
guishable from the changes in lupus.

In contrast to DM, PM and IBM do not demonstrate marked 
capillary changes, the perivascular infiltrates are less pro-
nounced, and T-cell infiltrates in the perimysial and endomysial 
regions are more pronounced. Nonnecrotic fibers may be sur-
rounded by T cells and macrophages. T cells are enriched for 
the CD8 subset. There is negligible evidence of natural killer 
(NK) cell presence. Should cytotoxic T cells prove to be the ma-
jor effector cells, cloned T cells could lead to relevant antigenic 
targets. CD8 T cells recognize their antigenic peptide in asso-
ciation with major histocompatibility complex (MHC) class I 
molecules. Although resting normal muscle has very low class 
I expression, it is upregulated in regenerating and degenerat-
ing fibers found in both inflammatory and noninflammatory 
myopathies. Interestingly, in DM, class I expression is upregu-
lated predominantly in the perifascicular regions, around sites 
of atrophy, and near sites of cellular invasion. In contrast, in 
PM, class I expression may be diffusely upregulated even where 
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there is no cellular infiltrate. IBM shows a more focal class I 
distribution in regions of T-cell invasion. The presence of fo-
cal regions of MHC class I expression in nonnecrotic fibers at 
the site of activated CD8 T cells is compatible with cytotoxicity 
as a prime mechanism of myocyte necrosis in IBM and PM. A 
pivotal study using transgenic mice demonstrated that abnor-
mal accumulation of MHC class I molecules in the endoplasmic 
reticulum (ER) of muscle may initiate the ER stress response.28

A landmark study determined that cultured myoblasts ex-
press high levels of autoantigens, which are strikingly down-
regulated as cells differentiate into myotubes in vitro. These data 
strongly associate regenerating rather than mature muscle cells 
as the source of continuous autoantigen supply in autoimmune 
myositis.29

GENETICS
The IIMs do not exhibit a simple mode of inheritance, and the 
rare familial cases mostly reflect IBM of early onset. As noted 
above, there are HLA associations for particular MSAs. Spe-
cifically, HLA-DR52 has a strong association (90%) with anti-
synthetase-positive myositis in people of both European and 
African descent.30 HLA DRB1*11:01 was recently shown to be 
associated with an increased risk of anti-HMGCR myopathy.31

NATURAL HISTORY
The prognosis for patients with IIM varies greatly with clinical 
type, autoantibodies, extraskeletal muscle involvement, and the 
interval between diagnosis and the start of treatment.

Patients with DM or myositis accompanying another con-
nective tissue disease are likely to recover most of their strength 
with prompt and adequate therapy. Although recurrences are 
common, persistent profound weakness does not usually oc-
cur. Most patients with anti-Mi-2 autoantibodies also usually 
respond well to therapy. Strength usually recovers well in pa-
tients whose myositis is cancer related, but overall mortality due 
to the tumor is high. Indeed, an accompanying tumor remains 
one of the most frequent causes of death in patients with an IIM. 
Among the MSAs, anti-TIF-1γ and anti–NXP-2 antibodies are 
found with increased frequency in patients with cancer-associ-
ated DM.32

Patients with PM fare less well, even when those with IBM are 
rigorously excluded. A return to normal strength is very unusual, 
and each recurrence is likely to be followed by greater residual 
weakness, even if inflammation is fully controlled. IBM has a 
poorer prognosis, but it is possible that the gradual decline in 
strength can be halted for long periods by corticosteroid and/or 
cytotoxic therapy if continuing inflammation is present. Severe 
muscle weakness and atrophy and very high CK levels are promi-
nent features in patients with anti-SRP autoantibodies. Patients 
with anti-MDA5 antibodies are at increased risk for developing 
progressive interstitial lung disease. Those with anti-Jo-1 autoan-
tibodies or antibodies to another synthetase are likely to respond 
to therapy initially, but they typically require continuing immu-
nosuppression to treat frequent recurrences. In this group mor-
bidity and mortality are heavily influenced by the progression 
of lung involvement. Longitudinal outcome studies in DM and 
PM are few. Cardiac involvement, respiratory involvement, and 
cancer were the main causes of death in several cohort analyses. 
Disease course is monocyclic in approximately 20% of patients, 
polycyclic in 20%, and chronic in the remainder. Relapses have 
been noted in the initial years of therapy and after prolonged dis-
ease-free intervals; therefore, periodic surveillance is warranted 
for at least 2 years after remission.

PATIENT MANAGEMENT
The treatment of myositis is based on controlling skeletal muscle 
inflammation and damage. Immunosuppressive therapy is used 

KEY CONCEPTS
Differential Histological Features of Myositis

• In dermatomyositis the earliest changes involve vessel walls, and B 
cells and CD4 T cells predominate in the muscle biopsy.

• In polymyositis and inclusion body myositis, the dominant pathological 
feature is targeting and invasion of muscle cells by CD8 cytotoxic T 
cells. 

Proposed pathogenic mechanisms for the development of 
the sporadic forms of IBM are complex and include both auto-
immunity and degeneration. Many proteins also found in other 
neurodegenerative diseases have been shown to accumulate in 
IBM muscle. In addition, IBM patients typically do not respond 
to immunosuppressive medications. These findings likely sug-
gest that IBM is a degenerative disease. However, IBM is some-
times associated with other autoimmune diseases. In IBM biop-
sy specimens, inflammatory cells are predominantly composed 
of CD8 T cells, and a majority of patients express a circulating 
antibody to cytosolic 5′-nucleotidase 1 A, supporting the role of 
autoimmunity in the pathogenesis of IBM.

In necrotizing autoimmune myositis (also known as IMNM), 
there is necrosis of muscle fibers with myophagocytosis and re-
generation and paucity of T-cell infiltration. Complement de-
position on blood vessels has been reported. In muscle biopsies 
from patients with statin-associated necrotizing autoimmune 
myositis, MHC class-I upregulation is frequently seen.14

The pathogenic role of autoantibodies found in IIM patients 
remains uncertain. MSAs are found in 60% to 80% of patients 
and appear to delineate specific clinical entities; each group has a 
strong but not absolute human leukocyte antigen (HLA) associa-
tion. In a patient with myositis and antihistidyl-tRNA synthetase 
(Jo-1) autoantibodies, sera available from long before the onset 
of symptoms or biochemical damage to muscle tissue contained 
the autoantibodies, suggesting that the autoantibodies were not 
merely a response to release of tissue antigens. The extraordinary 
specificity of MSAs for IIM and the lack of evidence for strong 
polyclonal stimulation in these diseases suggest that MSAs are re-
lated to the fundamental causative process in IIM.

The structures bound by MSAs are mostly intracellular ri-
bonucleoproteins involved in protein synthesis, such as the 
aminoacyl-tRNA synthetases and the SRP. These autoantigens 
are found in every nucleated cell. In general, the antibodies bind 
to conformational epitopes and, at least in the case of the anti-
synthetases, block enzymatic activity. It is possible that a struc-
tural property of muscle allows these particular proteins to be 
presented to the immune system when the cells are damaged; 
alternatively, the capacity of muscle fibers to degenerate along-
side intense regeneration within the same fiber may allow these 
proteins to be efficiently displayed.29 Experiments have suggest-
ed that some aminoacyl-tRNA synthetases have a direct pro-
inflammatory role through a subsidiary chemokine-like action.
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in the initial stages of the disease to reduce inflammation and 
muscle damage. There are very few randomized controlled trials 
of any of the immunosuppressive agents used; thus, therapeutic 
regimens and responses have remained largely anecdotal. After 
the initial inflammation is controlled, strengthening exercises 
are useful in improving functional capabilities.

Corticosteroids
Corticosteroids are the main immunosuppressive agents used in 
myositis treatment. An initial course of pulses of methylprednis-
olone may be helpful, particularly in disease of acute onset, and 
may also be helpful in managing disease flares. If active muscle 
inflammation persists or the side effects of corticosteroids are 
severe, other immunosuppressive treatments are employed.

Second-Line and Third-Line  
Immunosuppressive Therapies
The most frequently used second-line agents in the treatment 
of myositis are azathioprine and methotrexate. Azathioprine 
reduces long-term disability. Methotrexate is useful in patients 
with little or no response to corticosteroid therapy. Combina-
tion therapies, such as methotrexate with azathioprine, are use-
ful even if patients have failed to respond to one of the agents 
alone. High-dose intravenous immunoglobulin (IVIG) is of 
proven benefit in DM.33 Whereas patients with statin-associ-
ated anti-HMGCR myopathy may be particularly responsive 
to IVIG,34 its usefulness in PM is less predictable. Apheresis 
proved ineffective in a controlled blinded study.35 Both cyclo-
sporine and tacrolimus have been effective in some cases, as 
have cyclophosphamide and chlorambucil. The most recent 
therapeutic options include mycophenolate and rituximab. Re-
cently a large, randomized placebo-phase clinical trial was con-
ducted to elucidate the role of a 44-week course of rituximab 
therapy in adults and children with refractory PM and DM. In 
general, 83% of refractory myositis patients met the Definition 
of Improvement (DOI), and the presence of antisynthetase and 
anti–Mi-2 autoantibodies was associated with a shorter time to 
improvement.36,37 In refractory patients who have not respond-
ed to the above-mentioned treatments, biological agents such 
as etanercept, adalimumab, anakinra, abatacept, and high-dose 
cyclophosphamide have been tried with variable success.24,38–41

Thus far, there has been no effective therapeutic regimen for 
IBM. However, IVIG has been reported to provide a transient 
response.14

Monitoring Disease Activity
Improvement in strength and normalization of serum CK ac-
tivity are the best indirect measures of disease activity. A de-
crease in serum CK activity may herald clinical improvement, 
but corticosteroid treatment alone can reduce CK activity with-
out associated clinical improvement. A lack of improvement in 
strength in a corticosteroid-treated patient may be due to the 
resistance of the inflammatory process, the presence of a corti-
costeroid-induced myopathy, muscle atrophy, and/or misdiag-
nosis. A diagnostic and therapeutic taper of the corticosteroids 
may then be warranted. If inflammation is present concurrently, 
other immunosuppressive agents are useful as the dosage of cor-
ticosteroids is lowered. If the CK value begins to rise, even if it 
is still within the normal range, and the symptoms of myositis 
are worsening in a patient whose disease has previously been 
controlled with corticosteroids, an increase in the dose may be 
warranted.

Treatment-Resistant Myositis
Some treatment-resistant PM patients have another disease. In 
such cases IBM or a limb-girdle muscular dystrophy should be 
suspected. Unlike other myositis patients, those with IBM rare-
ly, if ever, improve in strength with immunosuppressive therapy, 
but stabilization of strength can be achieved in some IBM pa-
tients with immunosuppressive agents.42,43 Patients with limb-
girdle muscular dystrophies may mimic PM clinically. They 
may have inflammation on muscle biopsy and may occasionally 
have associated autoantibodies. Thus, patients with a suspected 
IIM who do not respond to immunosuppressive therapy should 
undergo further evaluation, including genetic testing, to search 
for a limb-girdle muscular dystrophy.

Nonskeletal Muscle Involvement
Other organs frequently involved in myositis include the skin, 
lungs, and joints. Such organ involvement and the systemic fea-
tures of myositis (fever and weight loss) usually improve with 
immunosuppressive therapy that controls inflammation in the 
skeletal muscle. Hydroxychloroquine and other antimalarials 
are useful in controlling the rashes associated with myositis.

DIAGNOSTIC TOOLS, EVALUATION, AND 
DIFFERENTIAL DIAGNOSIS

Clinical, laboratory, pathological, and electrodiagnostic find-
ings contribute to the proper diagnosis of IIM. Even in individ-
uals with typical clinical features, it is essential to exclude other 
diseases that may have similar symptoms and signs (Table 57.6).   
Certain clinical features should suggest a different diagnosis. 
These include a family history of a similar illness; sensory, re-
flex, or other neurological changes; fasciculations; a relation-
ship of the weakness to exercise, food intake, or fasting; major 
muscle cramping, myotonia (difficulty relaxing a contracted 
muscle), or myasthenia (increasing weakness with repeated 
contractions); significant early muscle atrophy or hypertrophy; 
marked asymmetry; weakness in the distribution of the cranial 
nerves; and dyspnea due to diaphragmatic weakness rather than 
lung fibrosis.

The single most useful laboratory feature of muscle destruc-
tion is elevation of the serum CK, although this is nonspecific, 
and a small proportion of patients—probably less than 5%—
have a bonafide inflammatory muscle disease without ever hav-
ing an elevated CK. Elevations of the serum levels of aldolase, 
serum glutamic-oxaloacetic transaminase (SGOT), serum glu-
tamate pyruvate transaminase (SGPT), and lactate dehydroge-

CLINICAL PEARLS
Clinical Features That Suggest a Non-Idiopathic 
Inflammatory Myopathy Diagnosis

• Family history of a similar illness
• Weakness related to exercise, eating, or fasting
• Sensory, reflex, or other neurological signs
• Cranial nerve involvement
• Fasciculations
• Muscle cramping (severe)
• Myasthenia (increasing weakness with repeated contractions)
• Myotonia (difficulty relaxing a contracted muscle)
• Significant atrophy or hypertrophy early in the illness
• Marked asymmetry
• Dyspnea due to diaphragmatic weakness with normal chest x-ray 
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nase (LDH) are as frequent but less specific for muscle disease. 
Unlike inflammatory markers for other autoimmune inflam-
matory diseases, those such as the erythrocyte sedimentation 
rate (ESR) and C-reactive protein are often not elevated. Al-
though some studies have shown ESR to be elevated in 50% of 
patients, most experts find a substantially lower proportion of 
IIM patients to have an elevated ESR, even with active disease.44

Likewise, hematological abnormalities, including anemia, are 
uncommon and rarely related to the underlying myopathy. If a 
significant abnormality is found, the physician should be alert 
to another cause for it.

Electromyographic (EMG) abnormalities are frequently 
present. Although the test is useful for excluding some neuro-
logical diseases that resemble IIM, it is painful for many patients 
and not useful for following the course of the illness.

MRI, especially a combination of the T1 and the fat-suppressed 
T2 (STIR) sequences, is remarkably useful in defining the extent 
of involvement and in planning a biopsy (Fig. 57.2). Whole-body 
MRI has been shown to facilitate the characterization of inflam-

matory myopathy, as certain patterns of muscle and subcutaneous 
tissue inflammation were predictive of the IIM subset (DM, PM, 
or IBM). In a recent study in juvenile DM, whole-body MRI was 
able to reveal inflammatory changes of subcutaneous and fascial 
tissue that was undetectable on clinical examination.45 MRI can 
also help differentiate active disease from chronic disease, with 
active myositis being notable for changes consistent with muscle 
edema on T2-weighted images, and chronic myositis revealing 
a decrease in muscle bulk and replacement by adipose on T1-
weighted images.46 Although not specific, the changes of inflam-
matory myopathy on imaging can provide considerable assistance 
in confusing cases, as well as help in choosing a site to biopsy.

A muscle biopsy should be performed in every suspected 
case of myositis (Fig. 57.3). Although the patchy involvement 
means that the biopsy can occasionally miss inflammation, 
certain confounding diagnoses—for example amyloidosis, eo-
sinophilic myositis, dystrophy, or some metabolic myopathies 
as well as the important variant IBM—can be diagnosed de-
finitively only by biopsy. The identification of autoantibodies, 
particularly the myositis-specific autoantibodies, has distinct 
clinical and prognostic use.

TABLE 57.6 Differential Diagnosis of Idio-
pathic Inflammatory Myopathy

Neuromuscular Disorders
Genetic muscular dystrophies
Metabolic myopathies
Disorders of carbohydrate metabolism: McArdle disease, phosphofruc-

tokinase deficiency, adult acid maltase deficiency, and others
Disorders of lipid metabolism: carnitine deficiency, carnitine palmitoyl 

transferase deficiency
Disorders of purine metabolism: myoadenylate deaminase deficiency
Mitochondrial myopathies
Spinal muscular atrophies
Neuropathies: Guillain–Barré and other autoimmune polyneuropathies, 

diabetes mellitus, porphyria
Myasthenia gravis and Eaton–Lambert syndrome
Amyotrophic lateral sclerosis
Myotonic dystrophy and other myotonias
Familial periodic paralysis

Endocrine and Electrolyte Disorders
Hypokalemia, hypercalcemia, hypocalcemia, hypomagnesemia
Hypothyroidism, hyperthyroidism
Cushing syndrome, Addison disease

Toxic Myopathies (Partial List)
Alcohol
Amiodarone
Chloroquine and hydroxychloroquine
Cocaine
Colchicine
Corticosteroids
D-penicillamine
Ipecac
Statins and other lipid-lowering agents
Zidovudine (AZT)

Infections
Viral: HIV, human T-lymphotropic virus 1 (HTLV-1), influenza
Bacterial: Staphylococcus, Streptococcus, Clostridia
Parasitic: toxoplasmosis, trichinosis, schistosomiasis, cysticercosis

Miscellaneous
Polymyalgia rheumatica
Vasculitis
Eosinophilia myalgia syndrome
Paraneoplastic syndromes

FIG. 57.2 Magnetic Resonance Images of the Upper and 
Lower Thighs of a Patient with Dermatomyositis Using the 
Fat-Suppressed T2 (STIR) Technique. With this technique in-
flammation appears as a bright signal; normal muscle is gray; 
bone, fat, fascia, and normal skin are dark. Blood vessels may 
appear as bright spots. Note the remarkable symmetry of the 
inflammation. In this patient most of the involvement is in the 
quadriceps in the upper thighs and around the periphery of the 
hamstring muscle group.

ON THE HORIZON
• While there are newly revised and updated classification criteria for 

inflammatory myopathies, more precise criteria derived from big data 
as well as novel autoantibodies are likely in the future. Long-term 
studies are needed to better characterize the prognosis of idiopathic 
inflammatory myopathies, particularly in relation to recently discov-
ered autoantibodies. 
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PITFALLS
It is increasingly apparent that the boundary between IIM and 
some genetically determined myopathies cannot be cleanly 
drawn. Recently dystrophies with an extraordinary variety of 
clinical manifestations (with regard to age and distribution of 
weakness) have also been described.47 Not only can inflamma-
tion be seen on biopsy in some patients, but a partial clinical 
response to corticosteroids also can occur. Furthermore, it is in-
creasingly recognized that mitochondrial abnormalities can be 
limited to groups of skeletal muscles, leading to confusion with 
IIM. Toxic myopathies, of course, will continue to occur with 
the release of new drugs and thus will continue to be a possible 
source of diagnostic confusion.

Thus, not only must the history, physical examination, and 
biopsy be performed and interpreted with compulsiveness and 
care, but molecular diagnostic techniques also must be em-
ployed by clinicians in pursuit of an accurate diagnosis and ap-
propriate therapy. The correct response to disease that persists 
in the face of powerful immunosuppressive therapy is a careful 
rethinking of the diagnosis, including, on occasion, rebiopsy 
and molecular consultation.
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The term spondyloarthritis (SpA) encompasses a hetero-
geneous group of inflammatory diseases characterized by 
spinal and peripheral joint arthritis, inflammation of the 
attachments of ligaments and tendons to bones (enthesitis), 
and, at times, mucocutaneous, ocular, and/or cardiac mani-
festations. These disorders show familial aggregation and 
are typically associated with genes of the major histocom-
patibility complex (MHC), particularly the human leukocyte 
antigen (HLA)-B27 (Chapter 5). The SpA spectrum includes 
(1) axial spondyloarthritis (AxSpA), including ankylosing 
spondylitis (AS) and non-radiographic axial spondyloar-
thritis (nr-AxSpA); (2) peripheral spondyloarthritis, which 
includes (a) reactive arthritis (ReA); (b) psoriatic arthritis 
(PsA) and/or spondylitis; (c) enteropathic arthritis and/or 
spondylitis associated with the inflammatory bowel diseases 
(IBD), ulcerative colitis (UC), or Crohn disease (CD), (d) 
juvenile-onset spondyloarthritis; and (e) undifferentiated 
SpA, which encompasses patients expressing elements of, 
but failing to fulfill, accepted criteria for one of the above 
diseases. In addition, isolated acute anterior uveitis (AAU)1 
and spondylitic heart disease (complete heart block and/or 
isolated aortic regurgitation)2 associated with HLA-B27 may 
also be classified within the spectrum of SpA.

CLASSIFICATION OF SPONDYLOARTHRITIS
There are no diagnostic criteria for any of the SpA. Classifica-
tion criteria have been developed to provide greater specificity 
in clinical studies. These include the Amor Criteria, proposed in 
1988, the European Spondyloarthropathy Study Group (ESSG) 
criteria for SpA developed in 1991, and the modified New York 
criteria in 1984, which do not include advanced imaging tech-
niques such as MRI (Table 58.1).3 However, it may take up to 
10 years to develop radiographic sacroiliitis after the onset of 
inflammatory back pain. In 2009, the Assessment of Spondy-
loArthritis International Society (ASAS) published new crite-
ria that allowed (1) diagnosis of sacroiliitis based on MRI, and 
(2) classification of patients based solely on clinical features. 
This includes the use of HLA-B27 typing and C-reactive pro-
tein (CRP) determination and allows for the diagnosis of earlier 
disease found on MRI.3 In recent years, more weight has been 
placed on the differentiation of non-radiographic axial spondy-
loarthritis (nr-AxSpA).

Criteria for peripheral spondyloarthritis based on the pres-
ence of peripheral arthritis, enthesitis, or dactylitis have also 
been developed utilizing the innovations of advanced imaging 

and HLA-B27 typing.3 This resulted in a reclassification of all 
the various spondyloarthritides under the diagnoses of axial 
and peripheral SpA which aids in treatment since axial and 
peripheral disease respond differently.

For PsA, the Classification Criteria for Psoriatic ARthritis 
(CASPAR) have been established (see Table 58.1).3 No criteria 
have been validated for enteropathic arthritis or for reactive 
arthritis.

The International League Against Rheumatism (ILAR) juve-
nile idiopathic arthritis (JIA) classification criteria do not rec-
ognize SpA as a distinct clinical entity. Instead, juvenile SpA 
patients tend to fall under three of seven subtypes of JIA in the 
ILAR classification: enthesitis-related arthritis (ERA), PsA, or 
undifferentiated arthritis. IBD-related arthritis, reactive arthri-
tis, and juvenile AS are not addressed in the ILAR classification 
criteria. (ILAR; see Table 58.1).

EPIDEMIOLOGY
The frequency of SpA in general and AS in particular varies in 
different populations and parallels the frequency of HLA-B27. 
The prevalence of AS varies from 0.2% to 0.7% among people of 
European ancestry4–6 and has been reported in similar frequen-
cies in eastern Asia (Table 58.2). AS is much less frequent in 
persons of African and Japanese descent, in whom HLA-B27 
is rare.

The prevalence of ReA has varied over time and in different 
regions, depending on endemic rates of sexually acquired and 
enteric infections that trigger it. The frequency of ReA has dra-
matically declined following the adoption of safer sexual prac-
tices and better sanitation, at least in economically advanced 
countries, in the wake of the human immunodeficiency virus 
(HIV) epidemic.

Psoriasis affects 1% to 3% of the general population.5 Psori-
atic arthritis occurs in about 20% to 30% of patients with pso-
riasis.7 PsA incidence is similar between males and females, and 
it is uncommon in Asians and blacks.8

The prevalence of IBD is 100 to 200 per 100,000 among 
Caucasians, with an equal male-to-female ratio.4,6 It is rare in 
people of African and Asian descent. The prevalence of extra-
intestinal manifestations, such as peripheral or axial disease, 
in IBD varies between Crohn disease and ulcerative colitis 
(Table 58.3).

In North American JIA patients, enthesitis-related arthritis 
is found in 10% to 11% of patients, psoriatic arthritis in 6% to 
11%, and undifferentiated SpA in about 1% to 2% of patients.9
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A. Amor Criteria for Spondyloarthropathy
Clinical symptoms or history
 a. Lumbar or dorsal morning stiffness or pain at night
 b. Asymmetrical oligoarthritis
 c. Buttock pain (1 point) or alternating buttock pain (2 points)
 d. Dactylitis
 e. Heel pain or other well-defined enthesopathy
 f. Iritis or uveitis
 g. Nongonococcal urethritis or cervicitis with 1 month before

the onset of arthritis
 h. Acute diarrhea within 1 month before the onset of arthritis
 i. Psoriasis, balanitis, or inflammatory bowel disease (ulcer-

ative colitis or Crohn disease)Radiographic findings
 a. Sacroiliitis (bilateral grade 2 or unilateral grade 3)Genetic

background
 b. Presence of HLA-B27 and/or family history of ankylosing

spondylitis, reactive arthritis, uveitis, psoriasis, or inflam-
matory bowel diseaseResponse to treatment

 a. Clear-cut improvement within 48 h after NSAIDs intake or
rapid relapse of the pain after NSAIDs discontinuation

 If the sum is greater than or equal to 6, the patient is
considered to have a spondyloarthritis.

Points
1
2
1 or 2
2
2
1
1
1
2
3
2
2

B. European Spondyloarthropathy Study Group (ESSG) 
 Criteria for Spondyloarthritis
1. Inflammatory back pain or synovitis (asymmetrical, lower extremity) plus

one of the following:
 (a) Alternating buttock pain
 (b) Sacroiliitis
 (c) Heel pain (enthesitis)
 (d) Positive family history
 (e) Psoriasis
 (f) Crohn disease, ulcerative colitis
 (g) Urethritis or cervicitis or acute diarrhea in the preceding 4 weeks

C. The Modified New York Criteria for Ankylosing 
Spondylitis4

1. Clinical criteria:
 (a)  Low-back pain and stiffness for more than 3 months which improves 

with exercise, but is not relieved by rest
 (b)  Limitation of motion of the lumbar spine in both the sagittal and 

frontal planes
 (c)  Limitation of chest expansion relative to normal values correlated for 

age and gender
 2. Radiological criterion:

 (a) Sacroiliitis grade 2 bilaterally or grade 3–4 unilaterally
 (b)  Definite ankylosing spondylitis if the radiological criterion is associ-

ated with at least one clinical criterion

D. The Classification Criteria for Psoriatic Arthritis (CASPAR) 
Criteria for Psoriatic Arthritis
1. Inflammatory joint disease plus at least three points from the following

features:
 (a)  Current psoriasis (assigned a score of 2; all others assigned a score 

of 1)
 (b) History of psoriasis
 (c) Family history of psoriasis
 (d) Dactylitis
 (e) Juxta-articular new bone formation
 (f) Rheumatoid factor seronegativity
 (g) Nail dystrophy

E. ASAS Criteria for Axial Spondyloarthritis in Patients With 
Chronic Low Back Pain for at Least 3 Months
1. Sacroiliitis on imaging (either MRI findings of inflammatory disease in

the sacroiliac joints or sacroiliitis on standard pelvic X-rays by New York 
criteria) plus ONE of the following OR HLA-B27 positivity plus TWO of 
the following:

 (a) Inflammatory low back pain
 (b) Arthritis
 (c) Enthesitis
 (d) Dactylitis
 (e) Psoriasis
 (f) Crohn disease or ulcerative colitis
 (g) Good response to nonsteroidal anti-inflammatory agents
 (h) Positive family history of SpA
 (i) Presence of human leukocyte antigen (HLA)-B27
 (j) Elevated cross-reactive protein

F. ASAS Criteria for Peripheral Spondyloarthritis—Arthritis or 
Enthesitis or Dactylitis With At Least One of:
 a. Uveitis
 b. Psoriasis
 c. Crohn disease or ulcerative colitis
 d. Previous infection
 e. Presence of HLA-B27
 f. Sacroiliitis on imaging
OR 
with at least two of:
 a. Inflammatory low back pain
 b. Arthritis
 c. Enthesitis
 d. Dactylitis
 e. Positive family history of SpA

G. The International League Against Rheumatism (ILAR) 
Juvenile Idiopathic Arthritis Classification Criteria for 
Enthesitis-Related Arthritis (ERA)
Arthritis and enthesitis
OR
Arthritis or enthesitis with at least two of:
1. Sacroiliac joint tenderness and/or inflammatory spinal pain
 2. Presence of HLA-B27
 3. Family history in at least one first- or second-degree relative of medically

confirmed HLA-B27-associated disease
4. Anterior uveitis that is usually associated with pain, redness, or photophobia
 5. Onset of arthritis in a boy after 8 years of age

Exclusions
• Psoriasis confirmed by a dermatologist in at least one first- or second-

degree relative
• Presence of systemic arthritis

H. The International League Against Rheumatism (ILAR) 
Juvenile Idiopathic Arthritis Classification Criteria for Psoriatic 
Arthritis
Arthritis and psoriasis
OR
Arthritis with at least two of the following:
1. Dactylitis
 2. Nail pitting or onycholysis3.First-degree relative with psoriasis

Exclusions
• Arthritis in an HLA-B27-positive male patient that started after age 6
• Personal or family history of HLA-B27-associated disease
• RF positivity on two or more occasions at least three months apart

TABLE 58.1 CLASSIFICATION CRITERIA FOR SPONDYLOARTHRITIS
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PATHOGENESIS

Genetics of Spondyloarthritis
Familial Aggregation
The sibling recurrence risk ratio in AS is as high as 82%, 
and twin-based studies estimate disease heritability exceed 
90%.10 The concordance rate for AS in identical twins has 
been reported to be as high as 63% compared with 23% in 

TABLE 58.2 The Epidemiology of Spondyloarthritis

Ethnic Group
HLA-B27 
 Frequency (%) Prevalence of AS %(Criterion)

Prevalence of PsA % 
(Criterion) Prevalence of SpA % (Criterion)

Europe
Azores n.a. n.a. 1.6 (ESSG)
Czech Republic 0.09 (mNY) 0.05 (Vasey) n.a.
France 0.08 (questionnaire) 0.19 (questionnaire) 0.3 (questionnaire)
Germany 0.86 (mNY) 0.29 (ESSG) 1.9 (ESSG
Greece 0.24 (mNY) 0.17 (ESSG) 0.49 (ESSG)
Iceland 0.13 (mNY) 0.14 (other) 0.49 (ESSG)
Italy 0.37 (mNY) 0.42 (mNY) n.a.
Netherlands 0.24 (questionnaire plus Xray) n.a. n.a.
N. Norway(Sami) 24 1.8 (NY) n.a. n.a.
Norway-general 24 1.1-1.4(mNY) 0.23 (ICD) n.a.
South Sweden 0.25 (ICD10) 0.25 (ICD10) 0.45 (ICD10)

America
United States 6.1 0.52 (questionnaire plus X-ray) 0.16 1.4 (ESSG)
Mexico 4.6 0.02 (mNY) 0.02 n.a.
Alaska (Eskimo) 0.4 (NY) <0.1 2.5 (ESSG)
Argentina n.a. 0.07 (CASPAR) n.a.

Asia
China 0.25 (mNY) 0.02 0.78 (ESSG)
Iran 0.12 (unclear) n.a. 0.23 (COPCORD)
Japan 0.0065 (NY) 0.001 0.0095
Pakistan n.a. n.a. 0.1 (COPCORD)
Siberia 37 1.1 (NY) 0.3 2.5 (ESSG)
Taiwan 0.19–0.54 (mNY) n.a. n.a.
Turkey 0.49 (mNY) n.a. 1.05 (ESSG)
Vietnam n.a. n.a. 0.28 (COPCORD)

AS, Ankylosing spondylitis; HLA, human leukocyte antigen; n.a., not available; PsA, psoriatic arthritis; SpA, spondyloarthritis; NY, New York; mNY, modified New York criteria for AS; 
ESSG, European Spondyloarthropathy Study Group Criteria.

TABLE 58.3 Extraintestinal Manifestations 
of Inflammatory Bowel Disease

Feature
Crohn 
 Disease (%)

Ulcerative 
 Colitis (%)

Musculoskeletal 6–46
Peripheral arthritis 10–20 5–14
Sacroiliitis <50 —
Concomitant axial and periph-

eral arthritis
3–6

Enthesitis 7–50
Cutaneous 2–34
Erythema nodosum 1–20
Ocular 4–12
Anterior uveitis 2–5 2
Renal —
Nephrolithiasis 17 3
Renal insufficiency 2 Rare
Hepatobiliary 5–15
Primary sclerosing cholangitis <10
Pancreatitis 2
Vasculitis Takayasu 

arteritis
Leukocytoclastic 

vasculitis, Bechet 
disease

Reference: Colìa R, Corrado A, Cantatore FP. Rheumatologic and extraintestinal 
manifestations of inflammatory bowel diseases. Ann Med. 2016;48(8);577–585.

• Human leukocyte antigen (HLA)-B27 comprises over 80% of the over-
all genetic susceptibility to ankylosing spondylitis (AS) and contributes 
heavily to susceptibility for ReA, PsA, and enteropathic SpA.

• Additional risk comes from other major histocompatibility com-
plex (MHC) genes, including HLA- B*40, among others, for AS and
C*06:02 for psoriasis.

• Genome-wide association studies (GWAS) utilizing dense single nu-
cleotide polymorphism (SNP) mapping have located more than 130
additional genes or genetic regions in AS susceptibility.

• Over 60 genes have been identified thus far in psoriasis pathogenesis.
• GWAS utilizing dense SNP mapping examining larger sample sizes will

likely continue to locate many of the remaining genes in AS susceptibility.

KEY CONCEPTS
The Genetic Basis of Spondyloarthritis
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whether HLA-B27 homodimer formation is specific for, or 
even correlates with, the presence of SpA; in fact, disease does 
not develop in most HLA-B27–positive individuals. Alterna-
tively, HLA-B27 misfolding and accumulation within the ER 
can result in a proinflammatory intracellular stress response 
through stimulating secretion of type 1 interferon (IFN).16

Other Major Histocompatibility Complex Genes 
and SpA Susceptibility
Other MHC genes have been implicated in AS in addi-
tion to HLA-B27 (Fig. 58.3), although their identification 
is complicated by the tight linkage disequilibrium found 
within the MHC, and many of the associations may reflect 
linkage to B27. These include the epithelial “stress” marker 
MICA, tumor necrosis factor (TNF), heat shock protein 
(HSP)-70, LMP-2 and LMP-7, HLA-DRB1*01, and DRB1*04 
alleles.12 However, other MHC genes have been shown to 
be SpA-associated independent of HLA-B27. These include   
HLA-A*02:01 and B*40 as well as negative associations with 
HLA-B*07, B*15 and B*35, which have been described in 
whites, Han Chinese, and blacks with AS.17 Also, in white 
Americans, HLA-DPB1*03:01 is associated with AS.13 HLA-
DRB1*15:01/DQB1*06:02 is negatively associated with AS but 
positively associated with uveitis.13,17

In psoriasis, the primary MHC association is with HLA-
Cw6 (HLA-C*06:02) (though not with PsA). HLA-B*38 has 
been associated with psoriatic arthritis.17 The HLA-B*27:05:02-
C*06:02 haplotype is associated with enthesitis, dactylitis, and 
symmetric sacroiliitis, whereas HLA-B*08:01-C*07:01 and its 
component alleles are positively associated with joint fusion 
and deformities, asymmetrical sacroiliitis, and dactylitis.18 Both 
of these haplotypes are linked to more severe disease.18 In con-
trast, HLA-B*44 haplotypes are associated with milder disease.18 
HLA-DRB1*01:03 has been strongly associated with entero-
pathic peripheral arthritis.17

Non–Major Histocompatibility Complex Genes in 
 Susceptibility to Spondyloarthritis
Genome-wide association studies (GWAS) have implicated 
over 130 genes in AS susceptibility (see Fig. 58.3). These 
genes fall into different functional networks (Table 58.4). 
The most consistent (and best replicated) association is 
with ERAP1, which acts as a molecular ruler in the ER in  
trimming peptides processed in proteasomes to optimal 
length of nine amino acids for MHC class I binding and pre-
sentation. HLA-B27–negative patients with AS lack an asso-
ciation with ERAP1,15 although an association with ERAP2 
is seen.

A number of genes whose products are operative in the Th17 
pathway have also been associated with AS susceptibility: the 
IL-23 receptor (IL23R), which pairs with the IL12RB1 gene 
product to confer IL-23 (but not IL-12) responsiveness on cells 
expressing both subunits; prostaglandin E receptor 4 (PTGER4), 
which stimulates dendritic cell (DC) production of IL-23 and, 
in turn, Th17 expansion and is overexpressed in SpA synovium; 
signal transducer and activator of transcription 3 (STAT3), a 
key regulatory factor in Th17 responses; and Interleukin-12β 
(IL12B), which encodes the IL12p40 protein, a component of 
both IL-12 and IL-23. Jak2 plays a role in the downstream sig-
naling pathway of IL-23R.19

nonidentical twins.10 The concordance rate for psoriasis in 
monozygotic twins is 70% versus 15% to 30% in dizygotic 
twins. Recurrence risk for parents and siblings of patients with 
CD is 4.8% and 7%, respectively, and for UC 0.9% and 1.2%, 
respectively.10

HLA-B27 and Spondyloarthritis
HLA-B27 is found in 85% to 90% of AS patients of European 
ancestry, over 85% of AS patients of Hispanic ancestry, 56% 
to 84% of Middle Eastern or North African ancestry, and 
about 60% of AS patients of Asian and African American 
populations.10–13 The estimated prevalence of HLA-B27 in the 
United States is 6.1% overall, is highest in younger individuals 
(7.5% before age 50 years), and falls rapidly over age 50 years 
(3.3%).14

Approximately 70% of patients with ReA have HLA-B27, 
except in Africa, where no association of HLA-B27 was seen in 
those with HIV-associated SpA.12 HLA-B27 is found in 60% to 
70% of patients with psoriatic spondylitis and in 25% of those 
with peripheral PsA.11,12 Up to 70% of those with IBD-associated 
spondylitis have HLA-B27, although no HLA-B27 association 
is seen with asymptomatic sacroiliitis. Approximately 50% of 
patients with AAU alone are HLA-B27 positive.11

There are over 222 molecular subtypes of HLA-B27 that 
have been described as of March 2020 (http://www.ebi.ac.uk/
ipd/imgt/hla/nomenclature/index.html). The most common 
subtypes (HLA-B*27:05, B*27:02, B*27:04, B*27:07) are clearly 
associated with SpA. Each subtype is found in specific popu-
lations. These subtypes evolved from the parent allele HLA-
B*27:05 along five lines (Fig. 58.1) in three distinct geographical 
regions.

There are different hypotheses that have been extended how 
HLA-B27 impacts disease susceptibility. One theory suggests 
that SpA results from a unique set of antigenic peptides, either 
bacterial or self, that are bound and presented by HLA-B27 
to CD8 T cells, resulting in a HLA-B27–restricted cytotoxic 
T-cell response found only in joints and other affected tissues 
(the so-called arthritogenic peptide hypothesis). However, 
such peptides have not been reproducibly identified to date. 
In fact, the data showing interaction between HLA-B27 and 
a gain-of-function (GOF) variant of endoplasmic reticulum 
(ER)–associated aminopeptidase I (ERAP1) suggest that aber-
rant antigen processing may play a central role in AS suscep-
tibility.15 The same has been described for HLA-C*06:02 and 
psoriasis.18 An alternative concept focuses on self-association 
as a unique property of the HLA-B27 molecule. HLA-B27 
heavy chains can form homodimers in vitro that are depen-
dent on disulfide binding through their cysteine-67 residues in 
the extracellular α1 domain (as well as other cysteine residues 
in other domains) (Fig. 58.2).12,16 These B27 homodimers are 
detectable at the cell surface in patients with SpA, are capable 
of peptide binding, and are more abundantly expressed when 
the cell’s antigen-presenting function is impaired. They are 
ligands for a number of natural killer (NK) and related cell 
surface receptors. Populations of synovial and peripheral 
blood monocytes, NK cells, and B and T lymphocytes both 
from patients with SpA and from controls carry receptors for 
HLA-B27 homodimers, including killer immunoglobulin-
like receptor (KIR)3DL1 and KIR3DL2 and immunoglobulin 
(Ig)–like transcript 4 (ILT4).12,15 These homodimers may act 
as a proinflammatory target or receptor for humoral or cell-
mediated autoimmune responses. However, it is not known 

http://www.ebi.ac.uk/ipd/imgt/hla/nomenclature/index.html
http://www.ebi.ac.uk/ipd/imgt/hla/nomenclature/index.html
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FIG. 58.1 The six major families of human leukocyte antigen (HLA)-B27 subtypes (HLA-B*27:59, B*27:64, B*27:65, and B*27:94 represent 
truncated genes with deletions of most of exons 2 and 3 and are not included above) are denoted in relationship to the “parent” subtype 
HLA-B*27:05. The ethnic or geographic origin of the subtypes is indicated in parentheses next to the allele: EU, European; NA, North Ameri-
can; SA, South American; EA, East Asian; SEA, Southeast Asian; NEA, Northeast Asian; ME, Middle East; Afr, African; UK, British Isles; Tur, 
Turkish; Mex, Mexican mestizo. Where no parentheses are given, the origin of the cell line from which the sequence came is unknown. 
Most B27 subtypes have evolved through five patterns of evolution along geographic lines. The first group, with HLA-B*27:02-B*27:23 (and 
B*27:30), appears to have evolved in Europe and the Middle East, entails anywhere from one to seven amino acid substitutions in the first 
(α1) domain, and has the second (α2) domain identical to B*27:05. The second group, including HLA-B*27:04 as the most common allele, 
evolved in Eastern Asia and includes a uniform amino acid substitution in the α1 domain and anywhere from one to seven substitutions in the 
α2 domain. The third and fourth groups seem to have evolved directly from HLA-B*27:05, from mutations in either exon 2 or 3, respectively. 
The fifth group, including HLA-B*27:07 as its leading member, evolved in southern and eastern Asia, the Middle East, and Sardinia with pat-
terned amino acid substitutions in the α2 domain. Finally, the sixth group, with HLA-B*27:08 as its common member evolved largely in East 
Europe, has different characteristic pattern of amino acid substitutions in the α2 domain. Notable exceptions include HLA-B*27:13, B*27:109 
and B*27:112-27:115, which have amino acid substitution outside α1 and α2 in the membrane proximal (α3) domain. AF, African, EU, Euro-
pean, EA, Eastern Asian; JA, Japanese; NA, North American; SEA, Southeast Asian; PH, Philipino; SA, South American; SCA, Scandinavian; 
TUR, Turkic. (https://www.ebi.ac.uk/ipd/imgt/hla/allele.html).13 (Data are derived from http://www.ebi.ac.uk/cgi-bin/imgt/hla/allele.cgi.)

https://www.ebi.ac.uk/ipd/imgt/hla/allele.html
http://www.ebi.ac.uk/cgi-bin/imgt/hla/allele.cgi
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GWAS in psoriasis and PsA have identified over 60 genes 
implicated in disease susceptibility outside the MHC.20 These 
include genes in common with those for AS (IL23R, IL12B, 
CDKAL1, and ERAP1, the last showing interaction with HLA-
Cw6 similar to that seen with HLA-B27) (see Fig. 58.3).

The first gene to be implicated in IBD susceptibility was 
NOD2/CARD15, which specifically leads to susceptibility to 
Crohn disease and whose protein product serves as a receptor 
for bacterial products in monocytes that transduces signals lead-
ing to NF-κB activation. A number of GWAS have implicated 
over 240 genes in IBD susceptibility.21 The IL-23/IL-17 signaling 
pathway also appears involved with IBD pathophysiology with 
IL-23 shown to be important in development and maintenance 
of mucosal cells. Some of the genes implicated include JAK2, 
IL23R, and TYK2, among others. What is especially striking is 
the number of genes shared with the various types of SpA,13 sug-
gesting a common pathogenesis (see Fig. 58.3).

Genes and Severity of SpA
Disease severity in AS also has a hereditary component. By 
defining severity on the basis of radiographic involvement, two 
genes have been identified in a large candidate gene study.22 One 
is the gene for cyclooxygenase I (COX-I)—the target of non-
steroidal anti-inflammatory drugs (NSAIDs)—the other for the 
receptor activator of NF-κB (RANK). No evidence was found 
for an MHC contribution to radiographic severity.

Infection
A role for triggering infections has been better documented 
in SpA than in most other rheumatic diseases. In developed 
countries, the most frequent type of ReA occurs following uro-
genital infections with Chlamydia trachomatis (endemic ReA). 
Postdysenteric ReA occurs after various Shigella and Salmonella 
(especially S. typhimurium and S. enteriditis), Campylobacter 
jejuni and C. fetus, and, in Europe, Yersinia enterocolitica species.

Natural killer
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FIG. 58.2 After transcription of the human leukocyte antigen (HLA)-B27 heavy chain on ribosomes, it is inserted into the endoplasmic 
reticulum (ER), glycosylated, and two pathways ensue. (A) The B27 heavy chain is retained through binding with calnexin and ERp57, 
folded into its tertiary structure, and bound to β2 microglobulin. After that calnexin releases the complex and it is associated with 
calreticulum, which, in turn, chaperones the formation of the peptide loading on to the complex of heavy chain, β2 microglobulin and 
antigenic peptide, via the TAP proteins and tapasin. The antigenic peptide is derived from intracellular proteins from viruses, bacteria, 
tumors, and so on, that have been degraded in proteasomes, and then the peptides are trimmed for optimal length for peptide load-
ing by endoplasmic reticulum-associated aminopeptidases (ERAP1 and ERAP2). Then the trimolecular peptide complex (HLA-B27 
heavy chain, β2 microglobulin and peptide) travels through the Golgi apparatus (A1) to the cell surface, where the antigenic peptide is 
presented either to the α: β T-cell receptor on CD8 T lymphocytes or to the killer immunoglobulin (KIR) receptor on natural killer (NK) 
cells (A2); or (B) the HLA-B27 heavy chain misfolds in the ER, forming B27 homodimers and other misfoldings which are bound to the 
ER chaperone BiP. Then, they either (B1) accumulate there, causing either ER-associated degradation (ERAD) or a proinflammatory 
ER unfolded protein response (UPR); or (B2) the B27 homodimers migrate to the cell surface, where they either become antigenic 
themselves or present peptide to receptors on T cells and NK cells.
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FIG. 58.3 Genetic factors implicated in spondyloarthritis. ACTA2-Actin, Alpha 2, Smooth Muscle, Aorta; ADCY3-Adenylate cyclase 
3; ANKRD55-ankyrin repeat domain-containing protein 55; ANTXR2-anthrax toxin receptor 2; ASAP2-ArfGAP with SH3 domain, an-
kyrin repeat and PH domain 2; ATG16L1-Autophagy16-like 1; BACH2-BTB and CNC homology 2; BANK1-B cell scaffold protein with 
ankyrin repeats-1; BSN-Bassoon Mouse, Homolog of (Zinc Finger 231); C17orf67-chromosome 17 open reading frame 67; CARD9-
caspase recruitment domain family member 9; CCL21- C-C motif chemokine ligand 21; CD6-CD6 molecule; CD28-CD28 molecule; 
CD40-CD40 molecule; CD226-CD226 molecule; CDKAL1-CDK5 regulatory subunit associated protein 1 like 1; CLEC16A- C-type lectin 
domain containing 16A; CMC1- C-X9-C motif containing 1; CPEB4- cytoplasmic polyadenylation element binding protein 4; CREM-
cAMP responsive element modulator; CXCR2- C-X-C motif chemokine receptor 2; DAP-death-associated protein; DENND1B- DENN 
domain containing 1B; DLEU1-deleted in lymphocyte leukemia 1; DNMT3A-DNA methyltransferase 3 alpha; DNMT3B- DNA methyl-
transferase 3 beta; EIF2S2P3- eukaryotic translation initiation factor 2 subunit 2 beta pseudogene 3; ERAP1- endoplasmic reticulum 
aminopeptidase 1; ERAP2- endoplasmic reticulum aminopeptidase 2; ERN1- endoplasmic reticulum to nucleus signaling 1; ETS1- ETS 
proto-oncogene 1, transcription factor; FAM118A-family with sequence similarity 118 member A; FAP-fibroblast activation protein 
alpha; FBXL19- F-box and leucine rich repeat protein 19; FCGR2A- Fc fragment of IgG receptor IIa; FGFR1OP- FGFR1 oncogene 
partner; FIBP- FGF1 intracellular binding protein; FNDC3A-fibronectin type III domain containing 3A; FOS-V-Finkel-Biskis-Jinkins Mu-
rine Osteosarcoma Viral Oncogene Homolog; FOSL2- FOS-related antigen 2; FUT2-fucosyltransferase 2; GAL3ST2- galactose-3-O-
sulfotransferase 2; GBAP1- glucosylceramidase beta pseudogene 1; GCKR-glucokinase regulator; GLYAT-glycine-N-acyltransferase; 
GNA12-G protein subunit alpha 12; GPR35-G protein-coupled receptor 35; HDAC7- histone deacetylase 7; HIPK1- homeodomain 
interacting protein kinase 1; HLA-A-human leukocyte antigen A; HLA-B-human leukocyte antigen B; HLA-C-human leukocyte antigen 
C; HLA-DP-human leukocyte antigen DP; HLA-DRA-human leukocyte antigen DR alpha; HLA-DRB1-humn leukocyte antigen DR beta 
1; HMGN2P18- high mobility group nucleosomal binding domain 2 pseudogene 18; HNF4A-hepatocyte nuclear factor 4-alpha; HSPA6-
heat shock 70kd protein 6;ICOSLG -Inducible T-cell Costimulator Ligand; IFIH1-interferon-induced helicase C domain-containing pro-
tein 1; IFNG-AS1-interferon gamma; IFNGR2-interferon gamma receptor 2; IFNLR1-interferon lambda receptor 1; IL1R1-interleukin 1 
receptor type 1; IL1R2-interleukin 1 receptor type 2; IL2RA-interleukin 2 receptor alpha; IL6R-interleukin 6 receptor; IL7R-Interleukin 7 
Receptor; IL10-interleukin 10; IL12B-interleukin 12B (IL12 p40 subunit); IL18R1-interleukin 18 receptor 1 (alpha chain); IL21-interleukin 
21;IL23A-interleukin 23 alpha (IL12 p19 subunit); IL23R-interleukin 23 receptor; IL27-interleukin 27;  IRF5-interferon regulatory factor 5;  
INAVA-Innate Immunity Activator; IRF1-interferon Regulatory Factor 1; IRF5-interferon regulatory factor 5; IRGM-immunity-related 
GTPase family, M; ITGAL-integrin alpha-L; ITLN1-intelectin 1; JAK2-Janus kinase 2; JAZF1- JAZF zinc finger 1;KEAP1- kelch like ECH 
associated protein 1; KIF21B-Kinesin Family Member 21B; KSR1- kinase suppressor of ras 1; LCE3B- late cornified envelope 3B; 
LNPEP-Leucyl-Cystinyl Aminopeptidase; LRRK2-leucine rich repeat kinase 2; LSM14A-Sm like Protein LSM14A mRNA Processing 
Body Assembly Factor; Ltbr-Lymphotoxin B Receptor; Mst1-Macrophage Stimulating 1; Myrf-Myelin Regulatory Factor; NDFIP1- Neural 
Precursor Cell Expressed, Developmentally Downregulated 4 Family-Interacting Protein 1; NFATC1-Nuclear Factor of Activated T Cells, 
Cytoplasmic, Calcineurin-Dependent 1; NFIP1; NFKB1- Nuclear Factor Kappa-B, Subunit 1; NFKBIA-nuclear Factor of Kappa Light Chain 
Gene Enhancer in B Cells Inhibitor, Alpha; NKX2-3-NK2 homeobox 3; NOD2-Nucleotide-Binding Oligomerization Domain Protein 2; NOS2-
Nitric Oxide Synthase 2 A; NOTCH1-NOTCH, Drosophila, Homolog of, 1; NPEPPS-aminopeptidase, puromycin-sensitive;NR5A2-nuclear 



741CHAPTER 58 Spondyloarthritis

The Gut and Spondyloarthritis
Many studies have shown subclinical gut inflammation in SpA 
patients. Indeed, between 30% and 60% of patients with ReA, 
undifferentiated SpA and AS had evidence of histological gut 
inflammation.23 These observations have raised the speculation 
that the inciting event in the SpA may be a breakdown of the gut–
blood barrier to intestinal bacteria. Patients with AS and their 
relatives have increased intestinal permeability compared with 
healthy controls.

The bacterial population inhabiting human intestines, referred 
to as the gut microbiome (Chapter 23), is a vast microbial com-
munity. There is a beneficial relationship between the human 
system and the gut microbiome. The human gut provides the 
nutrients that the microbiome metabolizes to provide metabo-
lites such as Vitamin K and short chain fatty acids, which have 
immunologic capacities and possibly affect the education of the 
adaptive immune system. The gut microbiome in patients with 
SpA is different compared to non-SpA populations. However, 
older studies implicating a role for gut Klebsiella pneumonia in 
the pathogenesis of SpA have been refuted.13

There does appear to be an interplay between host genetics 
(e.g., HLA-B27) and intestinal bacterial composition. This sug-
gests a link between dysbiosis and SpA, upsetting the homeo-
stasis between the microbiome and the host immune systems.24

PATHOLOGY OF SPA
Few data exist from synovial or spinal tissues from early disease, 
and the difficulty with tissue access further complicates this.25,26 
The synovium in SpA has diminished lymphoid aggregates and 
displays a tortuous vascular morphology compared with the 
rheumatoid synovium. This may be caused by vascular endothe-
lial growth factor (VEGF) and angiogenic growth factor Ang2, 
the messenger RNAs (mRNAs) of which have been observed at 
higher levels in the synovium in PsA compared with RA. VEGF 
is particularly interesting because it can synergize with RANK 
ligand (RANKL) to induce bone resorption and also synergize 
with bone morphogenetic proteins to trigger bone formation, 
both processes typical of the altered bone remodeling seen in 
PsA and SpA.25,26

receptor subfamily 5 group A member 2; NXPE1-neurexophilin and PC-esterase domain family member 1; OR5B21-Olfactory receptor 
family 5 subfamily B member 21; OSMR-Oncostatin M receptor; PARK7-Parkinsonism associated deglycase; PKIG-cAMP-dependent 
protein kinase inhibitor gamma; PLAU-plasminogen activator, urokinase; PPP2R3C-protein phosphatase 2 regulatory subunit B double 
prime gamma; PPP5C- protein phosphatase 5 catalytic subunit; PRDM1-PR domain-containing protein 1; PRKCB-Protein kinase C 
beta; PRKCQ-Protein kinase C theta;PTGER4-Prostaglandin E Receptor 4, EP4 subtype; PTPN2-protein tyrosine phosphatase, non-
receptor type 2;PTPN22-protein tyrosine phosphatase, non-receptor type 22;PUS10-Pseudouridylate Synthase 10; RAVER1-RAVER1, 
mouse, homolog of; RIC8B- RIC8, C. Elegans, Homolog Of, B; RNF114-Ring Finger Protein 114; RNF186-Ring Finger Protein 186; 
RORC-RAR-Related Orphan Receptor C; RPS6KB1-Ribosomal Protein S6 Kinase, 70-Kd, 1; RUNX3-Runt-Related Transcription Fac-
tor 3; SBNO2-Strawberry Notch, Drosophila, Homolog Of, 2; SDF4-stromal cell derived factor 4; SETD1A-SET Domain-Containing 
Protein 1 A; SH2B3-SH2B Adaptor protein 3; SKAP2-SRC Kinase-Associated Phosphoprotein 2; SLC9A8-Solute Carrier Family 9 (Zinc 
Transporter), Member 8; SLC26A3-Solute Carrier Family 26 (Zinc Transporter), Member 26; SLC39A11-Solute Carrier Family 39 (Zinc 
Transporter), Member 11; SMAD3- Mothers Against Decapentaplegic, Drosophila, Homolog Of, 3; SP140-nuclear body protein SP140; 
STAT3- signal transducer and activator of transcription 3; STK11-Serine/Threonine Protein Kinase 11; SULT1A2-Sulfotransferase Family 
1A, Cytosolic-Phenol Preferring Member 2; TBKBP1-Tank Binding Kinase Binding Protein 1; TBX21-T-Box 21; TEX41-testis expressed 
41; THADA-thyroid adenoma associated gene; TLR4-Toll Receptor 4; TNFAIP3- Tumor Necrosis Factor alpha-induced protein 3; TNFRS-
F1A-Tumor Necrosis Factor Receptor Superfamily, Member 1A; TNFRSF6B-Tumor Necrosis Factor Receptor Superfamily, Member 6B; 
TNFRSF14-Tumor Necrosis Factor Receptor Superfamily, Member 14; TNFSF8- Tumor Necrosis Factor Ligand Superfamily, Member 
8;TNFSF15- Tumor Necrosis Factor Ligand Superfamily, Member 15; TNIP1- TNFAIP3-Interacting Protein 1; TNP2-transition protein 2; 
TSPAN14-tetraspanin 14; TYK2-tyrosine kinase 2; UBAC2-UBA domain-containing protein 2; UBASH3A-ubiquitin-assoicated and SH3 
domain-containing protein A; UBE2L3-ubiquitin conjugating enzyme 2EL 3; UQCR10-ubiquinol-cytochrome c reductase complex, 7.2 
kd subunit; ZPBP2-zona pellucida-binding protein 2; ZC3H12C-zinc finger CCCH domain-containing protein 12C; ZMIZ1-Zinc finger 
MIZ-domain containing 1; ZNF365-zinc finger protein 365; ZNF831-melanoma, cutaneous malignant-susceptiblity to 1.13

TABLE 58.4 Functional Networks of Non-MHC Genes in the Susceptibility to Spondyloarthritis

Functional 
Network

IL-17-Mediated 
Immunity/IL-23 
Pathway

CD8 T-Cell 
Function

Peptide 
Processing and 
Presentation Microbial Sensing

Nuclear Factor  
(NF)-κB (NF-κB) 
Activation Others

Genes IL23R
TYK2
IL6R
IL7R
IL27
IL1R2/IL1R1
IL12B
JAK2
RORC
PTGER4

RUNX3
EOMES
IL7R
ITGAL

HLA-B
ERAP1
UBE2L3
NPEPPS
ERN1
ASAP2

CARD9
NOS2
NOD2
IRGM

TLR4
NOD2
NOTCH1
TNFAIP3

ZMIZ1
FCGR2A
KIF21B
SH2B3
TNFRSF1A
GPR65
SULT1A1
GPR35
BACH2
ICOSLG
NKX2-3
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Increased production of the scavenger receptor CD163 by 
macrophages in both the lining and sublining layers is seen in 
SpA compared with RA.24 Local production of soluble CD163 
inhibits synovial T-cell activation, and levels of synovial CD163 
fall with effective treatment. Increased expression of Toll-like 
receptors 2 and 4 (TLR2, TLR4) has been shown in SpA on 
CD163+ peripheral blood mononuclear cells in patients with 
synovitis, which decreases with TNF-α blockade. The interplay 
between the gut microbiome via the innate immune system 
appears to play a role in development of SpA. A number of 
mouse models have shown that SpA does not develop in germ-
free environments. Bacteria invade the altered gut barrier, there 
is activation of TLRs and NF-κB, leading to release of cytokines 
such as IL-23, IL-1, and IL-6. This, in combination with CD4 
T cells. appears to lead to pathogenic Th17 effector cells at sites 
of inflammation. Joint tissues in patients with SpA have shown 
lymphocytic infiltrates with IL-17A predominate expression.27

Pathological examination of enthesitis in AS demonstrates 
local inflammation, fibrosis, erosion, and ossification. Immuno-
histochemical staining for phosphorylated SMAD1/5 in enthe-
seal biopsies of patients with SpA reveals active bone morpho-
genetic protein signaling.25 Entheseal T cells are activated by 
systemic IL-23, leading again to increased IL-17 production.

The pathology of psoriasis consists of an inflammatory cell 
infiltration in the dermis, with localized increased cytokine 
production and hyperproliferation of keratinocytes (Chapter 65). 
CD4 cells are prominent in the dermis, CD8 in the epidermis; 
both mature T cells respond to peptides presented by antigen-
presenting cells (APCs). Differentiation of type 1 (Th1) and type 
17 helper T (Th17) cells is triggered in the dermis and multiple 
other sites, further triggering release of other chemokines. Th17 
cells, osteoclast precursors (OCPs), and dendritic cells infiltrate 
joints from adjacent entheses or the bloodstream. These infil-
trating cells express TNF, IL-17, and RANKL and in combina-
tion with the increased expression of RANKL by synoviocytes 
in the lining, leads to the differentiation of OCPs into osteo-
clasts. This leads to the pathological bone formation in PsA.8 
In addition, CD14+ monocytes that are committed to becoming 
osteoclasts or osteoclast precursors are increased in the circula-
tion of patients with PsA compared with healthy controls and 
decline rapidly following treatment with TNF antagonists.

Intracellular and extracellular signaling pathways are being 
discovered that are important in pathogenesis and therefore are 
targets for therapy. The Janus kinase (JAK) family of intracellular 
protein tyrosine kinases mediate signaling pathways of extracel-
lular cytokines and growth factors involved in SpA (Fig. 58.4).

CLINICAL FEATURES

Ankylosing Spondylitis
Musculoskeletal Symptoms

The first symptoms of AS usually appear in adolescence or early 
adulthood. The hallmark of AS is the presence of inflamma-
tory back pain.3 Occasionally, the first symptom of AS comes 
from extraspinal sources, such as AAU, peripheral joint or hip 
arthritis, or enthesitis, especially in patients with disease onset 
in childhood.

In patients with AS, the most commonly affected joints out-
side the spine are the hips. Peripheral arthritis other than in 
the hips and shoulders is uncommonly seen in patients with 
AS but, when present, is typical of that seen in other types of 
SpA, with an asymmetric oligoarthritis presenting predomi-
nantly in the lower extremities.

Chest pain, often pleuritic, can be seen in patients with AS 
because of involvement of the costovertebral joints, with loss of 
chest expansion and a restrictive ventilatory defect.

Enthesitis is a classic feature of SpA (Fig. 58.5). The most 
common (and most disabling) sites for enthesitis are in the foot, 
at the insertion of the Achilles tendon, and of the plantar fascia 
onto the calcaneus.28

Physical measurements that have been validated and recom-
mended by an ASAS Working Group as useful for evaluating 
patients with AS/AxSpA specifically and with inflammatory 
back pain in general include forward lumbar spinal flexion (the 
Schober test), lateral lumbar bending, chest wall expansion, and 
occiput-to-wall distance.

Extraarticular Manifestations
Uveitis. The anterior portion of the uvea consists of the iris 

and ciliary body, and the posterior portion is known as the 
 choroid. Inflammation of the anterior uveal tract is known as 
anterior uveitis or iritis (Chapter 75). AAU represents the typi-
cal uveitis found in SpA, occurring in up to a third of SpA pa-
tients, depending on type of SpA and disease duration, most 
common in AS (20% to 30%).29 Typically, AAU presents unilat-
erally with sudden onset, is self-limited, and tends to be recur-
rent. Symptoms may include redness, eye pain, blurred vision, 
increased lacrimation, photophobia, and miosis. The diagnosis 
is confirmed by slit-lamp examination, which is also useful in 
monitoring treatment responses.

Prognosis is favorable in AAU, with resolution of symptoms 
typically in 4 to 6 weeks. Although AAU is the most common 
uveitis associated with SpA, posterior uveitis has been reported, 
especially in those with coexistent IBD.1

Cardiac Manifestations. The characteristic cardiac abnor-
malities in AS are aortic regurgitation and conduction abnor-
malities. Less commonly associated cardiac conditions include 
pericarditis, ascending aortic aneurysm, aortitis, cardiomyopa-
thy, and mitral valve disease. HLA-B27 is an important genetic 
risk factor for these cardiac conditions. Aortic insufficiency is 
estimated to occur in up to 34% of patients with AS, especially 
in greater disease duration.30

Cardiac conduction abnormalities, including atrioventricu-
lar and intraventricular blocks, are the most common cardiac 
complication in patients with AS, occurring in up to 9%.30

Pulmonary Manifestations. The prevalence of pulmonary in-
volvement is highest (40% to 80%) with high-resolution computed 
tomography (CT) compared to x-ray or lung spirometry studies, 
and higher with longer disease duration,30 although the patient 
may be asymptomatic. The most frequently recognized manifes-
tations are upper-lobe fibrosis, mycetoma formation, and pleural 
thickening. The upper-lobe fibrosis may be progressive. Another 
common finding is the presence of bilateral symmetric apical 

• Low-back pain that is present every day for at least 3 months
• Age of onset <45 years
• Morning stiffness in the back lasting at least 30 min
• Pain that is relieved by exercise and worsened by rest
• Alternating buttock pain
• Relief with nonsteroidal anti-inflammatory drugs

KEY CONCEPTS
Clinical Features of Inflammatory Back Pain
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FIG. 58.4 JAK-STAT Pathway. (A) JAK-STAT signaling pathway: Receptor-associated JAKs that are activated by cytokines then auto-
phosphorylate at the receptor subunit. This allows docking of STAT to the JAK, which is followed by phosphorylation of the STAT. The 
phosphorylated STATs then hetero- or homodimerize, translocate to the nucleus, bind promoter elements, and regulate transcription 
of target genes. (B) Cytokines signal through certain JAKs, then activating specific STATs. Genes are expressed depending on the 
JAK-STAT pathway, which then leads to effects. Some of the genes associated with SpAs are listed. (Adapted from Gotthardt D, Tri-
finopoulos J, Sexl V, et al. JAK/STAT cytokine signaling at the crossroad of NK cell development and maturation. Front Immunol. 2019.)
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pleural thickening. Several recent studies have also shown an 
increased association with obstructive sleep apnea.31

Renal Manifestations. SpA patients have increased risk of 
renal complications. The most common is immunoglobulin A 
nephropathy, but other renal complications include secondary 
renal amyloidosis, NSAID nephropathy, nephrolithiasis, and 
glomerulonephritis.32

Osteoporosis. The prevalence of osteoporosis in AS var-
ies between 11% and 34%.33 Measuring bone mineral density 
in patients with spondylitis is complicated by false increases in 
spinal density from dense syndesmophyte formation, leading 
some to recommend quantitative CT over standard dual-energy 
x-ray absorptiometry (DEXA) for bone mineral density mea-
surements, although the consensus is still to screen by DEXA.46 
Trabecular bone score (TBS) obtained from the spinal DEXA 
scan predicts major osteoporotic and spinal fractures in AS in-
dependent of Fracture Risk Assessment Tool (FRAX) score.34 
This has potential use for fracture prediction.34

Spondylodiscitis and Spinal Fractures. An uncommon but 
well-recognized complication of AS is spondylodiscitis, a de-
structive discovertebral lesion also called Andersson lesion. 
Typically, these lesions are confined to the thoracolumbar spine, 
sometimes with multiple-level involvement. Spondylodiscitis 
usually occurs at an advanced stage of AS under the form of 
an erosive condition related to both inflammatory, mechanical 
factors, and osteoporosis. The patient may or may not have a 
history of preceding trauma.

Even trivial falls can be catastrophic for AS patients, who are at 
risk for spinal fractures because of spinal rigidity and osteoporo-
sis. The estimated prevalence of fractures in AS varies from 11% 
to 25%.33 Fractures through the disk space, the weakest point in 
the ankylosed spine, are most common. The cervical spine is the 
most frequently affected region, followed by the thoracolumbar 
junction, and may or may not be complicated by spinal cord injury.

Neurological Manifestations. Neurological involvement in 
AS is most often related to spinal fracture or cauda equina syn-
drome. The cauda equina syndrome in AS is characterized by a 
slow insidious progression and a high incidence of dural ectasia, 
although a rapid onset secondary to a traumatic event has been 
reported. It tends to be a late manifestation of AS.35 Patients 
with cauda equina syndrome present with a prodrome of sen-
sory, motor, or reflex loss before progression to bowel or bladder 

incontinence. About half the patients have pain in the rectum or 
lower limbs that is presumably neurogenic in origin.

Fatigue and Psychosocial Manifestations. Fatigue and sleep 
disturbance are common in AS. Sleep disturbance is multifactori-
al, with age, anxiety, depression, nocturnal back pain, extra-spinal 
disease, and duration of delay in diagnosis all being important.36 
The prevalence of depression in AxSpA varies widely depending 
on the criteria used, ranging from 11% to 64%.37 Depression is 
associated with worse disease activity, greater functional impair-
ment, long-term smoking, and poor global health scores.37

AS in Women. There tends to be a greater delay in the diag-
nosis of AS in women. This may be in part due to higher inci-
dence of nr-AxSpA in women,13 with less radiographic damage 
and radiographic progression.38 Women have a higher frequen-
cy of enthesitis, psoriasis, and IBD.38 Studies have also shown 
higher disease activity but poorer response to TNFi treatment 
in women.38 Women tend to have less severe involvement of the 
spine but more peripheral joint involvement. A large review of 
the impact of AS on reproductive events concluded that AS did 
not adversely affect the ability to conceive, pregnancy outcome, 
or neonatal health.39

Reactive Arthritis
The classic triad of arthritis, urethritis, and conjunctivitis, rep-
resenting what was formerly known as Reiter syndrome, is a pre-
senting feature of only a minority of patients with ReA (com-
prising only a third of the cases in some series). In ReA, the 
clinical features are viewed more as a spectrum ranging from 
the classic triad to undifferentiated SpA.

Typically, the features start 1 to 4 weeks after a triggering 
event, frequently an enteric or urogenital infection, but often 
the event passes unnoticed without any specific symptoms. The 
syndrome starts with constitutional symptoms, such as fatigue, 
malaise, and fever, followed by a sterile, asymmetrical, additive 
lower-extremity oligoarticular or monoarticular inflammatory 
arthritis. Upper-extremity involvement is less common. Dacty-
litis occurs in the toes or fingers, resulting in “sausage digits,” 
which represent inflammation not only of the interphalangeal 
joints but also of the surrounding soft tissue structures, includ-
ing tendons and subcutaneous tissue.

Sacroiliitis and spondylitis are less common than periph-
eral arthritis, although inflammatory back pain does occur. 

A B

FIG. 58.5 (A) Achilles tendinitis/enthesitis in a patient with reactive arthritis. (B) Schematic drawing of enthesitis, showing periosteal 
new bone formation, and subchondral bone inflammation and resorption.
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Unilateral and bilateral sacroiliac involvement and even 
spondylitis occur, especially in those with chronic or long-
standing disease. As with AxSpA, enthesitis is most common 
in the Achilles tendon and plantar fascia insertions, although 
tenderness over the symphysis pubis, iliac crest, ischial 
tuberosity, greater trochanters, and costochondral junctions 
may also occur.

Mucocutaneous lesions may be difficult to distinguish from 
psoriasis, especially circinate balanitis and keratoderma blen-
norrhagica. Circinate balanitis is an ulcerative mucosal lesion 
over the glans or shaft of the penis that is demarcated by a ser-
piginous erythematous border. Keratoderma blennorrhagica is 
a painless desquamative psoriatic-like papulosquamous erup-
tion and is sometimes referred to as pustulosis palmoplantaris 
and occurs on the palms and soles of the feet. Oral lesions 
present as shallow, painless ulcers or patches on the palate and 
tongue or mucositis of the soft palate and uvula. Conjunctivitis 
and AAU also occur, as described in AS. Unilateral or bilateral 
conjunctivitis is usually an early feature manifesting with irrita-
tion, erythema, and lacrimation.

Juvenile Spondyloarthritis
JSpA usually manifests as enthesis and/or arthritis, otherwise 
known as seronegative enthesopathy and arthropathy (SEA) 
syndrome or enthesitis-related arthritis (ERA). Enthesitis is 
more common and can affect more sites than in adult SpA. Less 
commonly, JSpA can manifest as juvenile AS, psoriatic arthritis, 
reactive arthritis, and arthritis associated with IBD. Unlike adult 
SpA, spine or sacroilliac (SI) joint involvement is uncommon at 
presentation. Arthritis is typically more peripheral, apart from 
the hip, and the lower extremities tend to be more commonly 
affected. Tarsitis is unique to juvenile SpA and is inflammation 
of the intertarsal bones and overlying tissues, which causes mid-
foot pain and swelling. Involvement of the spine or SI joint can 
develop over 5 to 10 years.40

Psoriatic Arthritis
Skin involvement exhibits five clinical patterns (Table 58.5). 
Usually psoriatic arthritis occurs after onset of psoriasis, with a 
latency of 10 years on average,7 although PsA can precede skin 
disease or occur simultaneously in 15% of patients.8 The joint 
disease occurs in five different subtypes, as defined by the Moll 
and Wright classification (Fig. 58.6), including oligoarticular, 

polyarticular, distal interphalangeal (DIP)-predominant, axial 
or spondyloarthritis, and arthritis mutilans.8 Oligoarticular PsA 
tends to be asymmetric, affecting four or fewer joints. Polyar-
ticular PsA may be more symmetric and affects five or more 
joints. The distal subtype usually occurs with other subtypes but 
can occur alone in 5% of patients. Axial subtype affects the spine 
and SI joints. Arthritis mutilans is the deforming subtype with 
telescoping, flail digits, and marked bone resorption.8 Enthesitis 
is encountered in 30% to 50% of patients. Acute or chronic dac-
tylitis is reported in 40% to 50% of patients and is often associ-
ated with severe articular disease.8 Extraarticular manifestations 
with nail disease including pitting or onycholysis is common, 
whereas uveitis is less common,8 occurring in less than 10% of 
patients with PsA.8

Enteropathic Arthritis
The arthritis associated with inflammatory bowel disease 
(IBD), called enteropathic arthritis, is most commonly non-
destructive and reversible. Two patterns of peripheral arthritis 
have been recognized. Type 1 is pauciarticular, involving the 
knees and ankles more than the upper extremities. It tends 
to resolve in less than 10 weeks, may precede the diagnosis 
of IBD, runs parallel to intestinal disease, and is associated 
with HLA-B27, -B35, and -DRB1*01:03.41,42 The second type 
has a polyarticular presentation, is more likely to involve the 
metacarpophalangeal (MCP) and proximal interphalangeal 
(PIP) joints than the lower extremities, and is more likely to 
have a chronic course. It may run independent of intestinal 
disease and is associated with HLA-B44.41,42 A third type has 
more recently been described, involving both peripheral and 
axial arthritis.41 The symptoms of peripheral arthritis tend to 
coincide with activity of the bowel disease in ulcerative colitis 
(UC) but not Crohn disease (CD). Total colectomy is associ-
ated with remission of arthritis in half of patients. In contrast, 
axial involvement may precede the development of IBD, has 
no gender predilection, and resembles the development of AS. 
The axial symptoms do not parallel activity of IBD. In addition 
to spondylitis, an isolated sacroiliitis occurs that is often asym-
metric and not associated with HLA-B27. Axial involvement is 
more common in patients with CD than those with UC.41

Mucocutaneous complications of IBD include erythema 
nodosum, which occurs in up to 15% of those with CD and 
up to 10% in those with UC, although other reports showed 
lower frequency41; pyoderma gangrenosum, more rare and 
severe, with a prevalence of less than 2% in IBD patients; 
and, rarely, erythema multiforme or Sweet syndrome.41 Oral 
lesions, including painful aphthous ulcers, periodontitis, 
aphthous stomatitis, and pyostomatitis vegetans, can parallel 
underlying IBD.42

Episcleritis is the most common ocular manifestation asso-
ciated with IBD and is more associated with intestinal disease 
activity than other ocular manifestations. Anterior uveitis in 
IBD patients is more often bilateral, insidious in onset, chronic, 
and does not parallel intestinal activity.43

Undifferentiated Spondyloarthritis
Patients who do not meet criteria or clinical features of the 
“classic” SpA are regarded as having undifferentiated SpA,  
accounting for about 40% of patients at presentation (Table 58.6).44 
Follow-up studies suggest that about one-third will go into remis-
sion over time and more than half will develop a “classic” SpA, 
usually AS.44

TABLE 58.5 Skin Involvement in Psoriasis

Clinical Pattern of 
Skin Involvement Description

Plaque Most common type. Also called psoriasis 
vulgaris. Scaly erythematous plaques on the 
trunk and extensor surfaces

Inverse Slightly erosive plaques in intertriginous loca-
tions

Guttate Usually affects children or adolescents. Often 
triggered by group-A streptococcal tonsil 
infection

Pustular Localized or generalized coalescing sterile 
pustules. Typically affects palms and soles

Erythrodermic Most severe type, covering about 90% of the 
total body surface

From: Rendon A, Schäkel K. Psoriasis pathogenesis and treatment. Int J Mol Sci. 
2019;20(6).
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FIG. 58.6 Patterns of Psoriatic Arthritis. (A) Rheumatoid-like distribution; (B) sausage digits; (C) distal interphalangeal involvement; and 
(D) psoriatic arthritis mutilans.

• Not indicated where the diagnosis is unquestionable, as it has little
value in prognosis.

• Although patients with SpA of African and Middle Eastern ancestry
are often HLA-B27 negative, the finding of HLA-B27 in these patients 
has higher predictive value.

• Most useful in patients with either inflammatory back pain with-
out radiographic changes or with other features of spondyloarthri-
tis (unexplained lower extremity arthritis in a young adult, uveitis,
etc.).

CLINICAL RELEVANCE
Utility of Human Leukocyte Antigen (HLA)-B27 
Testing in the Evaluation of Inflammatory Back 
Pain and Spondyloarthritis

Measures of SpA Activity and Severity
In the past few years, outcome measures have been developed 
and validated to quantitate disease activity and severity; these 
are summarized in Table 58.7. These instruments are extensively 
validated and easy to administer in clinical practice and have 
been shown to perform well in clinical trials. There is no con-
sensus on which are preferable to use.

Radiographic Imaging of Spondyloarthritis
Axial Spondyloarthritis
Radiographic AxSpA (AS) is the demonstration of sacroiliitis on 
plain radiographs (Fig. 58.7).3 One problem with radiographic 

TABLE 58.6 Frequencies of Different 
Symptoms and Signs in Patients With 
Undifferentiated Spondyloarthritis

Feature Percent (%)

Demographic
Males 62–88
Mean age at onset (years) 16–23

Clinical
Low-back pain 52–80
Peripheral arthritis 60–100
Polyarthritis 40
Enthesopathy 56
Heel pain 20–28
Mucocutaneous involvement 16
Conjunctivitis 33
Genitourinary disease 28
Inflammatory bowel disease 4
Cardiac abnormalities 8

Laboratory
Elevated erythrocyte sedimentation rate 19–30
Human leukocyte antigen (HLA)-B27 positive 80–84

Radiographic
Sacroiliitis 16–30
Spinal radiographic changes 20

Adapted from Chen CH, Lin KC, Yu DT, et al. Serum matrix metalloproteinases 
and tissue inhibitors of metalloproteinases in ankylosing spondylitis: MMP-3 is a 
reproducibly sensitive and specific biomarker of disease activity. Rheumatol (Oxf). 
2006;45:414–420.
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TABLE 58.7 Measurements of Disease Out-
come in Spondyloarthritis
Ankylosing Spondylitis
 1) Disease activity

(a) Bath Ankylosing Spondylitis Disease Activity Index (BASDAI)
(b) Ankylosing Spondylitis Disease Activity Score (ASDAS)
(c) Patient and Physician Global Assessments

 2) Function
(a) Bath Ankylosing Spondylitis Functional Index (BASFI)
(b) Dougados Functional Index

 3) Quality of Life
(a) SF-36
(b) Ankylosing Spondylitis Quality of Life Index (ASQOL)
(c) ASAS Health Index

 4) Metrometry
(a) Schober test (lumbar flexion)
(b) Chest expansion
(c) Occiput-to-wall distance
(d) Lateral bending
(e) Bath Ankylosing Spondylitis Metrology Index (BASMI)

 5) Imaging
(a)  Standard radiography, computed tomography, magnetic

 resonance imaging
 (b) Modified Stroke Ankylosing Spondylitis Spinal Score (mSASSS)
 (c) Bath Ankylosing Spondylitis Radiographic Index (BASRI)

 6) Assessment in Ankylosing Spondylitis (ASAS) 20
(a)  An improvement of 20% and absolute improvement of 10 units

on a 0–100 scale in three of the following four domains:
i.  Patient global assessment (by visual analogue scale [VAS]

global assessment)
ii.  Pain assessment (the average of VAS total and nocturnal pain

scores)
iii. Function (represented by BASFI)
iv.  Inflammation (the average of the BASDAI’s last two VAS con-

cerning morning stiffness, intensity, and duration)
v.  Absence of deterioration in the potential remaining domain

(deterioration is defined as 20% worsening)

Psoriatic Arthritis
 1) Arthritis

(a) ACR response criteria
(b) Psoriatic Arthritis Response Criteria (PsARC)

 2) Skin response
(a) Psoriasis Area and Severity Index (PASI)
(b) Target lesion score
(c) Static global assessment

 3) Quality of life (HAQ, SF-36, DLQI)
 4) Radiographic
 5) Composite measures

(a) Psoriatic Arthritis Disease Activity Score
(b) Composite Psoriatic Disease Activity Index
(c)  Group for Research and Assessment of Psoriasis and Psoriatic

Arthritis (GRAPPA) Composite Exercise (GRACE) instrument

imaging is that up to 10 years may elapse from the onset of 
inflammatory back pain to the appearance of radiographic sac-
roiliitis.3 The introduction of MRI of the spine and entheses 
has allowed not only correct anatomical description of spinal 
structures but also differentiation of AS-related and unrelated 
inflammatory spinal lesions earlier than is possible with stan-
dard radiography.45 MRI of the sacroiliac joints and spine is 
currently the only imaging tool to localize and quantify spinal 
inflammation accurately (Fig. 58.8) and is being developed as a 
measure of disease activity and treatment response.

Two outcome instruments have been introduced in the 
assessment of disease damage and progression in AS: the Bath 
Ankylosing Spondylitis Radiographic Index (BASRI) and 

the modified Stroke Ankylosing Spondylitis Scoring System 
(mSASSS) (see Table 58.7). As a rule, these instruments have a 
low sensitivity to change (7.5% over 2 years).

Psoriatic Arthritis
PsA has characteristic radiographic manifestations, includ-
ing asymmetrical involvement, involvement of the DIP joints, 
and the classic “pencil-in-cup” deformities. Also seen are peri-
ostitis, bony ankylosis, and eccentric erosions with new bone 
formation. Radiographic severity is quantitated using different 
scoring methods: the modified Steinbrocker global scoring, the 
modified (from RA) Sharp/van der Heijde method, and PsA 
Ratingen score (PARS).47

There are a number of disease impact quantification meth-
ods used in assessing PsA (see Table 58.7).

DISEASE COURSE AND PROGNOSIS

Ankylosing Spondylitis
AS significantly impacts the lives of those affected. Patients 
with AS are more likely to be work-disabled, not participate in 
the labor force, and more likely to have never married or to be 
divorced. Women with AS were less likely to have had children.49

There has been some debate about whether non-radio-
graphic-AxSpA is a self-limited form of AxSpA with a more 
favorable course, an early stage within the disease spectrum, 
or even a different disease.48 Only about 5% of patients with 
early AxSpA change from nr-AxSpA to radiographic-AxSpA.48 
A recent study showed the incidence of peripheral and extra-
articular manifestations of nr-AxSpA and r-AxSpA to be similar 
and with equivalent disease burden over 5 years of follow-up.48

Although AS is a chronic condition that can frequently 
have an unpredictable course, some studies suggest that those 
with higher levels of disease activity early in the course of the 
disease are more likely to have active disease in the future  
(Fig. 58.9).49 Hip involvement is a predictive factor for severe 
disease.45 Other factors that may suggest a worse outcome 
include ESR greater than 30 mm/h; unresponsiveness to 
NSAIDs; limitation of motion of the lumbar spine; dactylitis; 
oligoarthritis; or onset at less than 16 years.49

A growing body of data have shown that patients with AS are  
at risk for early mortality as a result of cardiovascular disease.50 How-
ever, the impact of newer agents—such as anti-TNF and anti–IL-17 
drugs—on the natural history of this disease remains to be seen.

Reactive Arthritis
Most cases tend to remit within 6 months of onset. For those 
that last longer than 6 months, this is considered a sign of devel-
opment of chronic ReA.51 An American study with 5 years of 
follow-up showed that one-third of patients fully recovered and 
two-thirds continued to have subjective complaints, with half 
of the total patients developing chronic arthritis.51 In a Finnish 
study with 11 years of follow-up, 16% of patients had chronic 
arthritis. The majority of these patients were also HLA-B27 pos-
itive and some developed sacroiliitis.51

Psoriatic Arthritis
Deformities and joint damage occur in many PsA patients. 
Within the first 2 years of diagnosis, 47% of patients have 
bony erosions despite use of disease-modifying antirheumatic 
drugs (DMARDs). PsA is also associated with increased risk 
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of cardiovascular events, hypertension, diabetes, metabolic 
syndrome, and fatty liver. However, mortality rates have 
decreased and are now similar to the general population.8

Juvenile Spondyloarthritis
Although not extensively studied, the prognosis in JSpA is 
guarded.40 Available data suggest that children with disease activ-
ity for greater than 5 years are more likely to be disabled. In fact, 
the probability of remission was only 17% after 5 years of disease. 
Nearly 60% of children with JSpA have moderate to severe limi-
tation after 10 years of disease. What is not clear is the extent to 
which the outcome in juvenile-onset AS is different from that in 
adult-onset disease.

TREATMENT
Evidence-based recommendations have recently been updated 
for treatment of AS and nr-AxSpA by the American College of 
Rheumatology (Table 58.8).46

Patient Education and Physiotherapy
A great deal of educational information is available for patients 
(http://www.spondylitis.org and http://www.arthritis.org). Unsu-
pervised recreational exercise improves pain and stiffness, and 
back exercise improves pain and function in patients with AS and 

other types of SpA, but these effects differ with disease duration. 
Health status is improved when patients perform recreational exer-
cise at least 30 minutes/day and back exercises at least 5 days/week.

A

C D

B

FIG. 58.7 Grading of Radiographic Sacroiliitis. (A) Grade 0–1 (normal); (B) grade 2–3, with sclerosis and small erosions;  
(C) advanced grade 3, with joint space narrowing and large erosions; and (D) grade 4 (total sacroiliac fusion).

THERAPEUTIC PRINCIPLES
Treatment Principles for Medical Management of 
Spondyloarthritis

• Patient education, regular exercise, smoking cessation, and physio-
therapy should be initiated early in the disease course.

• Nonsteroidal anti-inflammatory drugs (NSAIDs) remain the “first-line”
treatment.

• Disease-modifying antirheumatic drugs (DMARDs: sulfasalazine) are
used for peripheral arthritis.

• Intraarticular/intralesional corticosteroid injections are administered.
• Biological agents for axial disease refractory to NSAIDs, peripheral arthri-

tis refractory to DMARDs, and entheseal lesions refractory to NSAIDs.
• It is important to remember to treat coexistent/complicating condi-

tions (inflammatory bowel disease [IBD], psoriasis, osteoporosis, pre-
mature atherosclerosis).

Medical Treatment
Nonsteroidal Anti-Inflammatory Drugs
NSAIDs remain the starting point of treatment, and many 
patients will attain satisfactory symptom control with these 

http://www.spondylitis.org
http://www.arthritis.org
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agents alone. There are no strong data to suggest the superiority 
of any specific NSAID in patients with SpA. There is inconsistent 
evidence that continuous NSAID use results in slower rates of 
radiographic progression over 2 years, compared to on-demand 
use of NSAIDs. As such, the new 2019 ACR/SAA/SPARTAN 
treatment guidelines conditionally recommend use of contin-
uous treatment over on-demand treatment with NSAIDs for 
controlling disease activity in active AS.46 COX-2 antagonists 
are recommended mainly for patients with proven peptic ulcer 
disease. Of concern is the association of the use of NSAIDs 
with flares of colitis, suggesting they should be used with care 
in this setting.

Disease-Modifying Anti-Inflammatory Drugs
DMARDs may be considered in patients whose peripheral 
arthritis is uncontrolled despite NSAIDs or when TNFi is not 
available.46

Sulfasalazine. The efficacy of sulfasalazine in the treatment 
of peripheral joint involvement in AS and other SpAs is well 
 established. Coincident with improvement in peripheral arthritis 
is a fall in acute-phase reactants, such as the ESR and CRP. Most 
of the evidence to date shows there is little benefit for treatment of 
axial disease. Consideration may be given in patients with contra-
indications to or limited access to TNFi or biological agents or for 
those who decline treatment with biological agents.46

A

B C

FIG. 58.8 (A) Magnetic resonance imaging (MRI) of the sacroiliac joints, showing areas of  marrow edema (indicated by arrows) on 
STIR sequences. (B) Lateral spine, showing enhancement of the insertion of the annulus fibrosis on the disk (arrowheads) and sub-
chondral bone (arrows). (C)  Involvement of the subchondral bone of the apophyseal joints.
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FIG. 58.9 The “Classic” Course of Ankylosing Spondylitis. Disease progression from shortly after disease onset in 1947 until just 
before the patient’s death in 1973. The slight improvement between 1972 and 1973 was as a result of his having undergone total hip 
arthroplasties.

Intraarticular/Intralesional Corticosteroids
Intraarticular and peritendinous injections of depot steroid 
preparations are frequently employed by clinicians for symp-
tomatic relief of local flare-ups, although they have not been 
extensively studied in controlled trials. Injecting around the 
Achilles or patellar tendons is generally not recommended 
because of the risk of tendon rupture.

Antibiotics
There is no convincing evidence that treatment of gastroin-
testinal infection alters the course of ReA, although antibiotic 
therapy may be warranted in severe bacterial GI infection. 
Benefits shown in one trial of antibiotics in Chlamydia-
induced ReA have not yet been confirmed.53 Overall, there is 
little evidence that antibiotics have a place in the management 
of ReA or other SpA.

Tumor Necrosis Factor-α Blockers
This category of medications has been shown to be effective in 
controlling inflammation and improving function in patients 
with AS (Table 58.9). Currently five TNFi agents have been 
approved for use by the Food and Drug Administration (FDA) 
for the treatment of AS in the United States: infliximab, an 
infusion of a chimeric mAb to TNF-α (infliximab) at 5 mg/
kg of infliximab every 6 to 8 weeks; etanercept, given 50 mg 
subcutaneously weekly; adalimumab, which is used at a dose 
of 40 mg administered subcutaneously every other week; 
golimumab, at a dose of 50 mg administered subcutaneously 
monthly or 2 mg/kg intravenously every 8 weeks; and certoli-
zumab, at either 200 mg administered subcutaneously every 
other week or 400 mg once a month. The onset of action is 
quite rapid, usually following the first infusion or injection. 
There is no evidence to support use of one TNFi over another 
for musculoskeletal disease, although adalimumab and inflix-
imab are recommended over etanercept for the treatment of 
patients with AS with recurrent uveitis. Etanercept is also not 
approved for use in Crohn disease or ulcerative colitis, so the 
use of another TNFi would be a better choice for patients with 
AS and coexisting IBD.46 These agents are effective also in PsA 
and nr-AxSpA.46 Improvement was seen not only clinically but 
also radiographically, with improvement of lesions suggestive 
of disease activity on MRI, and, in studies extending greater 

TABLE 58.8 Treatment of Spondyloarthritis
• Patient education
• Physiotherapy
• Medications
• Nonsteroidal anti-inflammatory drugs
• Disease-modifying antirheumatic drugs:

• Sulfasalazine (especially for peripheral arthritis)
• Methotrexate (especially for peripheral or psoriatic arthritis)
• Apremilast (especially for psoriatic arthritis)
• Abatacept (especially for psoriatic arthritis)

• Corticosteroids:
• Systemic
• Intraarticular, intralesional

• Biological agents:
• Tumor necrosis factor blockers
• Interleukin (IL)-17 blockers
• Interleukin (IL)-12/23 and (IL)-23 blockers or (IL)-12/23 blockers
• Janus kinase inhibitors

• Treatment of osteoporosis
• Surgery
• Hip replacement
• Corrective spinal surgery

Methotrexate. Although less well studied than sulfasala-
zine, methotrexate has been shown to be effective in some 
studies of peripheral arthritis and psoriasis in patients with AS 
and other SpA. Its efficacy in treating axial SpA has not been 
established.

Other DMARDs. For AS, leflunomide, apremilast, and thalido-
mide are not recommended.46 Apremilast (an oral phosphodi-
esterase 4 inhibitor) and abatacept (selectively modulates T-cell 
activation) have been shown to be effective in psoriatic arthritis 
but not in AS.52

Corticosteroids. Although not well studied in patients 
with AS, many clinicians add low-dose glucocorticoids to the 
management of active SpA where NSAIDs or DMARDs fail 
to achieve a satisfactory response. On occasion, pulse steroids 
have also been utilized. Given the lack of controlled data as to 
their effectiveness, the side effects of long-term glucocorticoid 
therapy (including osteoporosis, a major cause of morbidity 
in AS patients, and possible worsening of psoriasis), and the 
emergence of more effective treatments, their use is not rec-
ommended unless more effective treatments are not available.
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than 4 years, slowing progression on standard radiographs, 
especially in those with shorter disease duration treated for an 
extended period.54

Interleukin-17 Blockers
Secukinumab and ixekizumab are anti–IL-17A monoclonal 
antibodies that have been shown to control the symptoms of 
active AS and PsA, and both have been approved by the FDA. 
The impact of these medications on other disease features, such 
as radiographic progression, remains to be determined. IL-17 
blockers may be considered if TNF blockers are contraindicated 
such as in congestive heart failure (CHF) or demyelinating dis-
ease. Both medications have been associated with new onset or 
exacerbation of inflammatory bowel disease.46

Interleukin-12/23 Blockers
Ustekinumab is an IL-12/23 inhibitor that has been approved 
for treatment of psoriasis, PsA, and IBD. Tildrakizumab, 
risankizumab and guselkumab are IL-23 inhibitors which have 
shown benefit in PsA, although their efficacy in AxSpA has not 
been demonsrtated.52

Janus Kinase Inhibitors
Tofacitinib is an oral JAK inhibitor that may be another option 
in axial disease. Phase III study results are not available, but 
a phase II study showed benefit in clinical and radiographic 
changes in axial disease over 12 weeks.46 Tofacitinib has been 
FDA approved for psoriatic arthritis and moderately to severely 
active ulcerative colitis. A number of other JAK inhibitors are 
being examined in the treatment of AxSpA.

Surgical Treatment of Ankylosing Spondylitis 
 Complications
Because the hip is the joint most commonly involved in patients 
with AS, total hip arthroplasty is the most common surgical 
procedure.55 Heterotopic new bone formation may be a poten-
tial problem.

Limited prevalence data suggest that patients with AS, even 
those with mild disease, are at increased risk for vertebral frac-
ture, often resulting in neurological compromise.56 Surgical 
options vary depending on acuity of fracture or dislocation 
and if there are neurological signs. In general, custom-fitted 
halo vest immobilization is recommended. Posterior fixation 
with or without laminectomy and anterior grafting if there is a 
severe bone gap may be necessary depending on the acuity and 
severity, but wedge osteotomies are typically considered first if 
possible. The fixed kyphotic deformities seen in patients with 
advanced AS are of considerable distress to patients and may 
result in substantial functional impairment. Indications for cer-
vical extension osteotomy are the loss of horizontal gaze or the 
onset of breathing and eating difficulties due to stiff kyphosis.57

CONCLUSIONS AND RESEARCH OPPORTUNITIES

TABLE 58.9 2016 Update of the  ASAS- 
EULAR Recommendations for Use of Biological  
Therapy in Axial Spondyloarthritisa

1. For the initiation of biological therapy:
(a) A diagnosis of definitive AxSpA by a rheumatologist.
(b)  Elevated CRP, the presence of inflammation on MRI of the SI

joints and/or spine, or the presence of radiographic sacroiliitis 
(according to modified New York criteria).

 (c) Presence of refractory disease defined by:
 (i) All patients: failure of at least 2 NSAIDS over 4 weeks in total.
 (ii)  Patients with predominant peripheral manifestations: failure of 

one local steroid injection if appropriate or failure of therapeutic 
trial of sulfasalazine.

 (d) High disease activity with either ASDAS ≥ 2.1 or BASDAI ≥ 4.
 (e)  Favorable opinion of the rheumatologist that benefit outweighs 

the risk, including considering potential contraindications to 
biological therapy.

 2. For the monitoring of biological DMARD: both the BASDAI and
the ASAS core set for clinical practice should be followed
regularly

 3. For the continuation of biological DMARD, consideration should be
made after 12 weeks’ treatment. Response is defined as improve-
ment when:
(a)  ASDAS improvement ≥1.1 or BASDAI improvement ≥ 2 (0–10),b

and
 (b) Rheumatologist opinion that treatment should be continued.

avan der Heijde D, Ramiro S, Landewe R, et al. 2016 update of the ASAS-EULAR 
management recommendations for axial spondyloarthritis. Ann Rheum Dis. 2017 
Jun;76(6):978–991.
bEither ASDAS or BASDAI can be used but needs to be the same measure per 
patient.
ASDAS, Ankylosing Spondylitis Disease Activity Score; AxSpA, axial spondyloar-
thritis; BASDAI, Bath Ankylosing Spondylitis Disease Activity Index; MRI, magnetic 
resonance imaging; SI, sacroiliac; NSAIDs, nonsteroidal anti-inflammatory drugs.

• Improved understanding of pathogenic mechanisms of spondyloar-
thritis (SpA)

• Elucidation of the roles of non–major histocompatibility complex
(MHC) genes in SpA

• Definition of the link between gut microbiome and ankylosing spon-
dylitis (AS)

• Improved measures of treatment outcomes
• Advances in biological therapies of SpA

ON THE HORIZON
Research Opportunities in Spondyloarthritis

Progress has been made in the classification and epidemiol-
ogy of SpA, particularly in the elucidation of the factors involved 
in SpA pathogenesis. It has become clear that HLA-B27, fol-
lowed by ERAP1 and IL-23R, are important genetic risk factors 
in SpA but are not sufficient alone to cause disease. GWAS and 
whole-genome sequencing continue to identify susceptibility 
genes for SpA, including those in the antigen processing and 
Th17 pathways, some of which are shared by some or all SpA 
and others that are specific for a given disease.

This continues to open doors for new treatment strategies, 
including IL-12/23 or JAK inhibition. However, why IL-12/23 
or IL-23 inhibition is an ineffective target in AS is not under-
stood and means further studies on the IL-23–IL-17 axis are 
needed. Further research may help to give a broader choice of 
therapies for SpA patients.

The link of gut inflammation to the triggering of AS is strongly 
suggested by data thus far, especially its possible link to the gut 
microbiome. How inflammation and the gut microbiome con-
tribute to SpA pathogenesis is insufficiently  understood.

Continued improvement in imaging techniques and specific-
ity, early diagnosis of SpA, understanding pathological differ-
ence in nr-AxSpA and r-AxSpA, development of biomarkers, 
and understanding relationship between axial and peripheral 
disease are some of the many important unmet needs.52 Under-
standing these in combination with the advances in treatment 
hold promise for a better future for patients with these diseases.
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Small- and medium-vessel vasculitides are characterized by 
inflammation of the blood vessel wall, resulting in end organ 
failure or irreversible tissue damage and necrosis. In some cases, 
this is relatively trivial and may lead to minor inconvenience for 
the patient. However, in many forms of vasculitis, the conse-
quences of rapid onset of ischemia and occlusion of blood ves-
sels are devastating, leading to organ failure and death.

The distinction between small- and medium-vessel vasculi-
tis entities is arbitrary, with three main patterns of vasculitis: 
small, medium, and large. Although there is merit in this classi-
fication, there are different patterns of involvement for patients 
with predominantly small-vessel involvement (characterized by 
capillaritis) compared with—but overlapping with—patients 
with medium-vessel involvement typified by small arteriolar 
inflammation. For example, in the kidney, small-vessel involve-
ment leads to inflammation of glomeruli (glomerulonephritis); 
by contrast, medium-vessel inflammation of renal arterioles 
results in infarction of the kidney with tissue loss. Therefore, 
patterns of disease are well recognized, with typical dominance 
of kidney, lung, and upper airway involvement in patients with 
granulomatosis with polyangiitis (GPA), previously termed 
Wegener’s granulomatosis. In microscopic polyangiitis (MPA), 
there is lack of upper airway involvement but significant renal 
and lung involvement. Finally, in eosinophilic glomerulonephri-
tis with polyangiitis (EGPA), previously termed Churg-Strauss 
syndrome, the pattern of clinical involvement is dominated by 
upper and lower airway disease combined with neurological 
(peripheral nerve) features. These three entities are grouped to-
gether by their association with the presence of antineutrophil 
cytoplasmic antibody (ANCA) in most, but not all, cases.

In patients with polyarteritis nodosa (PAN), one of the main 
forms of medium-vessel vasculitis, the most characteristic 
findings are bowel ischemia or infarction and peripheral neu-
ropathy. In a childhood onset form of medium-vessel vasculitis 
(Kawasaki disease [KD]), the clinical features are diverse and 
include mucocutaneous inflammation and systemic upset with 
fever, and in 2% to 4% of cases, there is coronary artery dilata-
tion and/or aneurysm development, which can potentially rup-
ture, leading to fatal consequences.1

The diversity of different forms of vasculitis with overlapping 
features suggests that the underlying mechanisms are varied, 
but some pathways are likely to be shared. This is reflected in 
treatment approaches, which—with some exceptions—are of-
ten very similar across diseases. Disease relapses can occur in up 

to 55% of patients within the first 3 years of achieving remission 
with on-going persistent risk of relapse. In addition, within the 
first 6 months of remission-induction therapy, many patients 
fail to achieve remission due to persistent or recurrent active 
ANCA-associated vasculitides (AAV).2 This can lead to repeat-
ed high doses of immunosuppressive therapy, thus increasing 
the risk of adverse effects.3

EPIDEMIOLOGY
Despite improvement in our understanding of the epidemiol-
ogy of the systemic vasculitides, patients are often not diag-
nosed as having vasculitis for extended periods. The discovery 
of ANCA and their association with small-vessel vasculitis has 
improved recognition.4 Greater awareness of vasculitis may be a 
factor that explains an apparent increase in incidence from 1.5 
to 6.1/million per year.5 AAV have an incidence of 20 per mil-
lion new cases per annum (GPA nine per million, MPA 9 per 
million, EGPA 2 per million), a prevalence of 200 per million 
and an average age of onset of 60 to 70 years.6 In southern Eu-
rope, the number of cases of MPA is greater than those of GPA. 
MPA is also more common than GPA in Japan. ANCA directed 
against myeloperoxidase (MPO) is the predominant antibody 
detected in patients with AAV in Japan, whereas autoantibodies 
directed against proteinase 3 (PR3) are rarely seen in Japanese 
patients but are the most frequent ANCA antibody in patients 
in northern Europe.

The epidemiology of EPGA is less well understood compared 
with other forms of AAV. EGPA is characterized by an elevated 
eosinophil count in patients with late-onset asthma. Around 50% 
of cases have ANCA, usually directed against MPO. There is a po-
tential overlap condition called hypereosinophilic syndrome (HES), 
and it is not clear whether some cases of HES are really cases of 
EGPA, or vice versa. Indeed, if patients are ANCA-negative, dis-
tinguishing the two conditions can be challenging.7 Furthermore, 
because bronchospasm is a key feature of EGPA, it is possible that 
some cases of asthma, an extremely common condition, may, in 
fact, represent mild forms of EGPA. This has been brought more 
to light in cases of drug-induced EGPA, specifically in the setting 
of the use of montelukast, a leukotriene inhibitor, as a treatment 
for moderate to severe asthma. It has been suggested that these 
patients probably had underlying EGPA, which had previously 
been suppressed with systemic glucocorticoids, but when these 
were withdrawn, features of EGPA became more apparent.
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AAV typically affects older individuals in their 60 s or 70 s, 
but can occur at any age. Most patients survive their initial ill-
ness as a result of effective immunotherapy, and therefore the 
prevalence of these diseases is growing. In southern Sweden, 
estimates of prevalence are 160 per million (95% confidence in-
terval [CI] 114 to 206) for GPA, 94 (58 to 129) for MPA, 31 (11 
to 52) for PAN, and 14 (0.3 to 27) for EGPA.8 However, these are 
based on a relatively small population size and are higher than 
those reported from a Spanish series, where the prevalence of all 
forms of AAV was under 45 per million.

The two main forms of medium-vessel vasculitis are PAN 
and KD. PAN is extremely rare. There is very wide misconcep-
tion among many physicians that PAN is the most common 
form of vasculitis, and this is partly encouraged by the older 
literature, which refers to all forms of vasculitis as PAN (ini-
tially called periarteritis nodosa and subsequently polyarteritis 
nodosa). In fact, most patients with so-called PAN probably did 
not have this disease but were more likely suffering from one of 
the forms of small-vessel vasculitis, particularly MPA and GPA. 
PAN has been associated with infection, especially hepatitis B 
and hepatitis C. The epidemiology of hepatitis B has been trans-
formed by effective immunization; as a result of this, hepatitis B 
associated with PAN is now a rare disease. Recent figures sug-
gest an incidence of PAN of 0.6 to 3.6 per million adults.9

KD is most common in children under the age of 5 years, but 
can occur in older children and young adults, in which case it is 
more difficult to diagnose because it is not suspected. In a recent 
Italian study of children under the age of 14 years, the incidence 
rate was 17.6/100,000 children under the age of 5 years, with a 
slight increase in reported cases during spring and winter com-
pared with other times of the year. This is a slightly higher inci-
dence rate than previously reported by other studies in Europe 
with a range of 3.6/100,000 to 15.2/100,000 children under the 
age of 5 years. Earlier figures from a large-scale study from the 
United States of over 6000 children admitted to the hospital be-
cause of KD suggested that the peak age of onset was 1 year, and 
children under the age of 2 years accounted for over a third of all 
cases. The under-5-year incidence was reported as 8.1/100,000 
children in 1988, rising to 18.5/100,000 children in 1997, simi-
lar to the recent Italian experience. Males were more commonly 
affected than females (~60% males); there was no obvious sea-
sonal variation. In a recent nationwide hospital survey in Japan, 
however, the incidence rates for KD during 2011 and 2012 were 
over 2400 cases per million children under the age of 5 years. 
The higher incidence of KD in patients of Japanese ethnicity ap-
pears to be independent of their geographical location. In fact, 
during 1996 to 2006, the average annual incidence of KD in 
Japanese American children in Hawaii was 210.5/100,000 chil-
dren, in contrast to the rate for Caucasian children in Hawaii of 
13.7/100,000, similar to the rate of 12.0/100,000 among Cauca-
sian children in the continental United States.10

Leukocytoclastic skin vasculitis is one of the more common 
forms of small vessel vasculitis occurring with an annual inci-
dence of about 45 per million (Table 59.1).11 Less than a third 
is found in association with immunoglobulin A (IgA; Henoch-
Schönlein purpura [HSP], or IgA vasculitis). IgA vasculitis is 
very common in children and is usually self-limiting; annual 
incidence is 100 to 200/million children ≤17 years of age or 
younger.12 By contrast, this is a much less common disease in 
adults (around 13/million per year).

Cryoglobulinemic vasculitis is strongly associated with hep-
atitis C, and its epidemiology is likely to mirror the prevalence 

of the hepatitis C virus (HCV) infection. However, there are no 
published incidence and prevalence figures for cryoglobulin-
emic vasculitis itself.

TABLE 59.1 Diagnosis, Incidence and Preva-
lence in KD, PAN, AAV and Leukocytoclastic 
Vasculitis

Diagnosis Incidence Prevalence
References/
Reviews

KD For children 
<5 years old:

Not applicable

2431/million (Japan)
1131/million (Korea)
690/million (Taiwan)
36–185/million (Italy)

Suka et al.96

PAN 3.6/million adults 2.6–14/million 
adults

Nesher et al.5

Mohammad 
et al.4

AAV 9.5–16/million/year 
(Germany)

149/million Reinhold-
Keller et al.10

22.6/million (Japan) Herlyn et al.11

21.8/million (UK) Fujimoto 
et al.94

Leukocy-
toclastic 
vasculitis

45/million (equal 
male and female; 
increased inci-
dence with age)

No data Arora et al.7

AAV, ANCA-associated vasculitis; ANCA, antineutrophil cytoplasmic antibody; KD, 
Kawasaki disease; PAN, polyarteritis nodosa.

KEY CONCEPTS
Pathogenic Mechanisms in Antineutrophil Cytoplas-
mic Antibody-Associated Vasculitides

• The recognition of an association between some forms of vasculi-
tis and the presence of ANCA has transformed understanding of the 
group of diseases considered to be associated with ANCA and in 
which ANCAs are suspected to have a pathogenic role.
• GPA.
• MPA.
• EGPA.

• A genome-wide association study (GWAS) has demonstrated strong 
associations with specific alleles.
• Anti-proteinase 3 ANCA with specific HLA-DP alleles and alleles 

encoded by genes for α1-antitrypsin and proteinase 3.
• Anti-myeloperoxidase ANCA with specific HLA-DQ alleles.

• Environmental factors.
• Silica exposure.
• Specific strains of Staphylococcus aureus.

• Immune dysregulation.
• Defective regulation of T-cell immunity.
• Neutrophil generation of extracellular traps (NETs) containing pro-

teinase 3 and myeloperoxidase.
• Activation of alternative complement pathway by ANCA-activated 

neutrophils. 

PATHOGENESIS OF ANTINEUTROPHIL CYTOPLASMIC 
ANTIBODY-ASSOCIATED VASCULITIDES

The Pathogenic Role of ANCA in GPA and MPA
There is some evidence that ANCA play a role in the pathogene-
sis of GPA, MPA, and EGPA. Based on the immunofluorescence 
pattern, different forms of ANCA can be distinguished, but only 
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two are of direct clinical relevance: cytoplasmic c-ANCA (cor-
responding to antibodies directed against PR3 and perinuclear 
p-ANCA (predominantly corresponding to antibodies directed 
against MPO). p-ANCA can also be directed against other an-
tigens, including bactericidal/permeability-increasing (BPI) 
protein, lactoferrin (LF), human neutrophil elastase (HNE), ca-
thepsin G, and azurocidin, but their clinical significance is not 
well characterized. Although ANCAs are associated with vascu-
litis, titers are not reliable for monitoring disease status because 
there is no clear relationship with remission or relapse.

Transfer of MPO-ANCA in humans (maternal–fetal route) 
and animal models (necrotizing pauciimmune glomerulone-
phritis after passive transfer of purified antibody or splenocytes 
from MPO-deficient mice immunized with purified murine 
MPO) has resulted in features typical of MPA.13 By contrast, 
the pathogenicity of antiPR3 antibodies is less well established. 
In one animal model of autoimmune-prone nonobese diabetic 
(NOD) mice, immunization with recombinant mouse PR3 
(rmPR3) in complete Freund’s adjuvant (CFA) had no clinical 
effect but resulted in high levels of circulating c-ANCA; trans-
fer of splenocytes from these immunized animals into mice with 
severe combined immunodeficiency (SCID) resulted in vasculi-
tis and severe segmental and necrotizing glomerulonephritis.14

Transfer of splenocytes from the CFA-alone-immunized mice 
(controls) resulted in no disease, further suggesting that disease 
development depends on PR3-specific immune responses. In a 
second model of PR3-ANCA vasculitis, based on animals with 
a human–mouse chimeric immune system,15 more than 70% of 
mice treated with IgG from patients with antiPR3 AAV (as com-
pared with IgG from patients with non-vasculitic renal disease; 
or healthy controls) developed mild kidney disease with glomer-
ular hypercellularity and focal pulmonary hemorrhage. Fifteen 
(83%) mice treated with antiPR3 IgG later showed mild kidney 
disease with glomerular hypercellularity, and 3 (17%) had severe 
glomerular injury. In the lungs, 13 (72%) showed areas of fo-
cal pulmonary hemorrhage, whereas lungs of the control group   
(n = 8) appeared normal (P < .01). There were no granuloma-
tous lesions, but because granulomatous lesions are dependent 
on a robust T-cell–mediated response, the authors argued that 
a refinement of the model to include greater levels of chimerism 
and administration of interleukin-7 (IL-7)–Fc protein to aug-
ment T-cell development would be required to study this.15

Even though these studies strongly support a pathogenic role 
for ANCA, conventional serological assays fail to detect ANCA 
in some patients with classic clinical and pathological features of 
AAV, and titers do not correlate well with disease activity. Roth 
et al. examined MPO epitopes specificities,16 reporting 25 dif-
ferent epitopes bound by anti-MPO antibodies; although some 
epitopes were associated with active disease, others were either 
not specific to active disease or not associated with disease at 
all. Igs purified from patients with ANCA-negative vasculitis 
could bind to a specific MPO epitope. Furthermore, the absence 
of ANCA in some patients could be explained by competitive 
binding to a fragment of ceruloplasmin (CP), the natural in-
hibitor of MPO. This CP fragment decreased anti-MPO447–459 
autoantibody reactivity by 30% to 50%, whereas full-length CP 
did not have any effect.16 ANCAs are reported in small numbers 
of healthy individuals. How the pathogenic transformation of 
ANCA occurs is still unclear, but it is probably a multifacto-
rial process requiring a complex interaction among genetics, the 
environment, and the immune system facilitating a break in im-
mune tolerance.

GENETICS
There has been significant progress in the understanding of AAV 
genetics following the publication of two GWAS.17 The stron-
gest human leukocyte antigen (HLA) association is with the 
HLA-DPB1 haplotype, especially for the PR3-ANCA–positive 
subgroup, regardless of the clinical diagnosis.18 Further analysis 
has revealed an association between MPO-ANCA and a single 
nucleotide polymorphism (SNP) in the HLA-DQ region, which 
had probably been masked previously as a result of the small 
number of MPO-ANCA–positive patients included in initial 
analyses. Other HLA associations are reported, such as HLA-
DRB1*09:01 and HLA-DQB1*03:03 in Japanese patients with 
MPA. Less robust findings, not replicated in other studies, in-
clude a protective effect of HLA-DR13(6) and HLA-DR1, but an 
increased proportion of HLA-DR4 in Dutch patients with GPA 
compared with controls18; HLA-DRB1 in PR3-ANCA-positive 
(but not MPO-ANCA) patients18; HLA-B50, HLA-DR1, HLA-
DR9, HLA-DQw7, and HLA-DR3 in GPA.18 In EGPA, the most 
robust association is with HLA-DRB4. Overall, there is evidence 
for genetic susceptibility to AAV, related to specific SNPs in 
the HLA region. Other genetic associations with GPA include 
PRTN3, SERPINA 1, PTPN22, and CTLA4.

PR3 is either stored in neutrophil azurophilic granules or ex-
posed on the cell membrane (where it can interact directly with 
ANCA). Although the proportion of neutrophils displaying 
membrane PR3 (mPR3+) is stable over time, surface expression 
of PR3 may be enhanced. The percentage of mPR3+ neutrophils 
is genetically determined. Schreiber et al. showed that among 
125 healthy controls, 35 patients with GPA, 15 patients with 
other inflammatory diseases, and 27 pairs of monozygotic (MZ) 
and dizygotic (DZ) twins, the percentage of mPR3+ neutrophils 
correlated significantly in MZ twins (but not in DZ twins) and 
the heritability percentage was estimated as 99%. Furthermore, 
the absolute number of PR3 molecules expressed on the cell 
membrane was correlated among MZ (but not DZ) twins, with 
a heritability estimate of 96.7%.18 Following neutrophil activa-
tion and enzyme release, PR3 can mediate direct tissue damage. 
α1-antitrypsin, encoded by the gene SERPINA1 (found on chro-
mosome 14), is the major inhibitor. Two α1-antitrypsin alleles, 
Z and S, are associated with low enzymatic activity. A significant 
correlation with the Z allele (odds ratio [OR] 0.3; P = 1.25 ×
10−5), but not the S allele, is reported in PR3-ANCA–positive 
patients with GPA.18 PRTN3 (the gene encoding PR3) is associ-
ated with GPA, especially among patients who are PR3-ANCA-
positive.18

The 620WPTPN22 variant of PTPN22 (encoding lymphoid 
tyrosine phosphatase) correlates with abnormal regulatory CD4 
T regulatory cell (Treg) function, increased humoral activity, and 
enhanced neutrophil function in patients with GPA.19 CTLA-4 
(encoding cytotoxic T lymphocyte antigen-4) polymorphisms 
are associated with GPA.19 CTLA-4 is a negative regulator of   
T-cell activation, which competes with the costimulatory mole-
cule CD28 for binding of CD80 or CD86 on antigen-presenting 
cells (APCs). Abatacept, a monoclonal antibody (mAb), contain-
ing the binding domain of CTLA-4, reduces CD28–CD80/CD86 
interaction and, therefore, T-cell stimulation—which could ex-
plain its potential benefit in a small trial of non–life-threatening 
GPA.20 Haplotypes of IL-10 (a pleiotropic cytokine with com-
plex and multiple effects in immune modulation) are associated 
with several immunological disorders, including systemic lupus 
erythematosus (SLE), rheumatoid arthritis (RA), and giant cell 
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risk of relapse. Maintenance treatment with trimethoprim-sul-
famethoxazole (cotrimoxazole) has been shown to reduce the 
incidence of relapse in a double-blind, placebo-controlled study 
in patients with GPA, where a maintenance dose of 960 mg two 
times daily of trimethoprim-sulfamethoxazole resulted in a 60% 
reduction in relapse. However, this has not been replicated in 
other studies. The mechanism for the pathogenic role of S. au-
reus is still unclear. Potential pathways include stimulation of 
B and/or T cells by S. aureus superantigens (SAgs); polyclonal 
activation of B cells by cell wall components of the bacterium, 
resulting in persistence of ANCA; and neutrophil priming lead-
ing to surface expression of PR3.25

Although parvovirus B19 has been proposed as a trigger for 
AAV in a few case reports, a case-control study failed to demon-
strate any association because IgG antibodies to parvovirus B19 
were detected equally in the sera of patients with AAV and con-
trol subjects, and all 13 patients with AAV and 39 controls were 
negative for IgM antibodies and viral DNA.26 Hepatitis B virus 
(HBV) is implicated in the pathogenesis of PAN,27 but there is 
no evidence to support a role for HBV or HCV in AAV.

Lysosomal-associated membrane protein 2 (LAMP-2) is a 
heavily glycosylated type 1 membrane protein, abundant on 
neutrophil and endothelial cell surfaces, which shuttles be-
tween lysosomes and the cell membrane. LAMP-2 cross-reacts 
with FimH, a gram-negative adhesin, which facilitates bacte-
rial entry to host tissues. Preliminary studies have suggested a 
role for LAMP-2 in small-vessel vasculitis. The LAMP-2 epi-
tope P41 to 49 has been reported to have a 100% homology 
with amino acids 72 to 80 of mature FimH.28 Antibodies to 
human LAMP-2 have been shown to injure human microvas-
cular endothelium in vitro and induce focal necrotizing glo-
merulonephritis (FNGN) in rats; immunization with FimH-
induced pauciimmune FNGN associated with antibodies that 
bound human and rat LAMP-2; furthermore, patients with 
pauciimmune FNGN were found to have an increased likeli-
hood of infections with FimH-expressing bacteria shortly be-
fore presentation of their FNGN.28 LAMP-2 antibodies were 
found in patients with active disease or relapse but not in those 
in remission.28 More recently, LAMP2-ANCA have been re-
ported in 35% of children with small vessel vasculitis but not 
associated with disease severity.29 Although this a promising 
new explanation for some cases of small-vessel vasculitis, the 
lack of replication of these findings makes them hard to sub-
stantiate.

CpG-oligodeoxynucleotides (ODN) is a short synthetic 
DNA containing unmethylated CpG motifs, highly prevalent in 
bacterial DNA, and recognized by Toll-like receptor 9 (TLR9), 
which is expressed by a variety of cells in the immune system. 
TLR9 triggering results in proinflammatory IL production. It 
has been reported that CpG motifs and IL-2 exposure can in-
duce B lymphocytes to proliferate, increase antigen presenta-
tion, produce a range of cytokines, and differentiate into Ig-pro-
ducing cells, ultimately leading to ANCA production.30

DRUG INDUCED ANTINEUTROPHIL CYTOPLASMIC 
ANTIBODY-ASSOCIATED VASCULITIDES
The most commonly implicated drugs that can induce an 
AAV-like syndrome are propylthiouracil (PTU), hydralazine, 
levamisole-adulterated cocaine, TNF inhibitors, sulfasalazine, 
D-penicillamine, and minocycline (Fig. 59.1).

arteritis. IL-10 production is largely (50% to 70%) determined 
by genetic factors, and elevated plasma levels are reported in 
EGPA but not in GPA.21 Wieczorek et al. evaluated the impact of 
functionally relevant IL-10 polymorphisms in 403 patients with 
GPA, 103 with EGPA (compared with 507 controls).21 There 
was a significant association with the 3575/1082/592 TAC hap-
lotype—part of the extended ancient haplotype of IL-10.2—in   
ANCA-negative EGPA but not in GPA.21

EPIGENETICS
Genetic factors alone are not enough to explain the range of 
phenotypic presentations in AAV. Epigenetic dysregulation is 
increasingly recognized as a contributor to immune-mediated 
diseases. Epigenetics relate to heritable changes in gene func-
tion, without altering the DNA sequence. Most prominent epi-
genetic changes are DNA methylation, histone alterations, and 
microRNAs (miRNAs). Epigenetic modifications can be stable 
over time or can respond to developmental and environmen-
tal triggers, leading to phenotypic aberrances. Central to the 
pathogenesis of AAV is a dysregulated immune response re-
sulting in ANCA production and aberrant expression of their 
target autoantigens, MPO and PR3. The expression of MPO 
and PR3 occurs primarily during early neutrophil develop-
ment to produce intragranular constituents and is silenced in 
mature cells. However, in AAV, expression remains active. One 
epigenetic change that helps explain this is the reduced levels 
of the H3K27me3 histone modification at both the MPO and 
PR3 gene loci. H3K27me3 histone is associated with transcrip-
tional silencing in patients with AAV compared with healthy 
individuals.22

ENVIRONMENTAL AND INFECTIOUS TRIGGERS
Genetic and epigenetic modifications may render a patient sus-
ceptible to developing disease in the presence of an appropriate 
trigger. Several triggers have been associated with AAV, includ-
ing toxins, viral and bacterial infections, and some licit and il-
licit drugs.

Silica dust exposure has been associated with the develop-
ment of AAV and other autoimmune diseases, such as SLE, 
RA, and scleroderma, as demonstrated in a recent large epide-
miological survey of almost three million individuals.23 Silica 
is an abundant earth material found in sand, grain, grass, and 
wool. Processing these materials may expose workers to respi-
rable crystalline silica. Silica-induced ANCA-positive disease is 
often associated with p-ANCA, targeting MPO, and the clini-
cal presentation is usually MPA rather than GPA.23 The mecha-
nism by which silica exposure triggers the development of AAV 
is not fully understood. In vitro, silica can activate monocytes 
and macrophages, releasing cytokines, such as IL-1 and tumor 
necrosis factor (TNF), as well as releasing oxygen radicals and 
lysosomal enzymes, including PR3 and myeloperoxidase. Fur-
thermore, silica can inactivate α1-antitrypsin. Asbestos, another 
silicon-containing mineral, has been suggested as a trigger for 
AAV in a small case-control study of 31 patients (22 GPA, 8 
MPA, 1 EGPA) and 30 healthy controls; three patients had prior 
exposure to asbestos versus none of the controls.24 There are few 
published studies investigating the potential pathogenic role of 
asbestos in the development of AAV.

It is estimated that 63% of patients with GPA are chronic na-
sal carriers of Staphylococcus aureus, resulting in an increased 
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Propylthiouracil
The most commonly described drug associated with the pres-
ence of ANCA is PTU. PTU is used to treat hyperthyroidism 
and was the first drug described to induce a condition mimick-
ing AAV in the 1990s. Even though its use has declined over 
time, reports of PTU-induced AAV still emerge. Clinically, 
PTU-induced AAV may manifest as acute kidney injury caused 
by pauci-immune necrotizing and crescentic glomerulonephri-
tis in addition to respiratory tract, joint, and skin diseases.

Reports of the proportion of patients who develop ANCA 
as a result of exposure to antithyroid medications varies wide-
ly from 4% to 46%; by contrast, the prevalence of antithyroid 
drug-induced AAV is much lower (0% to 1.4%). Although PTU 
is the most commonly reported antithyroid drug, methimazole 
and carbimazole have also been implicated. In a study by Noh 
et al,31 the estimated annual incidence of antithyroid drug-in-
duced vasculitis was 0.53 to 0.79 patients per 10,000 patients 
with Graves disease, especially for patients receiving PTU; the 
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ratio of the estimated incidence for methimazole and PTU was 
1:39. Most patients with PTU-induced ANCA will not develop 
clinical features of vasculitis. Patients with PTU-induced AAV 
(usually MPO-positive) are younger, more commonly female 
compared with those with primary AAV, and usually have sig-
nificantly higher anti-MPO ANCA titers compared with pa-
tients without vasculitis. Other ANCA subtypes may be found, 
including HNE-ANCA and LF-ANCA; however, when PTU-
induced AAV develops, MPO-ANCA is usually present, regard-
less of the existence of other forms of ANCA. The pathogenesis 
of AAV related to antithyroid drugs is unclear. PTU is predomi-
nantly metabolized in the liver, but a proportion is modified 
by MPO in neutrophils.32 Neutrophils are responsible for NET 
formation, and PTU can induce abnormal configured NETs in 
vitro; these abnormal NETs cannot easily be released into liq-
uid phase and are not effectively digested by DNase I, therefore, 
remaining in the tissue.33 Immunization of rats with abnormal 
NETs results in production of MPO-ANCA.33

Hydralazine
Hydralazine is widely used to treat hypertension, acting as 
a smooth muscle relaxant and causing arterial and arterio-
lar vasodilation. It has been implicated in the development of 
drug-induced SLE and AAV. High titers of MPO-ANCA, ANA, 
anti-double-stranded DNA (dsDNA), and anti-histone anti-
bodies are found; hypocomplementemia is also frequent. The 
underlying mechanism of action for hydralazine-induced AAV 
is not clear. One potential pathway by which hydralazine acts is 
through reverse epigenetic silencing of tumor suppressors but 
also potentially of MPO and PR3.

Levamisole-Contaminated Cocaine
It is commonplace for illicit drugs, such as cocaine, to be com-
bined with adulterants, such as levamisole, in an effort to in-
crease profits. Levamisole is similar in physical appearance and 
has possible potentiating effects on levels of dopamine in the 
central nervous system. It is estimated that more than 75% of 
cocaine users in the United States are exposed to levamisole.

Clinical manifestations of AAV induced by levamisole-con-
taminated cocaine include constitutional features; arthralgia; 
retiform purpura involving the ears, face, and extremities; and, 
less commonly, renal and lung diseases. Laboratory abnormali-
ties include leukopenia, neutropenia, and high-titer p-ANCA, 
directed against MPO-ANCA or against atypical p-ANCA–as-
sociated antigens, such as HNE, LF, and cathepsin G. PR3-AN-
CA, ANA, and antiphospholipid autoantibodies have also been 
described in these patients. This multiplicity of antibodies helps 
distinguish AAV induced by levamisole-contaminated cocaine 
from primary AAV, which usually targets just one antigen.

Levamisole has an estimated mean half-life of 5.6 hours; 
therefore, serum testing is likely to be negative if the most re-
cent exposure occurred over 24 hours prior to sample collec-
tion. Urinary detection of levamisole is highly suggestive of 
drug-induced disease and is useful if exposure occurred less 
than 48 hours prior to testing.

The mechanism by which levamisole-contaminated cocaine 
induces AAV is unclear. Levamisole, like PTU, could serve as a 
substrate for MPO to form reactive metabolites that might in-
duce autoimmunity. Levamisole can enhance NETosis through 
engagement of muscarinic (subtype 3) receptors; furthermore, 
NETs generated by levamisole can induce endothelial cell death 
and vascular dysfunction by disrupting normal endothelium-

dependent vasorelaxation. Abusing cocaine without levamisole 
can also trigger a syndrome mimicking AAV. The clinical pre-
sentation can be identical to that of patients with GPA, although 
cerebral angiitis, urticarial vasculitis, and EGPA-like syndromes 
have also been described. In GPA-like vasculitis, patients typi-
cally present with cutaneous vasculitis, nasal septal destruction, 
and pauci-immune crescentic glomerulonephritis. The autoan-
tibody profile usually includes c-ANCA with PR3 specificity, al-
though there are reports of cases with negative ANCA or p-AN-
CA with PR3 specificity. In these cases, the target of p-ANCA 
may be atypical, such as HNE.34

Cocaine-induced midline destructive lesions (CIMDLs) in 
the upper respiratory tract mimic limited forms of GPA.35 Pa-
tients with CIMDLs may present with or without ANCA, and 
when ANCA-positive, the pattern often varies. Some patients 
are positive for c-ANCA with PR3 specificity, but more often, 
patients with CIMDLs present p-ANCA with specificity for 
atypical ANCA, such as HNE. Wiesner et al. reported that 76% 
of the patients with CIMDLs were ANCA-positive (mostly p-
ANCA): 57% had PR3-ANCA and 86% had HNE-ANCA; this 
compares with the absence of HNE-ANCA in GPA and MPA, 
suggesting that the presence of HNE-ANCAs may be helpful in 
distinguishing CIMDL from GPA.36

Table 59.2 provides a summary of the most significant asso-
ciations between drugs and ANCA or AAV. The management of 
all forms of drug-induced AAV is withdrawal of the offending 
agent, supportive measures, and, in severe cases, immunosup-
pression, dialysis, and plasma exchange.

LOSS OF B- AND T-CELL TOLERANCE IN 
ANTINEUTROPHIL CYTOPLASMIC ANTIBODY-
ASSOCIATED VASCULITIS
The imbalance of effector and Tregs underpins the autoimmune 
dysregulation seen in AAV with multiple alterations in the cir-
culating T-cell population. Patients with AVV have a reduced 
number of circulating Tregs,37 which are functionally impaired, 
and an expanded population of CD4 effector memory T cells 
with an increased number of activated T cells.38 Persistence of 
CD4 T-cell activation in peripheral blood correlates with dis-
ease severity.39Aberrant T helper (Th) polarization, with an in-
crease in proinflammatory Th17 responses, further contributes 
to vascular injury.39 It has been suggested that these alterations 
to the peripheral T-cell compartment could be influenced by 
environmental factors, such as infection.

The discovery of B cells in the inflammatory lesions in AAV 
together with the success of B-cell depletion therapies sug-
gests that B cells play a significant role in the pathogenesis of 
AAV; however, the exact mechanism of this involvement is still 
not known. Regulatory B cells are reduced in AAV, whereas   
B-lymphocyte stimulator (BLyS) levels are significantly increased, 
thereby promoting B-cell differentiation, proliferation, and sur-
vival.40 B cells may play a number of roles in AAV: as precursors to 
antibody-producing plasma cells, as APCs, producing proinflam-
matory mediators, or in costimulation of T cells.

ROLE OF NEUTROPHILS
In addition to containing the antigens for ANCA, activated neu-
trophils release many mediators that modulate the inflammato-
ry response and can directly contribute to tissue inflammation, 
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TABLE 59.2 Drug-Induced Vasculitis Associated With Antineutrophil Cytoplasmic Antibody 
Positivity—Implicated Drugs, Proposed Mechanisms of Action and Laboratory Findings

Drug/Class Proposed Mechanism of Action IF Pattern
ANCA 
Serotype

Other ANCA 
Autoantigens

Other 
Antibodies Ref.

Allopurinol Limited data p-ANCA MPO-ANCA — ANA Jia et al.50

Anti–TNF 
(ADA, ETN, 
IFX)

TNF may induce the formation of immune 
complexes, activation of complement and 
mediate inflammation by switching from a 
cytokine response of T-helper type 1 to type 
2, upregulating antibody production

p-ANCA
c-ANCA

MPO-ANCA
PR3-ANCA

— ANA Rowley et al.51

Benzylthio-
uracil

Limited data p-ANCA MPO-ANCA HNE
LF

— Leung et al.52

Carbimazole Limited data p-ANCA MPO-ANCA — —
c-ANCA PR3-ANCA

Cocaine Enhanced formation of NETs enriched in 
neutrophil elastase and inflammatory mito-
chondrial DNA with enhanced release of B 
cell–activating factor belonging to the TNF 
family (BAFF)

c-ANCA
p-ANCA

PR3-ANCA HNE — Holden et al.40

and Nakazawa 
et al.41

D-penicilla-
mine

Limited data p-ANCA MPO-ANCA HNE
LF

ANA
Anti-dsDNA 

abs

Schulte et al.53

Hydralazine Hydralazine mediated reversal of epigenetic 
silencing of MPO and PR3, with subsequent 
increased expression of both autoantigens.
Induction of cytotoxic products and neu-
trophil apoptosis mediated by hydralazine 
binding MPO

P-ANCA MPO-ANCA
PR3-ANCA

HNE
LF

ANA
Anti-dsDNA 

abs Antihis-
tone abs

Anticardiolipin 
abs

Levamisole 
contaminat-
ed cocaine

Enhanced NETosis through engagement of 
muscarinic subtype 3 receptor

Metabolism of levamisole by MPO with forma-
tion of reactive metabolites

Genetic susceptibility to agranulocytosis in 
HLA B27+ patients

p-ANCA
c-ANCA

MPO-ANCA
PR3-ANCA 

(double 
+ is very 
common)

HNE
Cathepsin G
LF

ANA
Anticardiolipin 

abs

Holden 40 and 
Cid et al.54

Methimazole Limited data p-ANCA
c-ANCA
Atypical 

ANCA

MPO-ANCA
PR3-ANCA

HNE ANA Yalcinkaya 
et al.55 and 
Sansonno et 
al.56

Minocycline Minocycline oxidation by MPO, with abnor-
mal production of reactive metabolites and 
modification of enzymatic activity, triggering 
the induction of ANCA

Cytotoxicity leading to premature apoptosis 
of neutrophils, with abnormal release of 
nucleosomes and drug-modified proteins 
(including myeloperoxidase, elastase, LL37, 
and HMGB1), which can be bound to NETs 
triggering lupus/vasculitis via type I IFN 
production

p-ANCA
Atypical 

ANCA

MPO-ANCA
PR3-ANCA

HNE
Cathepsin G
BPI

ANA
Anti-dsDNA 

abs

Varricchi et al.57

PTU Cross-reactivity between anti-thyroperoxidase 
(anti-TPO) antibody and MPO.

Alteration of NET configuration
PTU-induced structural change in MPO, which 

serves as a neoantigen
Metabolism of PTU by MPO (in the presence 

of H2O2 and Cl−) into strong toxic metabo-
lites. Subsequent binding to neutrophils 
proteins and recognition by T cells with B 
cells activation, resulting in autoantibody 
production

Competitive inhibition of MPO oxidation activ-
ity by PTU, in a dose dependent manner

p-ANCA
atypical 

ANCA

MPO-ANCA
PR3- ANCA

HNE
LF
BPI
Azurocidin
Cathepsin G

ANA
Antihistone 

abs
Anticardiolipin 

abs

Wang and 
Tsai27, 
Yalcinkaya et 
al.55, Craven 
et al.58, and 
Walsh et al.95

Sulfasalazine Sulfasalazine-induced neutrophil apoptosis, 
with subsequent membrane expression of 
PR3 and MPO

p-ANCA
c-ANCA

MPO-ANCA
PR3-ANCA

LF ANA
Anti-dsDNA 

abs

Jia et al.50 and 
Luqmani and 
Ponte59

abs, Antibodies; ADA, Adalimumab; ANA, antinuclear antibodies; ANCA, antineutrophil cytoplasmic antibody; BAFF, B cell activating factor; BPI, bactericidal permeability increasing 
protein; dsDNA, double-stranded DNA; ETN, etanercept; HLA, human leukocyte antigen; HNE, human neutrophil elastase; IF, immunofluorescence; IFN, interferon; IFX, infliximab; 
LF, lactoferrin; MPO, myeloperoxidase; NET, neutrophil extracellular trap; PTU, propylthiouracil; PR3, proteinase 3; Ref, references; TNF, tumor necrosis factor.
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vascular injury, and damage in AAV via phagocytosis, degranu-
lation, and cytokine production. Neutrophils release B cell–ac-
tivating factors (BAFFs) that enhance B-cell proliferation and 
retard apoptosis. Neutrophils from patients with AAV are more 
prone to spontaneous release of NETs.41 In the normal immune 
system, NETs consist of chromatin fibers released from dy-
ing neutrophils and are designed to trap and kill extracellular 
pathogens. NETs not only contain proinflammatory proteins 
that directly cause endothelial cell damage and complement ac-
tivation, but also form a link between innate and adaptive im-
munity via providing access to MPO and PR3.

ROLE OF COMPLEMENT
Despite the apparent paucity of immune complexes in AAV, 
complement (and in particular, activation of the alternative 
complement pathway) plays a crucial role in the pathogenesis 
of AAV. When primed neutrophils are activated by ANCA, they 
produce complement pathway (C5a), which, in addition to re-
cruitment, primes additional neutrophils for further activation 
by ANCA.42 C3a, C5a, and soluble C5b-9 levels are elevated in 
active disease; plasma levels of complement factor H, a regu-
lator of the alternative complement pathway, are significantly 
lower in patients with active AAV.43 Low serum levels of C3 at 
diagnosis are associated with a worse prognosis.44 There is also 
a suggestion that C5a may play a role in the hypercoagulability 
associated with active AAV.

PATHOGENESIS OF KAWASAKI DISEASE
The incidence of KD is highest in East Asian countries, such 
as Japan, Korea, and Taiwan. The incidence in Japanese chil-
dren is 10-fold higher compared with that in the United States.   
Japanese data show a seasonal variation in incidence, with an 
increase seen in the winter; furthermore, siblings of patients 
with KD are at increased risk of disease compared with the gen-
eral population,45 and the risk of sibling patients is increased 
among patients whose parents previously had the disease.46 KD 
shows geographical clustering, with shared clinical features be-
tween clusters of disease. These findings support a role for an 
infectious environmental trigger, together with genetic suscep-
tibility. Several disease susceptibility genes have been identified, 
including genes that affect the function of molecules involved 
in the calcineurin-nuclear factor of activated T cells (NFATs) 
pathway; transforming growth factor-β (TGF-β) lipopolysac-
charide-induced endothelial cell inflammation pathways; and 
genes encoding Fcγ receptors, such as ITPKC, FAM167-BLK, 
CD40, FCGR2A, HLA, CASP3, TGFB2, TGFBR2, SMAD3, and 
PLCB4/PLCB1.47 CD40 and FCGR2A have been associated with 
disease susceptibility in Europeans.

SNPs identified within the ITPKC and PLCB4/PLCB1 genes 
are associated with the risk of coronary artery aneurysms.47 
ITPKC and CASP3 SNPs are associated with lack of response to 
intravenous immunoglobulin (IVIG) treatment.47 ITPKC is a 
negative regulator of T-cell activation via downregulation of the 
Ca2+/NFAT signaling pathway. The SNP located in the intron of 
ITPKC regulates splicing, decreasing negative regulation of T cells 
and leading to increased T-cell activation and IL-2 production.47

TNF, nuclear factor-κB (NF-κB), IL-17, TGF-β, interferon-γ
(IFN-γ), granulocyte–colony-stimulating factor (G-CSF),   
IL-1β, IL-6, follistatin-like protein 1, and TLR2 are reported to 
be elevated in patients with KD.48,49 In the acute phase of disease, 

circulating IL-17 levels and IL-17–induced cytokinesis are in-
creased, suggesting an imbalance between Th17 and Tregs. Th17 
levels are higher in children with coronary lesions.50 There is 
evidence for marked activation of cytotoxic and Th lymphocytes 
and dendritic cells, with upregulation of type I IFN responses, 
supporting a possible viral etiology of KD—based on a tran-
scriptomic study of patients who died or who were undergoing 
heart transplantation.51

KD has been suspected to be triggered by bacterial or vi-
ral infections, but no single causative agent has been identi-
fied. It has been suggested that SAgs are implicated. Several 
microorganisms can produce SAgs, including bacteria (e.g., 
staphylococci, streptococci, mycobacteria, Mycoplasma, Yer-
sinia, Lactobacillus) and viruses (e.g., Epstein-Barr virus). SAg-
producing bacteria have been isolated from children with acute 
KD, including toxic shock syndrome toxin 1 (TSST-1) produc-
ing S. aureus and pyrogenic exotoxin–producing Streptococ-
cus.52 In a mouse model involving injections of intraperitoneal 
Lactobacillus casei, disease could not be induced in recombinase 
activating gene-1–deficient mice, implicating T cells as critical 
drivers of the disease process.53

Pathogenesis of Polyarteritis Nodosa
The pathogenesis of idiopathic PAN is unknown; clinical re-
sponses to immunosuppressive therapy strongly support an 
underlying immunological mechanism. Elevated levels of IL-2,   
IL-8, IFN-γ, TNF, and IL-1β have been reported in PAN, as well 
as elevated levels of circulating soluble adhesion molecules, 
such as intercellular adhesion molecule-1, vascular cell adhe-
sion molecule-1, and E-selectin, suggesting that endothelial cell 
activation could perpetuate and potentiate the inflammatory 
milieu. IFN-γ and TNF increase the expression of class I major 
histocompatibility complex (MHC) antigens and induce MHC 
class II expression, resulting in antigen presentation to T cells. 
In one study of 24 patients with idiopathic PAN, macrophages 
and CD4 T lymphocytes were the predominant cell types found 
in lesions. T lymphocytes were more abundant in nerve biopsy 
specimens compared with muscle biopsy specimens (52% vs 
35%; P < .001), while macrophages were predominant in mus-
cle specimens (45% vs 33%; P = .005). Histologically, T lym-
phocytes were distributed throughout the vessel wall, whereas 
macrophages predominated in the periphery.54

In HBV-induced PAN, there is direct injury to the vessel wall 
as a result of viral replication27 and deposition or in situ forma-
tion of immune complexes, which activate complement, thereby 
recruiting and activating neutrophils. The immunological pro-
cess usually occurs within 6 months of HBV infection. During 
the active phase of disease, complement levels are low, consis-
tent with complement consumption resulting from immune-
complex deposition.

Alterations in the MEFV gene (encoding pyrin) may repre-
sent an important susceptibility factor for PAN. Pyrin is critical-
ly important in regulating IL-1β production; mutations of pyrin 
may be associated with loss of regulation of inflammatory path-
ways via apoptosis and IL-1β release, resulting in augmented 
inflammation, similar to patients with familial Mediterranean 
fever, who can be carriers of MEFV mutations.55

PATHOGENESIS OF CRYOGLOBULINEMIC VASCULITIS
The pathological hallmark of cryoglobulinemic vasculitis is depo-
sition of cold-precipitating Igs in small vessels, resulting in vas-
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cular inflammation and damage. In most patients, chronic HCV 
infection is the trigger, but cryoglobulinemic vasculitis can also 
occur in the context of other chronic infections and in some au-
toimmune rheumatic diseases and lymphoproliferative disorders.

HCV plays several important roles in the pathogenesis of 
cryoglobulinemic vasculitis. HCV glycoproteins interact directly 
with B-cell surface receptors, lowering the activation threshold 
and resulting in polyclonal activation and expansion of B cells.56

Circulating, clonally expanded B cells produce monoclonal IgM 
rheumatoid factor (RF). Mixed cryoglobulins contain a monoclo-
nal IgM RF directed against the Fc segment of IgG and polyclonal 
IgG. When IgM RF is exposed to cold conditions, it undergoes 
conformational changes, resulting in cryoprecipitation. Cold-
insoluble immune complexes are formed predominantly by IgM 
RF linked to IgG (which, in turn, is bound to HCV core protein). 
Cryoglobulinemic vasculitis should be considered an antigen-
driven disease, because HCV persistence ensures sustained lym-
phoid proliferation and continued cryoglobulin production.

C1q protein levels and C1q binding are significantly in-
creased in cryoglobulinemic vasculitis. C1q is required for 
binding of immune complexes to endothelial cells. Although 
mixed cryoglobulins can be detected in up to 60% of patients 
with chronic hepatitis C, cryoglobulinemic vasculitis occurs 
only in a minority, suggesting that host factors must be equally 
important in the pathogenesis of the disease.

PATHOGENESIS OF EOSINOPHILIC 
GLOMERULONEPHRITIS WITH POLYANGIITIS
Despite the established role of ANCA in GPA and MPA, the 
pathogenic role of ANCA in EGPA is less clear. In EGPA, only 
30% to 40% of patients are ANCA-positive; the presence or ab-
sence of ANCA in EGPA defines distinct clinical phenotypes. The 
pathological hallmark of EGPA is prominent tissue and periph-
eral blood eosinophilia, suggesting a central pathogenic role for 
the eosinophil. EGPA is considered to be Th2 mediated, given the 
striking early allergic manifestations, together with the marked 
increase in circulating Th2 cytokines, including IL-5, which plays 
a crucial role in eosinophil differentiation in bone marrow, as well 
as recruitment and activation of eosinophils at sites of inflamma-
tion. IL-5 could delay apoptosis of eosinophils and modulate the 
function of mast cells and basophils.57 Elevated levels of IFN-γ
(a potent Th1 cytokine involved in granuloma formation) pro-
vide evidence for the involvement of other Th responses. Th17 
responses are upregulated, and B lymphocytes and humoral re-
sponses are likely to be important, given that B-cell depletion can 
induce remission and reduce circulating IL-5 and eosinophils.

The precise mechanisms of eosinophil-mediated inflamma-
tion in EPGA remain unclear. Eosinophils are granulocytic cells 
capable of releasing multiple proinflammatory cytokines, che-
mokines, and reactive oxygen species, which have direct effects 
on the vessel and perivascular tissues—including tissue fibrosis, 
thrombosis, and allergic inflammation. Indirect effects include 
recruitment and activation of other inflammatory cells to per-
petuate the inflammatory response.

CLASSIFICATION OF VASCULITIDES
Several sets of classification criteria have been published, the 
most recent being one by the American College of Rheumatology 
(ACR) in 1990. These are primarily for the purposes of epide-

miological studies or for defining patients for inclusion in clinical 
studies, rather than being used in clinical practice. However, as 
is often the case with classification criteria, they are misapplied 
as diagnostic criteria in daily practice and may fail to provide a 
clear-cut distinction between vasculitis and other conditions.58

An international effort is currently underway to develop im-
proved classification criteria as well as diagnostic criteria for 
patients with vasculitis or suspected vasculitis, and it is likely to 
lead to a new set of evidence-based criteria to improve diagnosis 
and classification of vasculitis in the future.59 There is consider-
able overlap between different forms of vasculitis. The group of 
patients with diseases clustered around the presence of ANCA 
share many features in common, particularly the presence of glo-
merulonephritis and pulmonary infiltrates. In the case of EGPA, 
patients also experience rhinitis, nasal polyps, asthma, and rashes 
and may develop mononeuritis multiplex or sensory peripheral 
neuropathy. In addition to renal and lung inflammation, patients 
with GPA typically suffer from upper respiratory problems, such 
as nasal crusting or discharge; subglottic stenosis; or hearing loss. 
Patients with MPA do not usually develop significant upper air-
way disease; their disease tends to be more limited to the kidneys 
and/or lungs. All of these conditions can also affect any other 
organs, such as skin. Skin is the most commonly affected site in 
most forms of vasculitis. This can vary from small infarcts around 
nail edges to purpura, ulcers, nodules, and even gangrene.

The development of consensus criteria for diagnosis by the 
Chapel Hill group has provided a more rational approach to de-
fine disease entities. They are not true classification or diagnostic 
criteria because they are not evidence based (they are consensus 
of opinion from several experts), but they have advantages over 
the 1990 ACR criteria. They were developed after recognition 
of ANCAs, which are an important part of the 2013 definitions. 
One of the major flaws of the ACR criteria is the failure to rec-
ognize MPA as an entity separate from PAN.59 This failure to 
separate PAN and MPA has probably prevented proper diagno-
sis, and it is a historical legacy from an assumption that almost 
all forms of vasculitis are, in fact, variations of PAN.

Furthermore, current classification criteria offer limited in-
formation about the severity, prognostication or relapse risk 
of AAV. Identifying and predicting organ involvement guides 
effective treatment of AAV. For example, while isolated orbital 
disease may be considered as limited disease, it is organ-threat-
ening and may also evolve to affect new organs—through a 
continuum of disease severity—thereby raising the question of 
whether all forms of AAV should be regarded as severe and be 
treated as such. Alternative classifications—involving MPO and 
PR3 ANCA serological subtypes—have been proposed to allow 
the opportunity to add new organ involvement if they occur, in 
turn recognizing the dynamic nature of AAV.60 This may help 
individualize cases and provide information about the sever-
ity and localization of lesions in order to guide more effective 
therapeutic decisions.

DIAGNOSIS
AAV are a group of three main entities: GPA, MPA, and EGPA. 
These three conditions overlap with many shared clinical fea-
tures. Figs. 59.2 and 59.3 describe clinical patterns in patients 
with MPA and GPA and show that there are many similari-
ties, with a dominance of kidney and lung involvement in both 
conditions. EGPA is characterized by eosinophilia, late-onset 
asthma, and neuropathic involvement, but cardiac involvement 
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may develop in a subset of patients with EGPA, particularly in 
association with hypereosinophilia. Systemic features, such as 
malaise, fever, weight loss, or myalgia, could be mistaken for 
a variety of other conditions, and it may delay recognition of 
disease. Patients with MPA can present just with isolated mi-
croscopic hematuria and hypertension, with nonspecific sys-
temic features. In contrast, patients with GPA typically suffer 
from upper airway problems, with nasal crusting, blood-stained 
discharge, sinusitis, or hearing loss. In anti-glomerular base-
ment membrane (anti-GBM) antibody disease, clinical features 
sometimes overlap with those of AAV, but the dominant features 
are pulmonary hemorrhage leading to hemoptysis and rapid 
deterioration in renal function. It is not entirely clear whether 
the anti-GBM disease should be regarded as vasculitis or vas-

culopathy, but it has been included in the current Chapel Hill 
Consensus definitions of a small-vessel vasculitis. Confusingly, 
some patients with anti-GBM antibodies also have ANCA.

The clinical course in MPA is typically acute, whereas GPA 
may remain undiagnosed for several months or even years be-
fore the upper airway and or lower airway symptoms are rec-
ognized as being related to vasculitis. For almost all forms of 
acute AAV, the differential diagnosis is infection, cancer, or drug 
toxicity. One of the drugs recently recognized to induce an AAV 
mimic is cocaine,61 which can cause local tissue necrosis, espe-
cially in the palate, leading to palatal and nasal septal perfora-
tion. Interestingly, cocaine can induce ANCA production and 
therefore can be a true mimic of AAV. Typically, the ANCA is 
directed against elastase or is nonspecific. The use of cocaine 
continues to grow worldwide and is an increasing public health 
concern. Cocaine-induced vasculitis is an important differential 
diagnosis to consider. Two distinct vasculitic syndromes have 
been described due to cocaine: CIMDL and AAV. The former 
occurs as a result of direct vasoconstriction effect of cocaine 
causing ischemic necrosis of the septal cartilage and perforation 
of the nasal septum, mimicking GPA. The latter, which can pres-
ent with high titers of p-ANCA and c-ANCA with MPO and/or 
PR3 positivity, is due to contamination of cocaine with levami-
sole; the main features being cutaneous involvement, arthral-
gia, otolaryngologic manifestations, agranulocytosis, and rarely 
renal involvement. Contamination of cocaine with levamisole 
is becoming a growing problem. Presumably, levamisole (a vet-
erinary anthelmintic agent) is a cheap white powder that can be 
mixed readily with cocaine but can cause an acute necrotizing 
vasculitis of skin and the extremities. A high degree of suspicion 
and awareness is needed in order to properly diagnose and treat 
these patients. Careful history taking, sometimes with sensitive, 
confidential, repeated questioning, may be required to eventu-
ally identify this as a cause of a patient’s condition. Cessation 
of cocaine and levamisole use is essential and may be the only 
step required to resolve this clinical condition.62 However, once 
palatal or nasal perforation has developed, patients may require 
local surgical repair.

Cryoglobulinemic vasculitis typically presents with purpuric 
lesions on the legs, and the lesions may ulcerate. Patients of-
ten complain of joint pains and malaise. Neuropathies can oc-
cur with either mononeuritis multiplex or sensory neuropathy; 
membranous glomerulonephritis is a recognized complication. 
Most cases appear to be associated with hepatitis C (more than 
90% in some series), and eradication of hepatitis C appears to be 
effective in reducing the manifestations of disease.

True PAN typically presents with neuropathies, systemic 
inflammation, and ischemic abdominal pain (difficulty eating 
because of medium-vessel supply to the gut and nerves). If it 
is associated with hepatitis B, the patient may or may not have 
obvious signs of liver disease.

Isolated cutaneous vasculitis typically presents as purpuric 
lesions, skin ulceration, or broken livedo, and biopsy of the skin 
will show typical changes of a necrotizing vasculitis.

KD usually presents in childhood as an acute illness, with re-
lapsing high fevers, significant lymphadenopathy, and a systemic 
inflammatory syndrome. The child typically has mucosal inflam-
mation with strawberry tongue; about 10 days after the onset, 
skin desquamation is a very typical feature. The most worrying 
feature of KD is the development of coronary artery aneurysms, 
which occur in around 2% to 4% of children and can be fatal, if 
untreated. This can be detected by using echocardiography.
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FIG. 59.2 Organ involvement in patients with granulo-
matosis with polyangiitis. ENT, Ear, nose, and throat; GPA, 
granulomatosis with polyangiitis. (Data compared across sev-
en cohorts—reviewed by Luqmani R, Ponte C. Antineutrophil 
cytoplasmic antibody associated vasculitides and polyarteritis 
nodosa. In: Bijlsma JWJ, Hachulla E, eds. EULAR Textbook on 
Rheumatic Diseases. London, UK: BMJ Publishing Group Ltd; 
2015:717-753, Chapter 27).75
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FIG. 59.3 Organ involvement in patients with microscopic 
polyangiitis. ENT, Ear, nose, and throat; MPA, microscopic 
polyangiitis. (Data compared across seven cohorts—reviewed 
by Luqmani R, Ponte C. ANCA associated vasculitides and 
polyarteritis nodosa. In: Bijlsma JWJ, Hachulla E, eds. EULAR 
Textbook on Rheumatic Diseases. London, UK: BMJ Publishing 
Group Ltd; 2015:717–753,Chapter 27.)75
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Laboratory Investigations
The investigation of patients with suspected small- or medium-
vessel vasculitis should follow a careful history and examination 
to determine the likely diagnosis and underlying illness. The 
differential diagnosis is very wide. It is important to be vigilant 
in looking for positive signs of vasculitis, but it is equally im-
portant not to forget to look for more common causes of the 
clinical presentation. Many of the studies performed can result 
in nonspecific findings, such as an elevated white blood cell 
count, platelet count, or the erythrocyte sedimentation rate. The 
C-reactive protein (CRP) level is typically raised. Patients may 
be anemic. Liver or, more importantly, renal function may be 
abnormal. The presence of hypereosinophilia can be suggestive 
of a diagnosis of EGPA, but there are other causes of hypereo-
sinophilia, particularly drug reactions. It is important to test re-
nal function in patients with suspected vasculitis in case there 
is nephritis, and it is always important to perform urinalysis for 
microscopic hematuria or proteinuria. Although these might be 
explained by the presence of a kidney infection or other causes, 
they raise a strong suspicion of glomerular inflammation. An 
abnormal urinary sediment in combination with hypertension 
should alert the physician to the possibility of kidney involve-
ment by small-vessel vasculitis. Since the 1980s, the discovery of 
ANCA4 has transformed the recognition of renal vasculitis, so 
that these patients can be managed more effectively.

Histology remains a critically important diagnostic test, not 
only to make a positive diagnosis but also to exclude other causes. 
Although histology from the airways can be nondiagnostic, this 
may still assist in ensuring that the patient does not have cancer, 
sarcoidosis, tuberculosis, or IgG4-related disease, all of which could 
present in a similar way with inflammation of the upper or lower 
airway. IgG4-related disease (IgG4-RD) is an important differential 
diagnosis due to its propensity to mimic AAV. For instance, nasal 
manifestations of IgG4-RD, causing chronic sinusitis and paranasal 
sinusitis, and orbital manifestations of IgG4-RD can be remarkably 
similar to limited GPA. The diagnosis of IgG4-RD is based on a 
combination of clinical presentation and histology. A histological 
diagnosis, the gold standard, requires demonstration of IgG4-pos-
itive plasma cells in tissue specimens and a ratio of IgG4-positive 
to total IgG-positive plasma cells greater than 40%. Accurate and 
swift diagnosis of IgG4-RD is important because potential irrevers-
ible tissue damage due to fibrosis may occur. Prolonged untreated 
inflammation due to IgG4-RD may also lead to amyloidosis, em-
phasizing the importance of timely recognition and treatment.63

Renal histology is still the gold standard to diagnose sus-
pected glomerulonephritis and may be useful in predicting the 
prognosis.64 Four categories of renal lesion have been proposed: 
focal, crescentic, mixed, and sclerotic. Follow-up of patients 
with different patterns has shown progressively worse renal out-
come from focal (the best) through to sclerotic (the worst) over 
the subsequent 5 years.

ASSESSMENT
The outcome of small- and medium-vessel vasculitis has been 
completely transformed by immunosuppressive therapy. With 
treatment almost all patients with KD recover from their initial 
illness. In AAV, more than 70% survive at least 5 years from start-
ing treatment. The majority of patients with PAN respond to ini-
tial therapy. However, the risk of recurrence of disease is high in 
small-vessel vasculitides. Relapse rates are likely to exceed 50% 
over time.2 Patients experience comorbidities as a consequence 

of the disease or its treatment. A central issue is their immuno-
compromised state, rendering them susceptible to infections. In 
the long term, small-vessel vasculitides and their treatment can 
be associated with effects on the cardiovascular system with in-
creased risk of hypertension, coronary heart disease, and stroke. 
Immunosuppressants given to patients can significantly improve 
disease control but may increase the risk of malignancy. The con-
tinued need for glucocorticoid therapy contributes to hyperten-
sion, diabetes, heart diseases, osteoporosis, and infection.

It is, therefore, obvious that careful evaluation of a patient’s 
status is required throughout the course of disease. Constant 
vigilance is required to detect and manage any flare-up of disease 
because the consequences of untreated inflammation of vessels 
to vital organs can be severe. Although for most patients, initial 
therapy is very successful and improvements in disease status is 
obvious to the patient, the subsequent disease course can be much 
more complicated because of comorbidities, the evolution of dis-
ease-related damage, and morbidity caused by treatment as well 
as disease flare-ups. There are no suitable biomarkers that can be 
universally applied in small- and medium-vessel vasculitides to 
determine the patient’s disease state to provide an evidence-based 
rationale for adjustment of therapy. ANCA titers fluctuate dur-
ing the course of disease, and although ANCA remains a very 
useful diagnostic test, its value in managing variations in disease 
activity is very limited. Up to 40% of patients have an elevation of 
ANCA without any new deterioration in clinical state, but a re-
cent study has shown that patients with renal involvement as part 
of their presentation are likely to have relapses associated with 
ANCA rises.65 Among 166 patients with AAV, all were positive for 
ANCA and 104 had renal involvement (a mixture of PR3-ANCA 
and MPO-ANCA). The hazard ratio for ANCA rises predicting 
subsequent relapse was 11.09 (CI 5.01 to 24.55), suggesting that 
this test may be of value in detection of future relapse in this sub-
set of patients. However, for most patients with systemic vasculi-
tis, careful clinical evaluation remains a cornerstone of effective 
disease management as recommended by the EULAR guidelines 
on management of systemic vasculitis.66

In simple terms, at the onset of the condition, disease activ-
ity is the dominant problem, and treatment should be directed 
toward it; but over the course of time, with the development of 
consequences of vasculitis or its treatment, there is an increas-
ing component of damage or scarring and also side effects of 
drug therapy. Similarly, different patients function at different 
levels with the same amount of disease, or damage, and there-
fore, the ability to perform normal tasks is an important compo-
nent of their overall condition to consider (Table 59.3).

KEY CONCEPTS
Assessment of Disease Activity in Vasculitis

• For small- and medium-vessel vasculitis in adults, version 3 and a spe-
cific version of the Birmingham Vasculitis Activity Score (BVAS) for 
GPA are used.

• BVAS version 3 is the most generic and applicable across different 
forms of vasculitis; BVAS for GPA has been specifically designed for 
use in GPA and contains very specific items related to that condition.

• During sequential monitoring, a time frame of 3 months is recom-
mended so that disease activity is considered to be of most relevance 
during this time. The time frame is based on pragmatic clinical ex-
perience that this is the usual time taken during which immunosup-
pressive therapy is likely to have a significant effect on active disease 
manifestations. 
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TABLE 59.3 Assessing Disease Activity in Vasculitis

System 
Assessed BVAS BVAS GPA PVAS Comments

General Myalgia, arthralgia/arthritis, 
fever, weight loss

Arthritis, fever Myalgia, arthralgia/arthritis, 
fever, weight loss

These are typical features in many forms 
of systemic vasculitis.

Skin Infarct, purpura, skin ulcer, 
gangrene

Purpura, skin ulcer, gan-
grene

Polymorphous exanthema, 
livedo, panniculitis, pur-
pura, skin nodules, infarct, 
ulcer, gangrene, other 
skin vasculitis

Skin is a common organ involved in most 
forms of small and medium vessel 
vasculitis. Skin manifestations in AAV 
tend to be less serious compared with 
manifestations in kidneys, lungs, and 
upper airways.

For skin vasculitis in children, the mani-
festations are more diverse.

Mucous Mem-
brane/eyes

Mouth ulcers, genital 
ulcers, adnexal inflamma-
tion, proptosis, red eye, 
(epi)scleritis, conjunctivi-
tis, blepharitis, keratitis, 
blurred vision, visual loss, 
uveitis, retinal vasculitis

Mouth ulcer, conjunctivitis/
episcleritis, retro-orbital 
mass, uveitis, scleritis, 
retinal exudates

Mouth ulcers, genital 
ulcers, adnexal inflamma-
tion, proptosis, red eye 
(epi)scleritis, conjunctivi-
tis, blepharitis, keratitis, 
blurred vision, visual loss, 
uveitis, retinal vasculitis

Eye involvement is most common in 
GPA and less often seen in MPA or 
EGPA.

Ear, nose, and 
throat

Bloody nasal discharge, 
paranasal sinus involve-
ment, subglottic stenosis, 
conductive hearing loss, 
sensorineural hearing loss

Blood nasal discharge, para-
nasal sinus involvement, 
swollen salivary glands, 
subglottic inflammation, 
conductive hearing loss, 
sensorineural hearing loss

Blood nasal discharge, 
paranasal sinus involve-
ment, subglottic stenosis, 
conductive hearing loss, 
sensorineural hearing loss

ENT manifestations are most common in 
GPA and rarely seen in MPA or EGPA. 
However, EGPA is often characterized 
by the presence of nasal polyps, which 
are inflammatory in nature.

Chest Wheezing, nodules or 
cavities, pleural effusion, 
infiltrates, endobronchial 
changes, massive hemop-
tysis, respiratory failure

Nodules or cavities, pleu-
risy, infiltrates, endobron-
chial changes, alveolar 
hemorrhage hemoptysis, 
respiratory failure

Wheezing, nodules or 
cavities, pleural effusion, 
infiltrates, endobronchial 
changes, massive hemop-
tysis, respiratory failure

The chest is commonly affected in 
all three forms of ANCA vasculitis. 
Wheezing is a common feature of 
EGPA as are infiltrates. In contrast, 
infiltrates, nodules, and endobronchial 
disease dominate in GPA. Massive 
hemoptysis can occur in patients with 
GPA or MPA and less frequently in 
patients with EGPA, but may also be a 
typical feature with GBM disease.

Cardiovascular 
system

Loss of pulses, ischemic 
cardiac pain, cardiomy-
opathy, congestive cardiac 
failure, valvular heart dis-
ease, pericarditis

Pericarditis Loss of pulses, bruits, blood 
pressure discrepancy, 
claudication, ischemic car-
diac pain, cardiomyopathy, 
congestive cardiac failure, 
valvular heart disease, 
pericarditis

Cardiovascular manifestations are most 
widely recognized in KD, which is not 
particularly well covered by PVAS. 
Although CVD manifestations do occur 
in small- and medium-vessel vasculitis, 
they are more typically seen in large 
vessel diseases, such as Takayasu 
arteritis.

Abdominal 
system

Ischemic abdominal pain, 
peritonitis, bloody diar-
rhea

Mesenteric ischemia Abdominal pain, peritonitis, 
bloody diarrhea, bowel 
ischemia

Gut involvement is more typical in me-
dium-vessel vasculitis, especially poly-
arteritis nodosa, but is well recognized 
in patients with GPA, especially with 
colitis giving rise to bloody diarrhea.

Renal system Hypertension, proteinuria, 
hematuria, impaired renal 
function, deterioration in 
renal function

Hematuria, red cell casts, or 
glomerulonephritis, dete-
rioration in renal function

Hypertension, proteinuria, 
hematuria, impaired renal 
function, deterioration in 
renal function

Renal involvement in small-vessel vascu-
litis is one of the major manifestations, 
leading to organ failure and death and 
should be carefully assessed. Renal in-
volvement in medium-vessel vasculitis 
is much less common and takes the 
form of infarction of segments of the 
kidney, leading to hematuria and hyper-
tension with consequent impairment 
of renal function.

Nervous 
system

Headache, meningitis, or-
ganic confusion, seizures, 
stroke, cord involvement, 
cranial nerve, lesion, 
sensory or motor neu-
ropathies

Meningitis, stroke, cord 
involvement, cranial nerve 
lesion, sensory or motor 
neuropathies

Headache, meningitis, or-
ganic confusion, seizures, 
stroke, cord involvement, 
cranial nerve, lesion, 
sensory or motor neu-
ropathies

Neurological involvement is a common 
feature in small- and medium-vessel 
vasculitis; often it does not lead to 
immediate loss of life. Strokes are less 
common, whereas peripheral neuropa-
thies are more common and can cause 
long-term disability.

AAV, ANCA-associated vasculitides; ANCA, antibodies to neutrophil cytoplasm; BVAS, Birmingham vasculitis activity score; CVD, cardiovascular disease; EGPA, eosinophilic glomeru-
lonephritis with polyangiitis; GBM, glomerular basement membrane; GPA, granulomatosis with polyangiitis; KD, Kawasaki disease; MPA, microscopic polyangiitis; PVAS, pediatric 
vasculitis activity score.
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The primary tool used is the BVAS in adults and the Pediatric 
Vasculitis Activity Score (PVAS) in children (reviewed by Ponte 
et al.).67 Training is recommended for assessment in the BVAS. 
BVAS provides a quantitative score based on individual items, 
providing an effective means to define the patient’s status with 
regards to response to therapy. Many recent studies of different 
immunosuppressive agents have made use of the BVAS either to 
define improvement in terms of a fall in BVAS score or to define 
a cut-off representing active disease, or inactive disease, or flare-
up, depending on the number of items present. Although it is 
subject to observer variability, it provides an effective means by 
which groups of patients can be compared against each other 
and allows individual patients to be followed up over the course 
of their condition. The score is weighted according to the organ 
system and the individual manifestation to reflect the severity of 
the disease. The range of scores for BVAS and PVAS are 0 to 63. 
For BVAS GPA, items are divided into major (scoring 3 points) 
and minor (scoring 1 point each); with 15 to 19 major items and 
19 to 23 minor items, the range of sores is 0 to 76. The PVAS 
was developed as a pediatric version of the BVAS but validated 
in children with vasculitis and demonstrated to be effective at 
discriminating different disease states. It is increasingly used as 
a research tool in pediatric vasculitis.

Damage Assessment in Vasculitis
The concept of damage in patients with vasculitis is about the 
permanent consequences of having vasculitis. It is an attempt 
to measure disease burden regardless of cause. The Vasculitis 
Damage Index (VDI) is the most widely used and validated 
measure for assessment of damage in vasculitis (reviewed by 
Ponte et al.).67 The VDI captures the long-term consequences 
of a diagnosis of vasculitis and its treatment and associated co-
morbidities. Damage is defined as lasting at least 3 months or 
occurring at least 3 months ago for single time point events (e.g., 
stroke or myocardial infarction) and should be recorded as a 
permanent change to the patient’s damage status. A VDI of more 
than 5 points recorded within 6 months of disease carries a sig-
nificant increased risk of subsequent mortality compared with 
a lower damage index at 6 months (reviewed by Ponte et al.).67

VDI is a useful index of future harm. A further development of 
the damage index has been the combined damage assessment 
(CDA). In a comparative study with the VDI, CDA was shown 
to be inferior to it (reviewed by Ponte et al.).67

TREATMENT
Once a diagnosis of small- and medium-vessel vasculitis has 
been established, treatment should be focused on patients and 
their problems rather than the specific diagnosis. Treatment for 
different forms of vasculitis may look very different, but many 
aspects of different forms of vasculitis require the same thera-
peutic approach. Without a clear understanding of the underly-
ing pathogenesis of disease, we are inevitably led by the need to 
suppress inflammation and reduce damage to prevent mortality 
and improve survival. However, as well as modifying immune 
dysregulation, it is important to consider other aspects of the 
patient’s condition, such as comorbidities and the prevention of 
future comorbidities.

No Treatment/Symptom Relief
Small-vessel vasculitis, such as isolated cutaneous vasculitis re-
sulting from infection or use of pharmaceutical agents, may re-

spond to simple withdrawal of the offending agent or resolution 
of the infection without the need for specific treatment. How-
ever, for more recalcitrant disease, symptom relief may be re-
quired and occasionally systemic steroids. Symptom relief could 
be provided in the form of antipruritic agents or topical cream 
to reduce skin inflammation and/or topical steroids. NSAIDs 
can be helpful in relieving symptoms of joint pain or swelling. 
As monotherapy they are unlikely to resolve skin manifestations 
but could be tried in combination with other therapies. Colchi-
cine has been used for skin vasculitis and occasionally can be ef-
fective, although the doses required should remain below 2 mg/
day to avoid the predictable side effects of abdominal cramps 
and diarrhea.

Target-Directed Therapies
In diseases where there is a clearly defined provoking agent, as 
in hepatitis B–related PAN or hepatitis C-related cryoglobuline-
mic vasculitis, eradication of the virus is a key part of treatment 
of the disease. Effective antiviral agents play a vital role in the 
management of virus, associated with the need for immunosup-
pression. Hepatitis B-related PAN is treated with a combination 
of antiviral therapy plus plasma exchange to remove immune-
complexes and other inflammatory mediators combined with a 
course of glucocorticoid therapy. For hepatitis C-related cryo-
globulinemic vasculitis, recent reports of virus eradication may 
also be transforming the outcome of this disease. Unfortunately, 
the toxicity of these regimens can be considerable, with over 
40% requiring erythropoietin, red blood cell transfusions, and/
or G-CSF.

Specific Therapies
In KD, although the etiological factors have not yet been de-
fined, it seems likely that this is related to some kind of infec-
tious agent (see earlier section on pathogenesis). The most ef-
fective therapy is use of high doses of IVIG (0.4 g/kg per day for 
5 days) combined with high doses of aspirin, which is usually 
curative. Whether or not this will prevent long-term harm to 
the cardiovascular system, particularly the coronary arteries, 
remains to be explored.

Glucocorticoids
Glucocorticoids (see Chapter 83) remain a cornerstone in the 
management of most forms of multisystem vasculitis. They are 
relatively contraindicated in KD because they may potentially 
worsen the development of coronary artery aneurysm, but they 
have been used in combination with IVIG and aspirin with ben-
eficial outcomes. However, they are an integral part of almost 
all therapeutic regimens for management of vasculitis. In some 
instances, such as isolated skin vasculitis, they are the only treat-
ment required, but more often they are insufficient on their own 
without causing significant morbidity from side effects. Typical 
doses of glucocorticoid therapy are 1 mg/kg per day over a pe-
riod of 2 to 4 weeks, reducing to around 10 to 15 mg/day within 
6 months, and then slowly withdrawing steroids in the next 6 to 
12 months. The use of high-dose intravenous methylpredniso-
lone is popular but lacks evidence. The only randomized trial of 
intravenous methylprednisolone compared it against plasma ex-
change in patients with severe AAV (reviewed by Ponte et al.).67 
This study demonstrated the superiority of plasmapheresis over 
IV prednisolone, both used as adjunct therapies (in combination 
with cyclophosphamide and high doses of oral prednisolone) 



767CHAPTER 59 Small- and Medium-Vessel Primary Vasculitis 

for treatment of severe AAV (mainly MPA plus some cases of 
GPA) with significant renal impairment (creatinine levels above 
500 µmol/L [5.66 mg/dL]).

The role of glucocorticoid therapy has been increasingly 
challenged by more recent trials using smaller doses for shorter 
periods or even eliminating steroid use completely in some in-
stances. While intensive immunosuppression using high dos-
es of corticosteroids remains established as part of the initial 
management of AAV, close consideration needs to be given to 
the extensive side-effect profile associated with corticosteroids. 
There is significant morbidity associated with corticosteroid use 
in patients with AAV within just one year of treatment—8.2% 
developing new onset diabetes (50% of which occurred within 
1.7 months), 29% gaining over 10 kg in weight, 2.6% develop-
ing peptic ulceration, 2.5% suffering insufficiency fractures, 2% 
developing cataracts and 0.4% developing avascular necrosis. 
These adverse effects become more pronounced with increas-
ing length of corticosteroid exposure. After a median of 5 years, 
41% of patients develop hypertension, 38% become osteoporot-
ic, 28% develop diabetes mellitus and 25% develop cataracts.68

The risk of osteoporosis is largely preventable with concurrent 
use of bisphosphonate therapy (unless there is significant renal 
dysfunction) with supplementary calcium and vitamin D re-
placement. The increased risk of cardiovascular disease (CVD) 
in AAV patients is not only associated with accelerated ath-
erosclerosis due to inflammation, but also corticosteroid use 
causing multiple metabolic side effects including hypertension, 
hyperlipidemia, weight gain and diabetes, which are all signifi-
cant cardiovascular risk factors.68 Indeed, the challenge is bal-
ancing risk of AAV relapse with risk of corticosteroid-related 
morbidity. There are encouraging data from the PEXIVAS and 
CLEAR studies that indicate the possibility of effective treat-
ment of AAV with reduced doses of corticosteroid.2,69

Other Immunosuppressive Therapies
Cyclophosphamide (see Chapter 84) has been available since 
the 1950s but was first used for the management of systemic 
vasculitis in the 1970s and remains the most effective agent we 
have for managing multiorgan systemic vasculitis. Initially it 
was used as a daily oral agent at 2 mg/day to 3 mg/day, and it 
transformed the outcome of patients with AAV from inevitable 
mortality to a high likelihood of survival. It is a cytotoxic agent 
and carries with it the risk associated with chemotherapy, in-
cluding increased risk of malignancy, especially in the bladder 
because it is predominantly excreted through the kidneys and 
accumulates in the bladder. Initial protocols were associated 
with excessive risks of bladder cancer (~33-fold), but despite 
this, the daily oral cyclophosphamide dosing regimen was not 
effective in maintaining control of disease. Therefore, over the 
past 20 years or so, there have been a number of trials compar-
ing reduced doses of cyclophosphamide, high-dose intermittent 
pulse therapy (reviewed by Yates et al.),66 or with combination 
strategies of induction with short courses of cyclophosphamide 
followed by a switch to another drug for maintenance66 or by re-
placing cyclophosphamide with another agent, such as metho-
trexate (MTX). All these studies66 have demonstrated the equiv-
alence of using shorter courses of daily oral cyclophosphamide 
and, more recently, of using of high-dose intermittent pulses of 
cyclophosphamide to reduce the total dose even further. The to-
tal cumulative dose from six cycles of cyclophosphamide over a 
period of 3 months would be 6 g (based on 15 mg/kg per treat-

ment on six occasions). This compares with 9 g to 12 g of cyclo-
phosphamide given as daily oral therapy over 4 to 6 months.66

Although the relapse rate for patients given high-dose inter-
mittent cyclophosphamide was higher during the subsequent   
5 years compared with that for patients who were not given dai-
ly oral cyclophosphamide, relapse was always effectively man-
aged with reintroduction of therapy and never led to mortality.66

The consequences of exposure to cyclophosphamide are likely 
to be a risk of cancer (more recent studies suggest that this risk 
is relatively modest now that the regimens include much lower 
total doses), infertility, hair loss, nausea, vomiting, diarrhea,   
cytopenia, and increased risk of infection. Less common com-
plications of cyclophosphamide include hyponatremia. The in-
troduction of rituximab for AAV has had a significant impact 
on the use of cyclophosphamide, with increasing numbers of 
patients being managed with rituximab in place of cyclophos-
phamide, especially if patients are of child-bearing years or if 
there is a potential contraindication to using cyclophospha-
mide, such as a previous history of bladder cancer.

Because of the nature of AAV, relapse is common. Therefore, 
a single course of therapy rarely achieves long-lasting remission. 
Repeat cycles of treatment are likely to be required, which ac-
counts for the accumulation of higher doses of cyclophospha-
mide, especially in the pre-rituximab era. Therefore, although 
each individual course of therapy may only contain 6 g to 9 g, 
during a patient’s lifetime, they may require treatment for sev-
eral relapses, which would then start building up the total expo-
sure to cyclophosphamide. Nevertheless, even though it is being 
slowly replaced, it presently remains an important aspect in the 
therapy of vasculitis.

Azathioprine is an immunomodulator with cytostatic prop-
erties. It inhibits cell division; it has been an effective immuno-
suppressant agent for decades. It was first used in combination 
with steroids and found to reduce mortality in systemic vasculitis 
in an open-label retrospective study of 64 patients.66 The 5-year 
survival of patients given no therapy was 12%, and those given 
steroids alone had a 53% survival rate, whereas those treated 
with steroids plus another agent (mainly azathioprine but a few 
had cyclophosphamide) had a survival rate of 80%. It is an oral 
medication given at 2 to 2.5 mg/kg per day, and it has largely 
been superseded as an induction agent by cyclophosphamide. 
Azathioprine is usually now used as maintenance therapy once 
the disease has been controlled with another agent. In newly di-
agnosed AAV following induction with cyclophosphamide and 
glucocorticoids, rituximab was shown to be more effective in 
leading to sustained remission at 28 months when compared to 
azathioprine.70 Following remission-induction with rituximab, 
rituximab was shown to be superior to azathioprine for prevent-
ing disease relapse in patients with AAV with a prior history 
of relapse.71 Prolonged remission therapy with combination 
azathioprine and prednisolone for a duration of 48 months fol-
lowing initial diagnosis of AAV resulted in fewer relapses and 
improved renal survival when compared to withdrawal of treat-
ment 24 months after initial diagnosis.72 Azathioprine has been 
shown to be equivalent to MTX and superior to mycopheno-
late66 as maintenance therapy. It is a relatively safe immunosup-
pressant and can be used safely throughout pregnancy.

MTX is popular among rheumatologists but less so among 
renal physicians who regard it with some suspicion because of 
its potential for nephrotoxicity. The latter is only the case for 
patients who have well-established renal disease (typically with 
a creatinine level greater than 300 µmol/L). MTX is an effective 
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immunosuppressant agent used very widely in the management 
of inflammatory arthritis and has found its place in the manage-
ment of GPA, where studies have demonstrated its efficacy in 
comparison to oral cyclophosphamide.66 However, it needs to 
be given continuously, rather than as an induction regimen over 
the short period of time. Although MTX is as effective as cyclo-
phosphamide in inducing remission in GPA, stopping the drug 
inevitably leads to relapse. In terms of maintenance therapy, 
MTX has been shown to be equally as effective as cyclophos-
phamide in maintaining disease remission at 12 and 24 months, 
following remission-induction with pulsed cyclophospha-
mide, although levels of proteinuria were significantly lower at   
24 months in the cyclophosphamide arm.73 MTX is recom-
mended for non-life-threating AAV, usually in combination 
with steroid treatment. MTX is available either as oral, intra-
muscular, or subcutaneous administration. The dose is 20 mg/
week to 25 mg/week in most studies of vasculitis. It is contrain-
dicated in pregnancy.

Cotrimoxazole, an antibiotic containing sulfonamide and 
trimethoprim, was fortuitously discovered to have beneficial ef-
fects in patients with GPA who had been treated coincidentally 
for infections. There has been a significant advance in our un-
derstanding of GPA, partly as a result of this historical experi-
ment and partly based on suggestions that S. aureus plays a role 
in initiating disease by its effect on the nasal mucosa. Eradica-
tion of the organism has been suggested as one mechanism by 
which it works, although the drug is not particularly effective 
against this organism. It is more likely that the drug has an im-
munosuppressive effect in itself; it has been demonstrated to be 
effective in combination with low-dose steroids in a random-
ized trial of localized forms of GPA.66 It is also commonly used 
as a prophylactic agent against Pneumocystis jiroveci infection; it 
is given three times per week for patients receiving other more 
potent immunosuppressant therapy, such as cyclophosphamide 
or even MTX (despite the potential for drug interactions lead-
ing to anemia).

Mycophenolate mofetil is a widely used transplantation 
drug that has been tested in AAV but is less effective than aza-
thioprine as maintenance agent for patients who have achieved 
remission. Trial data comparing mycophenolate to cyclophos-
phamide revealed that cyclophosphamide was more effective 
than mycophenolate for remission-induction in patients with 
non-life-threatening relapses of AAV (azathioprine being used 
as maintenance therapy).74 In patients with newly diagnosed 
AAV, although mycophenolate was shown to be non-inferior to 
cyclophosphamide in remission-induction at 6 months, higher 
rates of relapse were seen in the mycophenolate group (azathio-
prine being used as maintenance therapy).75 Mycophenolate is 
typically given as 2 to 3 g/day as an oral dose, along with reduc-
ing courses steroids. It is contraindicated in pregnancy.

Cyclosporine is a well-established immunosuppressive drug 
that has been used for transplantation for many decades. Cy-
closporine has been given to limited numbers of patients with 
systemic vasculitis, with one small well-conducted trial76 in   
32 patients with GPA. In combination with plasmapheresis, it 
was as effective as continuous oral cyclophosphamide as a main-
tenance agent. It is generally limited by its toxicity and is not 
routinely used.

Leflunomide, an antilymphocyte agent used extensively for 
the management of inflammatory arthritis, has been tested in 
patients with AAV in limited trials demonstrating its ability to 
maintain remission. Indeed, in a recent meta-analysis, it was 

reported to be superior to azathioprine, MTX, and mycophe-
nolate as a maintenance agent for AAV, but more trial data are 
needed. It is an oral agent that is characterized by a very long 
half-life, and it is not suitable for use in pregnancy.

The role of hydroxychloroquine in mild forms of vasculitis 
is uncertain. There is anecdotal evidence that it is beneficial in 
patients with skin manifestations with small-vessel vasculitis. Its 
use probably stems from its known effects in the treatment of 
connective tissue diseases with skin and joint manifestations, 
such as SLE. Other similar agents, such as mepacrine and dap-
sone, have also been used for skin vasculitis with occasional 
reported positive outcomes. However, the potential toxicity for 
each of these agents should be considered alongside the rela-
tively limited evidence for benefit.

Specific Immunotherapy
Better understanding of the pathogenesis of vasculitis (see sec-
tion on pathogenesis) has led to the development of targeted im-
munotherapy for some of these diseases. Rituximab is an mAb 
against B cells and has been in widespread use for treatment 
of RA. Its role as an effective agent in AAV is well established 
with two randomized trials demonstrating efficacy comparable 
with cyclophosphamide (reviewed by Yates et al.).66 Rituximab 
induction therapy is just as effective as cyclophosphamide for 
moderate and moderate-to-severe AAV. Indeed, there were no 
differences in remission rates or increases in eGFR at 18 months 
(regardless of ANCA type) when comparing rituximab plus glu-
cocorticoids versus cyclophosphamide plus glucocorticoids, in 
both new and relapsing GPA and MPA. There were no differ-
ences in relapse rates at 6, 12, or 18 months; and there were no 
differences in adverse events.77 At 24 months, rates of the com-
posite outcome of death, end-stage renal disease and relapse did 
not differ between rituximab and cyclophosphamide, although 
B-cell return was associated with relapse in the rituximab arm.78

Maintenance therapy with rituximab is a real possibility with the 
potential to provide long-term control and reduce relapse risk. 
The long-term consequences of repeat cycles of rituximab, how-
ever, are unexplored. The risks are hypogammaglobulinemia, 
which occurs in most cases, and the potential increase in inci-
dence of infections. The most feared complication is the risk of 
reactivation of the John Cunningham (JC) virus leading to the 
complication of progressive multifocal leukoencephalopathy 
(PML), which has a very high mortality rate. The COVID-19 
pandemic has reemphasized the need for the host to produce 
protective antibodies, raising the possibility that B-cell deplet-
ing agents need to be used with great caution.

Other Therapies
Belimumab continues to be investigated as a maintenance agent 
for AAV. It is a fully humanized IgG1γ mAb directed against 
soluble BLyS. Belimumab plus azathioprine and glucocorticoids 
for the maintenance of remission in AAV did not reduce the risk 
of relapse when compared against placebo.79 Mepolizumab is a 
mAb directed against IL-5, which controls eosinophil produc-
tion. Mepolizumab has been successfully used in the treatment 
of HES. In EGPA, Mepolizimab resulted in significantly higher 
levels of sustained remission in EGPA, compared to placebo, 
thus allowing for reduced glucocorticoid use.80 IVIG has been 
available as a replacement therapy for patients with hypogam-
maglobulinemia for several years, and it is the standard of care 
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for KD, but its use in AAV has been limited. An initial study 
suggested relatively short-term benefit.81 It has been suggested 
that IVIG can provide clinical benefit as a short-term adjunc-
tive therapy in refractory or relapsing AAV, with rapid improve-
ments in BVAS, ANCA levels, and CRP.82,83 Plasmapheresis has 
been available for several decades. It is not entirely clear how it 
works; there are many theories suggesting the removal of cir-
culating immune mediators is effective in reducing inflamma-
tion. Plasmapheresis has been widely used in the treatment of 
patients with severely impaired renal function and/or alveolar 
hemorrhage in AAV. It has been successful for rescue therapy 
in patients with very aggressive AAV or anti-GBM disease. The 
MEPEX trial demonstrated that it was able to reduce renal dys-
function in patients with severe AAV.66 However, the long-term 
follow-up of the MEPEX trial demonstrated that the difference 
between patients treated with plasma exchange and those given 
methylprednisolone pulses (both as adjunct treatment along-
side cyclophosphamide and steroid) did not last.84 It has been 
suggested this is accounted for by the fact that many patients 
with severe renal disease had already developed irreversible 
changes to their kidneys and that renal dysfunction would have 
been secondary to damage rather than active disease. Howev-
er, its use has recently been called into question as it failed to 
demonstrate a reduction in the incidence of death or end-stage 
renal failure in severe AAV. The same data did in fact also dem-
onstrate non-inferiority using a reduced-dose glucocorticoid 
regimen compared to a standard-dose regimen with respect to 
death or end-stage renal failure.2

Plasmapheresis is effective in conjunction with antiviral 
therapy and steroids in the management of hepatitis B–related 
PAN.

Avacopan, an orally administered selective C5a receptor 
inhibitor, has shown promise in an early phase randomized 
placebo-controlled trial in effectively replacing high-dose glu-
cocorticoids in the treatment of AAV.69 A recent randomized, 
controlled trial comparing oral avacopan to oral prednisone on 
a tapering schedule in patients with AAV (where all patients 
received induction therapy with either cyclophosphamide or 
rituximab, followed by maintenance azathioprine). Avacopan 
was non-inferior, but not superior, to prednisone taper with re-
spect to remission at week 26; and was superior to prednisone 
taper with respect to sustained remission at week 52. Encourag-
ingly, the avacopan group required significantly less glucocorti-
coid treatment, and reduced glucocorticoid-associated toxicity, 
which points towards the future possibility of steroid-reduced, 
or perhaps even steroid-free, treatment of AAV.85

OUTCOMES
The majority of patients have a successful initial outcome. Ei-
ther the condition is self-limiting in the case of more isolated 
forms of skin vasculitis, or the initial immunosuppressive ther-
apy is successful. Over 94% of patients with generalized AAV 
would expect to survive the first 18 months,66 whereas patients 
with more severe disease, especially with significant renal im-
pairment, have a mortality of around 25% after 2 years.66 This 
contrasts with over 80% likelihood of dying without adequate 
treatment. However, with current therapy, 5-year survival   
figures suggest around 25% to 30% mortality among AAV-
affected patients.66

The bigger problem, however, is morbidity. The quality of 
survival for most patients with multiorgan disease is complicat-

ed by episodes of relapse in 50% to 70% of cases and low-grade 
grumbling disease, which never quite goes into full remission 
in up to a third of cases.86 This is added to the comorbidity ex-
perienced by older patients, usually a combination of vasculi-
tis-related damage, steroid-induced side effects, and the long-
term consequences of immunosuppressive agents. In the first 
year of diagnosis, the most likely cause of mortality is active 
vasculitis or infection,64 the latter being a surrogate measure of   
the severity in immunosuppressant therapy required to control 
the disease.

Long-term adverse outcomes in vasculitis can be measured 
using a structured VDI (see Assessment section above). One of 
the most important outcomes is the development of end-stage 
renal failure and the requirement for dialysis. It is likely that 
this is significantly reduced as a result of effective therapy given 
within the first 4 months of diagnosis. Transplantation is suc-
cessful in patients with AAV, and these patients should be of-
fered this treatment. Ten-year survival rates (32.5%) are similar 
to those reported for other patients without diabetes receiving 
a kidney transplant.87 The immunosuppressive regimens used 
for maintaining the transplant (see Chapter 89) are often suf-
ficient to keep the vasculitis in remission, but there is a need for   
ongoing review.

Infection is a significant concern, especially in the early 
course of disease when potent treatment is being commenced, 
especially high doses of steroids. The risk of serious infection 
requiring hospitalization is very high in the first year,64 espe-
cially if the steroid doses remain high after 6 months. Interstitial 
lung disease (nonspecific interstitial pneumonia) is reported in 
around 20% of Japanese patients, especially those with MPA. 
This is a higher prevalence than that seen in other populations 
and may reflect genetic and environmental differences unique 
to Japan. Chronic neuropathy occurs in up to 65% of patients 
with AAV,88 especially for patients with eosinophilic GPA and 
can be very distressing for patients. Upper airway disease gener-
ally continues to cause long-term problems in 65% of patients 
with GPA because of chronic mucosal damage causing symp-
toms of chronic nasal congestion, discharge, and discomfort.89

Symptom relief is only partially successful in alleviating these 
problems. CVD among patients with small-vessel vasculitis is 
present in approximately 9% within 6 months of diagnosis90 and 
four times greater in patients with AAV compared with the gen-
eral population. The risk of cardiovascular events is about 14% 
within 5 years of diagnosis, especially in older patients who have 
baseline hypertension and MPO antibodies.91 Cancer is associ-
ated with the presence of small-vessel vasculitis. It may predate 
as well as occur at the same time as diagnosis or develop sub-
sequently, but it is recognized as a risk among patients treated 
with immunosuppressive and cytotoxic agents. Cancer of the 
bladder particularly has been an established risk arising from 
treatment with cyclophosphamide for many years; the original 
data from the 1970s suggested up to 33-fold increased risk of 
bladder cancer among patients treated with cyclophosphamide 
for vasculitis compared with background controls. However, 
this risk has been reduced with the use of more limited courses 
of cyclophosphamide (typically 3 to 6 months duration) and 
particularly with use of intermittent cyclophosphamide deliv-
ery. In a recent large series from the European Vasculitis Study 
Group (EUVAS), the only increased risk of cancer was for non-
melanoma skin cancer, and this may also have reflected the use 
of azathioprine as well as use of cyclophosphamide.92 Shang 
et al.93 showed that in a meta-analysis of over 2500 patients, 
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the standardized incidence rate of late-occurring malignancies, 
particularly nonmelanoma skin cancer, leukemia, and bladder 
cancer, was 1.74 (95% CI = 1.37 to 2.21). We advise all of our 
patients to wear sun protection.

The ability to work is significantly affected by AAV; among 
410 patients interviewed, 26% of those of working age were clas-
sified as work disabled.94 The strongest influences on this out-
come were fatigue, depression, high levels of damage (measured 
using the VDI), and being overweight. Patients’ functional out-
come can be variably affected by vasculitis and its treatment. 
Patients report impairment of function as measured by using 
generic tools, such as EQ-5D or the short form 36.95 The impair-
ment is similar to that found in other chronic diseases. Physical 
functions tend to be more affected than mental functions, espe-
cially in older patients with evidence of neurological involve-
ment, usually peripheral neuropathy. Functional outcome is not 
directly correlated to disease activity, although in a Japanese 
cohort, 18 months after initiation of therapy, many aspects of 
function had started to improve.96 One of the problems of de-
termining long-term outcomes in patients with vasculitis is the 
compounding effect of the very intensive immunosuppressive 
therapy required to control disease. Over the last 3 decades, we 
have seen dramatic shift away from long-course cyclophospha-
mide toward short courses of intermittent dose therapy, but we 
are now witnessing an era when targeted biological therapies are 
able to take the place of cyclophosphamide. Therefore, elimi-
nating the use of cyclophosphamide altogether in some patients 
may reset potential future outcomes. If this is coupled with a 
reduced use of glucocorticoid therapies and maintaining bet-
ter disease control with less frequent relapses, the outcome may 
well be improved considerably for patients in the future.
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Most tissues have compensatory mechanisms that allow them to 
sustain the damaging effects of acute and chronic inflammation, 
but medium and large arteries are organs without redundancy 
and limited regenerative capacity. Life is unsustainable unless 
the major arteries have uncompromised function. Accord-
ingly, autoimmune and autoinflammatory damage to such arte-
rial vessels leads to severe clinical consequences, immediately 
posing a threat for the loss of function of vital organs. When 
affected by inflammation, the aorta and its branches have two 
possible response patterns: (i) Damage to the vessel wall leads to 
dilatation, aneurysm formation, and rupture. Alternatively, the 
wall layers dissect. (ii) The inflammation initiates a maladap-
tive response to injury, resulting in vasoocclusion, disruption of 
blood supply, and organ ischemia.

In contrast to other vasculopathies, especially those related 
to atherosclerosis, vasculitides of the large muscular and elas-
tic arteries are almost always associated with a syndrome of 
intense systemic inflammation.1 Systemic inflammation is no 
longer considered a spillover of inflammatory mediators from 
the vasculitic lesions. Instead, systemic activation of the innate 
immune system appears to be a pinnacle event that initiates the 
processes leading to vessel wall inflammation. The coincidence 
of malaise, fever, wasting, and myalgias, with signs of ischemia 
caused by vascular failure, remains a critical clue for the physi-
cian when diagnosing and treating large vessel vasculitis (LVV).

The two major forms of LVVs are giant cell arteritis (GCA) and 
Takayasu arteritis (TA). In addition, aortitis can infrequently be 
seen in other diseases, such as infections, connective tissue dis-
eases, sarcoidosis, and inflammatory bowel disease (IBD), and 
occasionally is diagnosed as an idiopathic syndrome. It is now 
recognized that aortitis can occur as a side effect of checkpoint 
inhibitor immunotherapy. Polymyalgia rheumatica (PMR) is a 
condition closely related to GCA; it occurs in the same patient 
population and often precedes or follows the clinical diagno-
sis of GCA.2 Patients with PMR do not have typical vascular 
lesions; consequently, PMR is a vasculitic forme frust. Patients 
with PMR do have a systemic inflammatory syndrome indistin-
guishable from GCA, and approximately 10% of them eventu-
ally progress to full-blown vasculitis. Similarities in the vascular 
lesions of GCA and TA have been interpreted as revealing par-
allels in immunopathogenesis. More recent studies emphasize 
dissimilarities between both LVVs, including disease-specific 
autoantibodies in TA patients and a role of cytolytic CD8 T cells 
and natural killer (NK) cells in TA pathogenesis. Whether the 
systemic inflammatory reactions accompanying GCA, TA, and 
PMR have disease-specific elements remains unanswered, but 
this has opened the possibility of developing biomarkers that are 
urgently needed for clinical monitoring. Excellent progress has 
been made in unraveling the pathogenesis of GCA, and this will 

inevitably lead to improvements in diagnosis, long-term man-
agement, and broadening of the therapeutic armamentarium.

EPIDEMIOLOGY
GCA may be a very old disease, as suggested by historic evidence 
that more than 1000 years ago temporal artery removal was rec-
ommended by a physician in Baghdad. In 1932, Horton et al. at the 
Mayo Clinic in Minnesota recognized that GCA was a vasculitis 
based on dense temporal artery inflammation of two patients who 
were systemically ill and had severe headaches. The first reports 
of TA, or “pulseless disease,” in young women surfaced in Japan 
in the 19th century. The syndrome was named after Dr. Takayasu, 
an ophthalmologist, who, in 1905, described peculiar optic fundus 
abnormalities caused by ischemia-driven collateral formation.

The strongest risk factor for GCA, TA, and PMR is age.3 GCA 
and PMR are essentially absent in individuals younger than  
50 years of age, and their incidence climbs continuously during 
the seventh and eighth decades of life. TA is almost exclusively 
diagnosed in individuals younger than 40 years of age, with peak 
incidence during the second and third decades of life. Women 
are affected more often by all three syndromes compared with 
men, with a 2:1 ratio in PMR and GCA and a 9:1 ratio in TA.3,4

Marked geographic variations in the incidence and preva-
lence of GCA, TA, and PMR have encouraged speculations 
that environmental exposures are key determinants in disease 
pathogenesis. GCA is the most frequent vasculitis in the West-
ern world, with yearly incidence rates reaching 10 to 20 cases 
per 100,000 persons older than 50 years of age.3 In general, PMR 
is diagnosed threefold to fourfold more frequently, with a prev-
alence of up to 1 case per 133 individuals older than 50 of age.2 
Iceland, Norway, Sweden, and Denmark are high-risk areas; 
higher incidence rates are also seen in Scandinavian immigrant 
populations in the United States. The risk is significantly lower 
in Hispanics and African Americans. Although TA can afflict 
all races, a predilection exists for individuals of Asian and Cen-
tral and South American origins. Japan, Thailand, India, Turkey, 
and Central and South America are considered high-incidence 
regions. TA is a rare disease, with an annual incidence of 1 to 2 
cases/million. The typical patient is a female in her 20 s to 30 s. 
In middle-aged men and women, it can be challenging to dif-
ferentiate TA from rapidly progressing atherosclerotic disease, 
especially as both disease processes may coexist.

ETIOLOGY AND PATHOGENESIS
Abnormal innate and adaptive immune responses are essential 
pathogenic elements in medium-vessel vasculitides and LVVs. 
The resulting disease process separates GCA, PMR, and TA 
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from other vasculitides and from other autoinflammatory and 
autoimmune syndromes. Recent work has delineated disease-
specific signatures, with the goal to mark the pinnacle abnor-
mality triggering the disease and to discover intersection points 
that lend themselves for diagnostic and therapeutic purposes.

Pathogenic studies and careful clinical observation have 
prompted a substantial shift in the pathogenic model (Fig. 60.1): 
LVVs are now understood to be chronic conditions that target 
restricted vascular beds and have two major disease components: 
(i) granulomatous, intramural inflammation inducing vascular 
wall remodeling; and (ii) extravascular inflammation manifesting 
with an intense acute phase response, myalgias, and constitutional 
symptoms. Emerging data suggest at least partial autonomy in the 
pathogenic cascades of both disease components, predicting sep-
arate biomarkers, separate pathogenic mechanisms, and separate 
responses to immunosuppression. Similarities in tissue tropisms 
and histologic lesions of GCA and TA suggest some overlapping 
disease pathways, but abnormalities in cytolytic CD8 T cells and 
NK cells may be more relevant in TA. The etiopathogenesis of 
PMR is less well understood, but experimental evidence suggests 
that it represents a forme fruste of GCA, in which inflammatory 
attack to the vessel wall remains below a threshold, and standard 
histology describes noninflamed arteries.

Distinctive features—hallmarks of disease—provide clues to 
the fundamental pathogenic mechanisms (see Fig. 60.1), includ-
ing a stringent age cutoff, a stringent tissue tropism for selected 
vascular territories (aorta and major branches), an extravas-
cular disease module defined by an abrupt and intense acute 
phase response, a granulomatous transmural vasculitis, and two 
alternate patterns of vessel wall remodeling causing aortic wall 
destruction versus luminal occlusion in the branch vessels.

INNATE IMMUNE SYSTEM DEFECTS

Innate immune cells make critical contributions to the pathogen-
esis of LVVs, but where circulating monocytes and neutrophils 
encounter their activating stimuli remains unknown (Fig. 60.2). 
Circulating monocytes and macrophages are highly activated5 
and contribute to the array of proinflammatory cytokines mea-
surably elevated in the serum of affected patients.6 Altered neu-
trophil functionality has also been described.7 Early in the disease 
process, circulating neutrophils resemble those induced by a lipo-
polysaccharide stimulus, displaying T-cell suppressive functions. 
Interleukin-8 (IL-8) and IL-6 are associated with neutrophil acti-
vation. IL-6, first described in the early 1990s, is highly elevated 
in GCA and PMR8 and is explicitly steroid sensitive.9 IL-6 acts 
as an inducer of the acute phase response in the liver, trigger-
ing production of C-reactive protein (CRP), serum amyloid A 
(SAA), and multiple other acute phase proteins. Accordingly, 
treatment with an IL-6 receptor–blocking antibody effectively 
reduces the laboratory abnormalities measured in patients with 
GCA.10 Whether IL-6 has additional functions in the disease pro-
cess, particularly in the inflamed vessel wall, is uncertain. Some 
acute phase proteins (e.g., SAA) function as proinflammatory 
amplifiers. Although abnormal innate immunity dominates the 
extravascular component of LVVs, underlying mechanisms (e.g., 
original triggers, site of activation, interface of systemic and vas-
cular inflammation) are essentially unexplored.

Defects in innate immunity contributing to the early and 
late events in the vasculitic lesions are much better understood 
(Fig. 60.3).11 A population of vessel wall–residing dendritic cells 
(vasDCs) have been identified in normal human arteries12 local-
ized at the adventitial–medial junction, close to the adventitial 

Giant cell
arteritis

Tissue tropism
GCA: aorta + 3–5th branches

axillary, temporal, ophthalmic, etc.
TA: aorta + 1st and 2nd branches

subclavian, carotid, mesenteric, renal, etc.

Age of the host
GCA/PMR: >50 years
TA: <40 years

Extravascular component
intense acute phase response

(IL-6, SAA, CRP, ESR, etc.)
myalgias

malaise, anorexia, fever

Vessel wall remodeling
Aorta: dissection, wall damage,
  aneurysm, rupture
Branches: intimal hyperplasia,
  luminal occlusion

Vascular component
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FIG. 60.1 Key Pathogenic Traits in Giant Cell Arteritis. Five hallmarks of disease represent fundamental pathogenic traits and dis-
tinguish giant cell arteritis (GCA) from other immune-mediated disorders. Vascular GCA (granulomatous vasculitis) is separated from 
extravascular GCA (systemic inflammation and intense hepatic acute phase response). Age remains the strongest risk factor and 
patients with GCA have a signature of immunosenescence. The stringent tissue tropism for selected vascular beds is suspected to 
reflect determinants of the tissue niche. Clinical complications are related to the patterning of vascular damage, spanning from wall 
destruction to luminal occlusion. CRP, C-reactive protein; ESR, erythrocyte sedimentation rate; IL-6, interleukin-6; PMR, polymyalgia 
rheumatica; SAA, serum amyloid A; TA, Takayasu arteritis.
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microvascular network. Given their strategic positioning, they 
are believed to guard the artery's “backdoor.” vasDCs serve a 
gatekeeper function in vasculitis, and stimulation of such vasDCs 
is a prerequisite to break the natural immunotolerance (immune 
privilege) of the arterial wall. Their activation presages vasculi-
tis, as indicated by their transition from the resting state to the 
activated state in PMR arteries, where no vessel wall infiltrates 
are as yet detectable.13 In frank vasculitis, vasDCs undergo expan-
sion, penetrate deep into the wall, produce chemokines and cyto-
kines, and express costimulatory ligands.14 They may present 
local antigen to induce T-cell clonal expansion and, through their 
chemokine production, shape the composition of the intramural 
granulomatous infiltrates. Considering that vital arteries are pro-
tected by immune privilege, malfunction of endogenous vasDCs 
may, indeed, be the pinnacle defect-initiating vasculitis.

Other innate immune cells sequestered in the vasculitic 
lesions, specifically macrophages, are key inflammatory effec-
tor cells.15 Multiple functional domains of macrophages have 
pathogenic relevance. The functional commitment of lesional 
macrophages is closely linked to their geographic location in the 
tissue site.16 Intima-positioned macrophages produce inducible 
nitric oxide synthase, regulating vascular tone. Adventitial mac-
rophages secrete cytokines (IL-1β, IL-6, transforming growth 
factor-β [TGF-β]), conditioning the local inflammatory environ-
ment. Granuloma formation and giant cells occur mainly in the 
media and at the media–intima border. Functional profiling of 
media-residing macrophages has connected them to tissue dam-
age; they produce matrix metalloproteinases (MMP) and reactive 
oxygen species (ROS), provide antioxidant regulation, and supply 
growth factors for myofibroblasts and newly formed microves-
sels. Essentially, they drive the hyperplasia of the intimal layer 
that leads to luminal obstruction and tissue ischemia. Whether 

macrophage effector functions are fundamentally different in 
aortitis, compared with branch vasculitis, is unknown. Differ-
ences of tissue damage patterns (wall destruction versus luminal 
occlusion) suggest at least substantial variances (Fig. 60.4).

ADAPTIVE IMMUNE SYSTEM DEFECTS
The hallmark lesions in the vessel wall are granulomatous infil-
trates, a mixture of highly activated macrophages, giant cells, 
and surrounding lymphocytes (see Fig. 60.3). The overwhelm-
ing majority of these lymphocytes are memory CD4 T cells. 
CD8 T cells are infrequent, and B cells are rare. Multinucleated 
giant cells are present in approximately 50% of patients, often 
localized at the intima–media border adjacent to the lamina 
elastica interna. Fragmentation of that elastic membrane is a 
hallmark of GCA.

Analysis of clonal CD4 populations has yielded identical 
T-cell receptors (TCRs) in independent temporal artery biop-
sies from the same patient, strongly supportive for antigen-
dependent T-cell expansion.17 Wall-embedded vasDCs serve 

Triggering of innate immune cells (monocytes,
neutrophils, etc.)
? Site
? Identity of stimuli

Elevation of innate proinflammatory cytokines
- IL-6. IL-8, IL-12p70, MCP-1, MIP-1�, eotaxin,
 pentraxin 3, etc.

Induction of inflammatory amplification loops
- Activation of neutrophils, monocytes, endothelial
  cells, fibroblasts, etc.

Clinical consequences
Elevated CRP, ESR

Muscle pain (PMR)
Malaise
Failure-to-thrive
Fever

Thrombocytosis

?? priming of
selected vascular
beds

Anemia

- C-reactive protein, mannose-binding protein,
  ferritin, serum amyloid A, haptoglobin,
  fibrinogen, von Willebrand factor, hepcidin, etc.

Induction of hepatic acute phase proteins

FIG. 60.2 Extravascular Giant Cell Arteritis. Circulating innate 
cells (monocytes, neutrophils, etc.) are highly activated and elicit 
a hepatic acute phase response. Acute phase proteins serve as 
biomarkers (C-reactive protein [CRP], erythrocyte sedimentation 
rate [ESR] ) of disease. Extravascular giant cell arteritis (GCA) 
is explicitly sensitive to corticosteroid therapy and to cytokine 
blockade. Whether the extravascular competent has a direct or 
indirect involvement in driving/sustaining granulomatous vas-
culitis remains unknown. Polymyalgia rheumatica (PMR) repre-
sents an isolated form of extravascular GCA. IL, Interleukin.
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FIG. 60.3 Vascular Giant Cell Arteritis. T cells, macrophages, 
and dendritic cells (DCs) form granulomatous infiltrates in the 
vessel wall. DCs, present in healthy arteries at the adventitia-
media border, serve as antigen-presenting cells and provide 
costimulatory signals but are deficient in the coinhibitory ligand 
programmed death ligand 1 (PD-L1). Wall-infiltrating T cells are 
multifunctional, producing a broad spectrum of effector cyto-
kines, including interferon (IFN)-γ, interleukin (IL)-17, IL-9, and 
IL-21. Macrophages, some of which transform into multinucle-
ated giant cells, supply a multitude of cytokines, metalloprotein-
ases, reactive oxygen species, growth factors, angiogenesis 
factors, and inducible nitric oxide synthase (iNOS). Their func-
tional commitment depends on their geographic location in 
the vessel wall. FGF, Fibroblast growth factor; PDGF, Plate-
let-derived growth factorTGF-β, Transforming growth factor-β; 
VEGF, Vascular endothelial growth factor.
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 sensitive to steroid therapy and depleted from chronic lesions.18 
Comparative analysis of sequential temporal artery biopsies 
harvested from patients before and after treatment has demon-
strated that adaptive immune responses evolve over the course of 
the disease and that different subpopulations of lesion- residing 
T cells are differentially responsive to immunosuppression.

Recent data have emphasized that the T-cell infiltrate in 
GCA-affected arteries is typically multifunctional and com-
posed of a broad spectrum of functional lineages.19 Besides Th1 
and Th17 cells, Th9, Th22, and IL-21–producing T follicular 
helper (Tfh) cells are part of the infiltrate. Little is known about 
precise effector functions of these T cells, but lesional T-cell 
populations are functionally highly diverse, raising the possi-
bility that a mixed set of antigens has vasculitogenic potential. 
Alternatively, the defect leading to granulomatous wall inflam-
mation is the sequel of antigen-nonspecific defects.19

T cells have now been placed at the top of the artery's mal-
adaptive response to injury, but precise effector pathways are not 
understood (see Fig. 60.4). Chronic aortitis leads to wall destruc-
tion and aneurysm formation. Dissection is increasingly recog-
nized as a sequel of aortic wall inflammation. In rare cases, LVV 
results in the fatal complication of aortic rupture. In TA, direct 
cytotoxic function of CD8 T cells, NK cells, and γδ T cells has 
been implicated in local tissue injury.20 Conversely, in the aor-
tic branches, LVV typically causes luminal stenosis/occlusion 
by inducing lumen-obstructive neotissue. Proliferating myofi-
broblasts lay down matrix and build hyperplastic intima. Newly 
formed microvessels supply oxygen and nutrients to the thick-
ening wall. How T cells instruct vascular cells to this maladap-
tive wound healing response and whether heterogeneity of such 
vascular cell populations imposes the disease's tissue tropism are 
the subjects of ongoing research. So far, the few wall-infiltrating B 
cells have not been assigned to a specific pathogenic mechanism.

as antigen-presenting cells (APCs); the nature of the antigen 
remains unknown, and reports about infectious agents have 
remained uncorroborated. Carefully designed experiments 
need to probe whether pathogens isolated from temporal artery 
tissue represent the vascular microbiota and whether they have 
a pathogenic role.

T helper 1 (Th1) cells are a key pathogenic element in GCA. 
Interferon-γ (IFN-γ), the Th1 marker cytokine, has multiple 
disease-relevant functions: activating endothelial cells and mac-
rophages, regulating wall remodeling, inducing microvascular 
neoangiogenesis, and driving intimal-layer expansion.11 IFN-γ 
is predominantly produced in the adventitia, where T cells are 
instructed by vasDCs. Th1 cells are present in untreated patients 
and persist despite prolonged corticosteroid therapy,18 suggest-
ing independence of vasculitogenic Th1 cells from the steroid- 
sensitive acute phase response and emphasizing their role as 
stabilizers of chronic-persistent lesions. During early vasculi-
tis, Th1 cells are accompanied by Th17 cells, which are highly 

Adventital thickening

Medial thinning, wall destruction

Aneurysm formation
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Adventital neoangiogenesis

Myofibroblast mobilization
and proliferation

Intimal hyperplasia
Luminal occlusion

AORTA AORTIC BRANCHES

FIG. 60.4 Patterns of Vessel Wall Damage in Giant Cell Arte-
ritis. Transmural granulomatous vasculitis results in two distinct 
damage patterns. Aortic inflammatory infiltrates destroy the 
wall, inducing dissection and aneurysm formation. As a result 
of neoangiogenesis and fibrosis, the adventitia expands. In the 
aortic branches, transmural granulomatous infiltrates predomi-
nantly elicit a maladaptive healing response, characterized by 
the mobilization, migration, and proliferation of myofibroblasts 
forming hyperplastic and lumen-obstructive neointima. Forma-
tion of neotissue is associated with microvascular neoangiogen-
esis in the intima, media, and adventitia. Intimal hyperplasia and 
neoangiogenesis are ultimately regulated through the intensity 
of the T-cell response in the vasculitic lesions.

• In humans, medium and large arteries have multiple wall layers and
a wall structure substantial enough to be targeted by autoimmune
disease.

• Vasculitis causes the rapid and concentric growth of hyperplastic
 intima, leading to luminal occlusion and ischemia of dependent tis-
sues. Intramural inflammation of the aorta can result in wall damage
followed by aneurysm formation and rupture.

• Because of the vital function and nonregenerative nature of large
 human arteries, the threshold for autoimmunity in the wall structures
of such arteries must be explicitly high.

• Inflammatory infiltrates forming granulomatous vasculitis enter the
vessel from the “back door,” the adventitia, and not from the lumen.

• Besides their critical role as conduits for blood flow, medium and large 
arteries also possess immunoregulatory functions mediated by den-
dritic cells (DCs) indigenous to the vascular wall. DCs in each vascular 
territory express a distinctive pattern of Toll-like receptors (TLRs), giv-
ing each vessel its own immunologic identity.

KEY CONCEPTS
Large Vessel Vasculitis

Defective T Regulatory Cells and Insufficient Immune 
Checkpoints in Giant Cell Arteritis
Recent data have brought to the forefront that antigen-nonspecific 
immunoregulatory pathways have disease relevance in LVV,  
specifically in enabling unopposed and lasting adaptive immune 
responses to induce and sustain vessel wall inflammation.
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Like in many chronic inflammatory lesions, GCA’s arterial 
wall infiltrates lack sufficient antiinflammatory T regulatory 
cells (Tregs). This may be a consequence of the proinflammatory 
milieu, but recent studies have identified a novel mechanism of 
Treg-dependent immunosuppression that is nonfunctional in 
GCA. In healthy individuals, secondary lymphoid tissues are 
occupied by a population of CD8 Tregs that effectively control 
clonal expansion of CD4 T cells and thus the overall size of the 
CD4 T-cell compartment.21 Such CD8 Tregs suppress activa-
tion and expansion of neighboring CD4 T cells by the directed 
transfer of nicotinamide adenine dinucleotide phosphate 
(NADPH) oxidase 2 (Nox2)-containing exosomes. The popula-
tion of Nox2+ CD8+ Tregs is distinctly low in patients with GCA 
and remains low with antiinflammatory therapy. Implicating 
Nox2 released by CD8 T cells in the threshold setting of CD4 
T-cell immunity opens an entirely new perspective in vasculitis 
research and redirects the focus away from antigenic triggers 
that induce protracted macrophage activity.

A second immunoregulatory defect weakening proper con-
trol of CD4 T-cell immunity has been localized to the pro-
grammed death 1 (PD-1) immunoinhibitory checkpoint.22 
Inhibitory checkpoints are designed to protect tissue from 
excessive immune reactivity. PD-1 is expressed on activated 
T cells, the ligand PD-L1 is expressed on APCs. Triggering of 
PD-1 sends negative signals into T cells and stops their prolifer-
ation and polarization. DCs in patients with GCA, both lesional 
vasDCs and circulating DCs, are PD-L1low. GCA T cells thus 
lack negative signaling and fail to undergo clonal contraction. 
Indeed, in inflamed temporal arteries, PD-1+ T cells are strongly 
enriched. In human artery–chimeric mice, blocking PD-1 with 
antibody treatment exacerbates vasculitis, and wall-infiltrating 
PD-1+ T cells produce a spectrum of effector cytokines (IFN-γ, 
IL-17, IL-9, IL-21, IL-22, etc.). Most importantly, PD-1–PD-L1 
interactions in the artery have direct impact on the density of 
newly formed microvessels and the thickness of the hyperplas-
tic intimal layer.22 Hyperactive checkpoints are currently tar-
geted therapeutically to unleash antitumor T-cell immunity. In 
cancer patients treated with checkpoint inhibitors, aortitis and 
vasculitis have been reported as immune-related adverse events.

CLINICAL FEATURES IN GIANT CELL ARTERITIS

that most patients eventually have involvement of medium and 
large arteries. In some patients, the disease preferentially tar-
gets more peripheral branches of the aorta (e.g., cranial arteries, 
such as the temporal artery). In others, the aorta and its proxi-
mal branches (e.g., subclavian, axillary arteries) are involved 
to a major extent. In a subpopulation of patients, the clinical 
consequences of arterial inflammation are minimal, and these 
patients come to clinical attention because of failure-to-thrive 
or fever of unknown origin.

In cranial GCA, symptoms result from vascular stenosis of 
the neck and head arteries, most prominently the branches of 
the external carotid artery. Arteritis of the scalp arteries leads 
to the typical presentations of headaches and scalp tenderness. 
Patients report difficulties with wearing glasses or combing 
their hair. The headaches are often intense and unresponsive to 
standard analgesics. Headaches are a nonspecific clinical symp-
tom, yet in an older individual with other findings of an inflam-
matory syndrome, physicians need to rule out GCA. Insufficient 
blood flow to the masseter muscles and the tongue causes jaw or 
tongue claudication, elicited by prolonged chewing and talking. 
Although this type of claudication is present in less than 30% of 
patients, it is clinically helpful because it rarely occurs outside of 
GCA. Similarly, painful dysphagia can be a useful clinical clue.

The orbits and the optic nerve are strictly dependent on 
blood supply from the external carotid system, particularly the 

TABLE 60.1 Clinical Features of Giant 
Cell Arteritis, Polymyalgia Rheumatica, and 
Takayasu Arteritis

Organ 
 System Clinical Features

FREQUENCIES

GCA PMR TA

Vascular Headaches +++ *
Limb claudication + ***
Scalp tenderness **
Jaw claudication **
Absent or asymmetrical pulses * ***
Asymmetric blood pressure 

readings
* ***

Bruit * ***
Tongue claudication *
Tissue gangrene *
Abdominal angina *
Cough (dry, nonproductive) * *

Constitutional Malaise ** ** ***
Failure to thrive * ** *
Weight loss ** ** **
Fever * * *

Central Ocular symptoms ** *
nervous Stroke/transient ischemic attack * *

Peripheral 
nervous

Peripheral neuropathy *

Cardiac Aortic dilatation and regurgitation * *
Myocardial infarction * *
Congestive heart failure *

Musculoskel- Proximal stiffness/muscle pain ** ***
etal Synovitis of peripheral joints *

Others Intense acute phase response *** *** ***
Normochromic or hypochromic 

anemia
** * **

*Low frequency (<20%); **moderate frequency (20%–70%); ***high frequency (>70%).
GCA, Giant cell arteritis; PMR, polymyalgia rheumatica; TA, Takayasu arteritis.

• Patient older than 50 years of age.
• Female.
• Northern European heritage.
• Laboratory findings of a highly activated acute phase response

(e.g., elevated erythrocyte sedimentation rate [ESR] and C-reactive
protein [CRP]).

• Insidious onset of nonspecific symptoms (weight loss, night sweats,
malaise, fever).

• Ischemia of ocular structures, cranial muscles, scalp, or upper
extremities.

CLINICAL PEARLS
Clinical and Epidemiologic Clues in Giant Cell Arte-
ritis

Clinical manifestations of GCA reflect the combination of a 
systemic inflammatory syndrome with vascular insufficiency 
(Table 60.1).2 Increased sensitivity of vascular imaging methods 
and longer survival of affected individuals have made it clear 
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ophthalmic artery. GCA in ophthalmic artery branches, spe-
cifically the posterior ciliary arteries, leads to anterior ischemic 
optic neuropathy, presenting as sudden and painless vision 
loss. Typically, patients lose vision in the early-morning hours 
or wake up blind. Involvement of one eye may be followed by 
visual loss in the partner eye if the disease is not diagnosed and 
treated promptly. Besides anterior optic neuropathy, GCA can 
cause a number of ischemic complications in the orbits and 
along the visual axis, which may present as diplopia or partial 
vision loss.15 If recognized and treated immediately, sight loss is 
preventable, which indicates that GCA should be considered an 
ophthalmologic emergency.

Chronic nonproductive cough can be related to arteritis in 
bronchial artery branches. If the vertebral and basilar arteries 
develop vasculitic stenosis, ischemia of the central nervous sys-
tem manifests with transient ischemic attacks or frank stroke.

In patients with large vessel GCA, cranial symptoms may be 
minimal, and temporal artery biopsy can be negative.23 Vascu-
lar insufficiency is focused on the upper-extremity vessels and 
the aorta. In rare cases, lower extremities are affected. Typically, 
patients have asymmetric blood pressure readings or experience 
total loss of upper-extremity blood pressure and pulse caused by 
occlusions in the distal subclavian and axillary arteries (Fig. 60.5). 
Patients with subclavian GCA are on average approximately  
10 years younger at disease onset than those with dominant cranial 
manifestations. Diagnosis of large vessel GCA is often delayed 
because symptoms are nonspecific and systemic inflammation is 
less pronounced. Ischemic pain in the hands when using the arms 
can be combined with coolness and bluish discoloration. Gan-
grene of the fingertips is rare. Disability can be significant because 
patients have difficulties with activities of daily living. With ste-
notic lesions of the subclavian arteries, blood pressure readings 
are unreliable, requiring alternative strategies for blood pressure 
monitoring. Although carotid involvement is considered infre-
quent, it can be challenging to distinguish atherosclerotic disease 
and vasculitic disease. Patients with carotid GCA are at high risk 
for cerebral ischemic events. Aortic involvement preferentially 
targets the thoracic aorta and infrequently the abdominal aorta 
(Fig. 60.6). Dilation of the aortic root can lead to aortic insuffi-
ciency. Aortic aneurysms are often clinically silent. The diagnosis 
may first be made from tissue obtained surgically during aortic 
aneurysm repair. In extreme cases, the aortic wall ruptures.

The response pattern of arteries to inflammation may not 
include intimal hyperplasia, thus eluding luminal compromise. 
In such patients, the systemic inflammatory component domi-
nates the clinical presentation. Fever, fatigue, malaise, weight 
loss, and depression are often intense enough to prompt a work-
up for a malignancy. GCA needs to be in the differential diagno-
sis in all cases of fever of unknown origin, particularly in older 
individuals. Patients with cranial GCA have abnormally thick 
and tender temporal arteries exhibiting nodularity and loss of 
pulses, whereas clinical findings in nonstenosing GCA can be 
unremarkable. Temporal artery biopsy needs to be pursued 
even if clinical examination does not suggest the diagnosis.

CLINICAL FEATURES IN POLYMYALGIA RHEUMATICA
PMR is diagnosed in patients experiencing pronounced stiffness 
and pain in the shoulder and pelvic girdle muscles (see Table 
60.1).2 Laboratory testing reveals a systemic inflammatory syn-
drome; arterial biopsy is negative for arteritis. Approximately 10% 
of patients with PMR without any signs of vascular  inflammation 

will eventually develop full-blown vasculitis. Notably, PMR often 
occurs in patients with GCA, in approximately 40% of patients at 
disease onset. Tapering of immunosuppressive therapy in GCA 
is frequently associated with new or remittent PMR symptoms. 
Complaints are focused on muscle pain and stiffness, classically 
affecting the neck, shoulders, and pelvic girdle. The muscles of 
the torso may be involved. Peripheral arms and legs are spared. 
Muscle pain is most intense in the early morning and improves 
during the day. Inability to get out of bed, stand up from a chair, 
or get off the toilet seat should alert the physician to consider 
PMR. Some patients with PMR have synovitis or bursitis in their 
shoulder and hip joints2 difficult to distinguish from seronega-
tive polyarthritis. No diagnostic procedure that allows for the 
diagnosis of PMR is available; the syndrome remains an exclu-
sion diagnosis in cases of myalgia combined with laboratory 
signs of systemic inflammation. On clinical examination, pas-
sive motion of shoulder and hip joints is maintained, but active 
motion is restricted because of pain. Muscle strength is often 
normal. Careful evaluation of the temporal arteries is warranted 
to avoid missing fully developed GCA.

CLINICAL FEATURES IN TAKAYASU ARTERITIS
The clinical manifestations of TA are diverse and depend on 
the affected vascular territory (see Tables 60.1 and 60.2). Ini-
tial symptoms are usually nonspecific and include fever, cough, 
malaise, weight loss, night sweats, myalgias, and arthralgias. 
Signs of vascular deficiency develop later in the disease course 
and generally are ischemic in nature. Geographic variations in 
disease pattern have been reported, likely reflecting the inter-
play between host risk genes and dysfunctional immunity. In 
North American, Japanese, and Korean patients, the aortic arch 
and its primary cervical and upper extremity branches are pref-
erentially targeted, giving rise to aortic insufficiency, cerebral 
ischemia, face and neck pain, ocular ischemia, and the typi-
cal presentation of “pulseless disease” (Fig. 60.7). In patients in 
India, the abdominal aorta and renal arteries are more com-
monly affected, causing renovascular hypertension and the 
long-term risk of cardiac failure (Fig. 60.8).

Nonspecific complaints of headaches, syncope, and face and 
neck pain are often misinterpreted as stress-related problems, 
particularly in young women. Consequently, the diagnosis can 
be missed for months. Only a few patients come to clinical atten-
tion because of catastrophic neurologic symptoms related to brain 
ischemia. Helpful clues are differences in blood pressure, loss of 
pulses, and vascular bruits heard on clinical examination. Retinal 
neoangiogenesis, induced by hypoperfusion of the eye is now rela-
tively rare, but fleeting visual abnormalities may indicate transient 
ischemic attacks. Signs of aortic insufficiency are unlikely to be 
encountered in early disease, but continuous monitoring for aor-
tic dilation is an essential part of follow-up care. Coronary artery 
stenosis in a young patient must prompt the physician to rule out 
TA. In a subset of patients, the origins of mesenteric arteries are 
involved. Clinical consequences include weight loss, nausea, vom-
iting, diarrhea, and abdominal claudication, typically elicited by 
the increased intestinal blood demand following a meal.

Renal artery stenosis may be clinically silent and is often noticed 
in routine screening. Correct measurement of blood pressure can 
represent a pressing clinical problem if the upper-extremity arteries 
are affected. Involvement of the infrarenal aorta can lead to lower-
extremity claudication. Musculoskeletal examinations are usually 
unrevealing, although joint and muscle pains are common.
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DIAGNOSIS
Classification criteria have been developed for GCA and 
TA to differentiate patients with LVV from those with other 
vasculitic entities (Tables 60.3 through 60.5).24–26 Age at dis-
ease onset and the pattern of arteritis are clearly important 
for establishing the diagnosis and distinguishing between 
these two related  vasculopathies. Diagnostic criteria for PMR 

remain a challenge (see Table 60.3) because they rely on non-
specific symptoms, such as muscle pain and stiffness and 
elevated erythrocyte sedimentation rate (ESR), all of which 
can occur in many other diseases.2 No specific laboratory test 
is currently available to diagnose PMR. Therapeutic respon-
siveness of patients with PMR to low-dose corticosteroids is 
clinically helpful, emphasizing the need for objective diag-
nostic criteria.

A B
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FIG. 60.5 Diagnostic Imaging in Giant Cell Arteritis: Computed Tomography Angiography. Contrast-enhanced computed 
tomography angiography (CTA) in a 74-year-old female with a temporal artery biopsy positive for giant cell arteritis. CTA imaging 
shows diffuse, circumferential mural thickening along the entire descending aorta and the abdominal aorta (Panel A). Arrows mark 
the thickened aortic wall. Axial images (Panels B–D) reveal the circumferential distribution (arrows) of the wall thickening from the 
distal arch to the  intrarenal portion of the aorta. Thickness measurements can be used to monitor disease burden over time. The aortic 
diameter is within normal limits, indicating that the aortitis has not yet resulted in aneurysm formation. (Images were generated by Dr. 
D.  Fleischmann, Department of Radiology, Stanford University.)
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Laboratory Tests
In all three conditions—GCA, PMR, and TA—the laboratory 
tests indicate an intense acute phase response in a vast majority of 
patients.2,27 In general, this is captured by measuring ESR or CRP. 
However, it is important to note that a subset of patients with GCA 
has normal ESR readings, even before initiation of immunosup-
pressive therapy. A normal ESR or CRP result is not sufficient to 
exclude the diagnosis, and further diagnostic work-up is required 
if the clinical suspicious is high. Other acute phase proteins, such as 
fibrinogen and SAA, are elevated as well. IL-6 is a potent inducer of 
hepatic acute phase proteins and is a sensitive marker of continu-
ous systemic inflammation.8,9 Other laboratory abnormalities, such 
as elevation of alkaline phosphatase, thrombocytosis, and anemia, 
are in line with a robust acute phase response.

Autoantibodies are not helpful beyond excluding differential 
diagnoses, such as rheumatoid arthritis (RA), systemic lupus 
erythematosus (SLE), or antineutrophil cytoplasmic antibody 
(ANCA)-related vasculitides. Recently, two endothelial autoan-
tigens have been identified in Takayasu disease, but autoanti-
body measurements have not yet entered diagnostic testing.28

Tissue Biopsy
In patients with TA, tissue biopsies are rarely available unless the 
patient had to undergo vascular reconstructive surgery. In most 
patients, the diagnosis is made based on imaging procedures 
revealing luminal and wall abnormalities in affected blood vessels.

In contrast, arterial biopsy remains a critical diagnostic 
approach in patients with GCA. Temporal arteries are easily 

FIG. 60.6 Diagnostic Imaging in Giant Cell Arteritis: Magnetic Resonance Angiography. Contrast-enhanced magnetic resonance 
angiography of the chest and abdomen in the patient whose computed tomography angiography images are presented in Fig. 60.5. 
Double inversion recovery magnetic resonance images in the axial plane demonstrate diffuse, contiguous mural thickening of the 
great vessels (Panel A, brachiocephalic trunk) and the aorta (Panels B–D). Arrows are placed to mark the circumferential distribution 
of the mural thickening and compare luminal diameter and wall thickness at different levels of the vessels. (Images courtesy of Dr. D. 
Fleischmann, Department of Radiology, Stanford University.)
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accessible, and a segment can be removed in an outpatient set-
ting. Recommendations include harvesting 2 to 3  cm of the tem-
poral artery, starting at the most symptomatic side. Frozen tissue 
sections can lead to a quick diagnosis of granulomatous vasculi-
tis. Whether the second side should be biopsied during the same 
surgical procedure remains a matter of debate. In cohorts that 
included several hundred patients, vasculitis was detected in 
2% to 3% of tissue samples from the second side if the first side 
was negative. If the clinical suspicion is strong, biopsy confir-
mation can be sought from a second-side biopsy immediately 
after the first biopsy or after careful monitoring of the patient for 
several weeks. Negative findings on temporal artery biopsy do 
not exclude the diagnosis of GCA but make it unlikely. In a ret-
rospective cohort study, approximately half of the patients with 
subclavian GCA had no vasculitis in the temporal arteries, con-
sistent with preferential involvement of certain vascular territo-
ries. There has been a trend toward considering negative biopsies 
as “falsenegative” and classifying patients with a negative biopsy 
as having GCA. This may lead to unnecessary immunosuppres-
sive therapy, and the patient may not obtain a proper diagnosis. 
Findings that prompt biopsies (headaches, elevated acute phase 
reactants) are notoriously nonspecific, and both physicians and 
patients are anxious to avoid treatable blindness, biasing toward 
overtreatment. The temporal artery biopsy remains a powerful 
diagnostic tool and the major tool that allows unequivocal clas-
sification of the disease process. A technically proper temporal 
artery biopsy will detect vasculitis in the vast majority of patients.

Corticosteroid therapy does not eradicate pathologic find-
ings of vascular wall infiltrates, and biopsy can still be valuable 
in making the diagnosis in patients on steroids. Approximately 
half of the patients remain biopsy positive, even after 1 year of 
corticosteroid therapy.29

Histomorphologic reports describe mononuclear cell infiltrates 
penetrating through all layers of the vessel wall (Fig. 60.9).1 Recent 
discussions have focused on the diagnostic relevance of isolated 
inflammatory cell clusters in the adventitia or perivascular lympho-
cytes limited to small blood vessels. These findings may not be suf-
ficient to indicate arteritis. Multinucleated giant cells may or may 
not be found. They tend to lie along the internal elastic lamina, at 
the junction between the media and the intima. Media destruction 

is not unusual, but findings of fibrinoid necrosis should prompt a 
search for different vasculitic entities. The vessel lumen is compro-
mised by hyperplastic intima formed from proliferating fibroblasts, 
smooth muscle cells, and deposition of acid mucopolysaccharides.

The histology of TA is similar to that of GCA, making it dif-
ficult to dissect both syndromes in aortic tissue samples. Lym-
phocytes and plasma cells accumulate around vasa vasorum 
and form transmural infiltrates. Marked wall thickening with 
inflammatory tissue extending into perivascular structures is 
typical for TA (Fig. 60.10). Destruction of elastic membranes 
is often extensive and combined with patchy areas of media 
necrosis. Weakening of the vessel wall can lead to aneurysm for-
mation. Inflammatory lesions may be arranged in a “skipped” 
pattern, with normal vessel wall segments alternating with 
stretches of intense destructive inflammation.

Physicians may encounter morphologic findings of granulo-
matous aortitis in patients undergoing aortic aneurysm repair 
without any prior diagnosis of vasculitis. Detailed work-up of 
these patients is necessary to identify those with undiagnosed 
PMR, GCA, or TA. Rare causes of aortitis, including IBD,  
sarcoidosis, syphilis, relapsing polychondritis, and connective 
tissue disease, should be ruled out. Isolated granulomatous aor-
titis is diagnosed as idiopathic aortitis. The pathogenesis and  
prognosis of this condition are essentially unknown.

Diagnostic Imaging
Modern imaging modalities have fundamentally changed the 
diagnostic approach to LVV. Indeed, diagnosing TA mostly 
depends on identifying vascular lesions in typical distribution 
by imaging.30

Conventional angiography still has its place in preoperative 
planning and can be combined with intravascular interventions. 
It provides ideal visualization of the vascular lumen not only for 
large but also for medium-sized arteries, such as the axillary and 
brachial arteries (see Fig. 60.5). Ultrasound (US)-based meth-
ods are extremely useful for screening carotid arteries, but they 
have also emerged as the method of choice for initial assessment 
of the distal subclavian arteries, vertebral arteries, renal arter-
ies, and femoral arteries. US examination is the optimal method 
for long-term monitoring of vessel bypasses after revasculariza-
tion procedures. Magnetic resonance imaging (MRI), magnetic 
resonance angiography (MRA), and computed tomography 
(CT) are currently widely used for evaluating the vascular tree. 
These methods provide excellent information on abnormalities 
of the vascular lumen and wall, also capturing abnormalities in 
the more peripheral arterial branches. CT imaging is fast, well 
tolerated by patients with claustrophobia, and allows excellent 
assessment of the aorta and its wall (see Fig. 60.7). However, it 
has the disadvantages of contrast loading and radiation expo-
sure. With its inherent multiplanar imaging capabilities, mag-
netic resonance is used to examine neck vessels, the aorta, and 
proximal aortic branches (see Figs. 60.6 and 60.8). Great hope 
was placed on its potential to measure wall edema and intramu-
ral vascularity, which would make magnetic resonance useful 
for estimating disease burden and responses to therapy. Com-
parisons of imaging results, laboratory parameters of inflamma-
tion, and surgical biopsy specimens have been disappointing, 
cautioning that edema-weighted magnetic resonance should 
not be used as a sole means of measuring disease activity and 
therapeutic responsiveness. Both CT angiography and MRA are 
currently used routinely to monitor progression/regression of 
vascular involvement and have an important place in managing 
the chronic phase of GCA and TA.

TABLE 60.2 Takayasu  Arteritis: 
 Relationship Between Clinical  Symptoms 
and  Affected Vascular Territories

Vascular Bed 
Involvement

Approximate 
Frequency 
(%)

Predominant Clinical 
Symptoms

Subclavian 90 Arm claudication, pulselessness
Common carotid 60 Visual defects, stroke, transient 

ischemic attack, syncope
Abdominal aorta 45 Claudication, hypertension, 

abdominal angina
Renal 35 Hypertension
Aortic arch/root 35 Aortic insufficiency, congestive 

heart failure
Vertebral 35 Dizziness, visual impairment
Celiac axis 20 Abdominal angina
Superior 

mesenteric
20 Abdominal angina

Iliac 20 Claudication
Pulmonary 10 Dyspnea, chest pain
Coronary 10 Myocardial infarction, angina



782 PART VI Systemic Immune Diseases

A B

DC

E F

FIG. 60.7 Diagnostic Imaging in Takayasu Arteri-
tis: Computed Tomography Angiography. Contrast-
enhanced computed tomography angiography shows 
markedly increased wall thickness of the scanned arteries 
in a 28-year-old woman. Panel A: Coronal  images demon-
strate wall thickening (arrows) of the ascending aorta, the 
aortic arch and the proximal aortic branches (brachioce-
phalic, left common carotid and left subclavian). Panels B 
and C: Axial images allow for precise measurements of 
wall thickness in the ascending aorta (B) and in the aortic 
arch (C). Panel D shows marked thickening of the circum-
ferential wall of both common carotid arteries (arrows). 
Panel E/F: Vessel wall inflammation has resulted in mod-
erate stenosis of both carotid arteries (arrows), with wall 
irregularities more pronounced on the right side. (Images 
were provided by Dr. D. Fleischmann, Department of 
Radiology, Stanford University.)
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FIG. 60.8 Diagnostic Imaging in Takayasu Arteritis: 
Magnetic Resonance Angiography. Contrast-enhanced 
magnetic resonance angiography in a 28-year-old patient 
with Takayasu arteritis taken after 6 months of cortico-
steroid treatment. Pretreatment computed tomography 
angiography images are presented in Fig. 60.7. T1 dou-
ble inversion recovery magnetic resonance imaging of 
the ascending aorta (Panel A), the aortic arch (Panel B), 
and the descending aorta (Panel C) show residual mural 
thickening. Thickened vascular walls are marked with 
arrows. (Images courtesy of Dr. D. Fleischmann, Depart-
ment of Radiology, Stanford University.)

TABLE 60.3 American College of 
 Rheumatology 1990 Classification Criteria 
for Giant Cell Arteritisa and Polymyalgia 
 Rheumatica

Age at disease onset ≥50 years
New-onset or new type of headache
Temporal artery tenderness or decreased artery pulse
Elevated erythrocyte sedimentation rate (≥50 mm/h)
Histologic incidence of arteritis (characterized by a predominance of 

mononuclear cell infiltrates or a granulomatous process with multi-
nucleated giant cells)

aA patient is classified as having giant cell arteritis if at least three of the five criteria 
are present.
Reprinted from Hunder GG, Bloch DA, Michel BA, et al. The American College of 
Rheumatology 1990 criteria for the classification of giant cell arteritis. . 1990;33:1122–
1128, with permission of Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc. 
©1990.Arthritis Rheum

TABLE 60.4 Provisional Classification 
Criteria for Polymyalgia Rheumatica

Age ≥50 years Required 
Bilateral shoulder ache Required
Abnormal C-reactive protein (CRP) and/or erythrocyte 

sedimentation rate (ESR)
Required

Morning stiffness >45 min 2
Hip pain or limited range of motion 1
Absence of rheumatoid factor (RF) or anticitrullinated 

protein antibody (ACPA)
2

Absence of other joint involvement 1
A score of ≥4 is categorized as polymyalgia rheumatica.

Reprinted from Dasgupta B, Cimmino MA, Kremers HA, et al. Provisional clas-
sification criteria for polymyalgia rheumatica: A European League Against Rheuma-
tism/American College of Rheumatology collaborative initiative. Arthritis Rheum. 
2012;64:943–954.
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FIG. 60.9 Histomorphology of Giant Cell Arteritis. (A) Temporal artery cross-section with mononuclear infiltrates throughout all wall 
layers. The adventitia is infiltrated by round cells with cuffing of vasa vasorum by lymphocytes. The vessel lumen is occluded by intimal 
hyperplasia. (B) Higher magnification showing intense granulomatous inflammation with multinucleated giant cells in the proximal 
media and at the media–intima junction.

THERAPEUTIC PRINCIPLES
Treatment of Large Vessel Vasculitides

• To prevent vision loss, patients with giant cell arteritis (GCA) require
 immediate treatment. Similarly, with the threat of catastrophic cerebral
ischemia in Takayasu arteritis (TA), prompt initiation of therapy is imperative.

• Corticosteroids are the immunosuppressive drug of choice for large
vessel vasculitides (LVVs). Often, the drugs must be given over a
 period of several years but may be clinically effective at very low doses.

• Clinical trials have failed to show convincing steroid-sparing effects for 
either methotrexate or tumor necrosis factor (TNF)-α blockade in GCA.

• A phase 3 clinical trial has demonstrated steroid-sparing effects of treat-
ment with tocilizumab, an antibody against the interleukin-6 receptor

• Molecular studies of GCA vascular lesions have shown that early and
 untreated disease is characterized by two functional T-cell lineages; T
helper 1 (Th1) and Th17 cells. Th17 cells respond rapidly to corticosteroids, 
whereas Th1 cells persist and promote chronic, smoldering vasculitis.

• A dual biopsy study in untreated and treated patients with GCA
has demonstrated persistent vasculitis despite excellent control of
 peripheral inflammatory markers (erythrocyte sedimentation rate
[ESR], C-reactive protein [CRP]), indicating separation of the vascular
and extravascular disease component. Although extravascular dis-
ease (ESR, CRP, and myalgias) may be easy to control, vessel wall
inflammation seems to be autonomous and difficult to suppress.

• Clinical experience (not evidence-based therapeutic trials) suggests
that a combination of methotrexate, mycophenolate mofetil, or
TNF-α–blocking agents with corticosteroids may be beneficial in con-
trolling disease in some patients with TA.

• Close monitoring for diabetes, hypertension, and hyperlipidemia
combined with bone-saving therapy should be part of the treatment
 regime in patients with LVVs on long-term corticosteroids.

TABLE 60.5 American College of 
 Rheumatology 1990 Criteriaa for the 
 Classification of Takayasu Arteritis

Disease onset at ≤40 years
Claudication of an extremity
Decreased brachial artery pulse
>10 mm Hg difference in systolic blood pressure between arms
Bruit over the subclavian arteries or the aorta
Arteriographic evidence of narrowing or occlusion of the entire aorta, 

its primary branches, or large arteries in the proximal upper or lower 
extremities

aFor purposes of classification, a patient is classified as having Takayasu arteritis if 
more than three of the six criteria are fulfilled.
Reprinted from Arend WP, Michel BA, Bloch DA, et al. The American College of Rheu-
matology 1990 criteria for the classification of Takayasu arteritis. . 1990;33:1129–1134, 
with permission of Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc. ©1990.Ar-
thritis Rheum

THERAPEUTIC MANAGEMENT
With increasing knowledge of the disease process and refine-

ment of diagnosis and long-term treatment, the prognosis for 
patients with LVV has significantly improved. Life expectancy 
of patients with GCA is preserved. Follow-up studies of Japa-
nese patients with TA have suggested good control of disease 
activity in about 75% of patients, with only 25% experiencing 
serious complications and cardiac manifestations determining 
long-term outcome. Whether vasculitis predisposes patients to 
accelerated atherosclerotic disease, given the combination of 
chronic inflammation and injury to vessel wall structures, is still 
being discussed. It is not known whether progression of athero-
sclerosis and its complications require a different management 
approach or whether standard vasoprotective measures (treat-
ing hypertension and hyperlipidemia, smoking cessation, etc.) 
are sufficient.

Pathogenic studies have pointed out that the traditional view 
of GCA as a self-limiting disease is incorrect.9,19 To the con-
trary, granulomatous vasculitis has shown surprising resistance 
to immunosuppression, with vessel wall infiltrates persisting 

for greater than 12 months in almost 50% of patients despite 
appropriate immunosuppressive therapy. Based on examination 
of serial temporal artery biopsy specimens from patients before 
and after treatment, it is now clear that arteritis persists, albeit 
sustained by an immune network distinct from that in untreated 
patients.18 It is unknown whether this persistent smoldering 
process requires treatment and what the risk/benefit ratio is for 
the older patient population affected by GCA. Unchanged life 
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are started on a daily prednisone dose of 40 to 60 mg (approxi-
mately 1 mg/kg body weight). In patients with PMR, a daily dose of 
20 mg prednisone is sufficient in almost all patients. The response 
is usually dramatic, with improvements within 24 to 48 hours.  
The promptness of clinical improvement is so exceptional that 
it has been suggested as a diagnostic criterion for PMR. The 
promptness of response may be limited to extravascular dis-
ease. Myalgias, fever, malaise, and headaches improve swiftly, 
in parallel with a fast reduction of acute phase reactants (CRP, 
IL-6, ESR). The vascular component is much more resistant to 
immunosuppression and may require a different therapeutic 
approach.

Once the condition is stabilized, steroid tapering is guided 
by close monitoring of the clinical presentation as well as labo-
ratory markers of inflammation. In general, steroids should be 
reduced by 10% to 20% every 2 weeks. Monthly monitoring of 
ESR and CRP is mandatory to adjust therapy. Patients frequently 
return with signs or symptoms of recurrent disease as immuno-
suppression is lowered. Fortunately, disease exacerbations caus-
ing vision loss are infrequent. Disease flare-ups typically present 
with PMR symptoms or nonspecific manifestations of malaise 
and failure to thrive. In most patients, a transient small increase 
in the steroid dose reinstates disease control.

Much effort has been invested in identifying steroid-sparing 
agents. In a small study, treatment with pulse corticosteroids 
appeared to have long-term beneficial effects, reducing the 
overall steroid requirement and the rate of disease flare-ups.31 
Compared with the control arm, patients who received three 
initial steroid pulses (1000 mg methylprednisolone ×3 days, fol-
lowed by oral steroids with a fast taper) had lower likelihoods of 
disease flare-ups. Particularly, once close to 10 mg/day of pred-
nisone, these patients could tolerate steroid withdrawal signifi-
cantly better, and most were taking 5 mg/day prednisone at 36 
weeks.31 The benefit from initial pulse therapy continued over 
subsequent months.

Several biologic agents have been explored or are currently 
undergoing testing in clinical trials.32 Tumor necrosis factor-α 
(TNF-α) inhibitors may have a role in TA but had no steroid-
sparing effect in GCA.33 Preliminary study results suggest that 

A

B

FIG. 60.10 Histopathology of Takayasu Arteritis. (A) Full- 
thickness section of the aortic wall shows dense mononuclear 
infiltrates in the adventitia and media. The intima is thickened 
and wavy; hematoxylin and eosin (H&E). (B) Florid granuloma-
tous inflammation along the media–intima junction with numer-
ous  giant cells; H&E.

• The vascular lesions of giant cell arteritis (GCA) are autonomous and
self-maintained over prolonged periods. New therapeutic approaches
are needed that can eradicate wall-residing immune cells.

• With extension of life span, patients may experience disease compli-
cations 20 years after diagnosis. Long-term immunosuppression may
be required to protect the integrity of the large arteries.

• Several cellular activation pathways have disease relevance in GCA
and Takayasu arteritis (TA). Interfering with cellular signaling through
small-molecule reagents will provide new therapeutic opportunities.

• Patients with GCA have a defect in immunoprotective CD8 T regulatory
(Treg) cells. Reconstituting Treg function emerges as a new therapeutic
target.

• Patients with GCA have abnormalities in innate immune function
(e.g., hyperproduction of matrix metalloproteinase-9 (MMP-9) by
monocytes). Monocyte reeducation represents a novel therapeutic
strategy.

• Patients with GCA have a defective programmed death 1 (PD-1)/PD-
ligand 1 immune checkpoint. Cancer patients treated with immune
checkpoint inhibitors are at risk to develop aortitis/vasculitis.

• A subset of patients with TA build autoantibodies against endothe-
lial surface receptors. The value of such autoantibodies to subset and
monitor patients will need to be explored.

ON THE HORIZON

expectancy in GCA suggests adequacy of current management. 
Whether more intense immunosuppression or chronic main-
tenance therapy can prevent long-term complications, such as 
aortic aneurysm/dissection from GCA aortitis, and improve the 
overall prognosis is unknown. The ultimate decision depends on 
the cost/benefit analysis comparing the risk from smoldering dis-
ease with the risks imposed by long-standing immunosuppres-
sion. In that context, it is important to remember the profound 
impact of the immune aging process, which leaves older patients 
with an impaired immune system and amplifies the risk of immu-
nosuppression.

Induction Therapy
In newly diagnosed patients with GCA, TA, and PMR, the immu-
nosuppressants of choice are corticosteroids. Patients with GCA 
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targeting T-cell costimulation with abatacept may prevent 
disease relapses in GCA. Ustekinumab, an antibody targeting 
IL-12 and IL-23, was reported to have potential efficiency in 
refractory GCA in a small open-label study. The IL-6 receptor 
blocker tocilizumab has been explicitly effective in reducing 
acute phase reactants (CRP, ESR) and in a phase 3 double-blind 
trial of tocilizumab given weekly or every other week demon-
strated substantial steroid-sparing effect over a 1-year period.10

Maintenance Therapy
With a major shift in the pathogenic understanding of LVV, 
especially the realization that the disease process has two, partly 
independent components (extravascular, vascular) and that 
vasculitis persists chronically, the therapeutic needs for mainte-
nance therapy have become the dominant issue for the treating 
physician. Patients with PMR are often managed successfully 
with low-dose corticosteroids (prednisone 5 mg daily) and 
typically are highly responsive to transient and very small dose 
increases (1 to 2 mg prednisone/day). Long-term management 
of patients with GCA and TA relies on low-dose corticosteroids 
as well unless there is objective evidence for progressive vas-
cular wall inflammation. Unfortunately, no reliable biomarkers 
can separate the extravascular and vascular disease components, 
and no evidence has been presented that suppressing acute 
phase responses will ultimately restrict transmural vasculitis.

Methotrexate is considered to have mild-to-moderate 
steroid-sparing potential in GCA and PMR34 but is more fre-
quently used in TA. When given to human artery–severe com-
bined immunodeficiency (SCID) chimeras, acetylsalicylic acid 
(aspirin) has marked antiinflammatory activities, with suppres-
sion of IFN-γ in vascular lesions. Clinical trials are needed to 
test whether this immunosuppressive action can translate into 
corticosteroid sparing. Because arteries are the primary targets 
of LVVs, the use of aspirin as an antiplatelet agent should be 
routinely recommended.

There is no evidence that immunosuppressants, such as aza-
thioprine and cyclophosphamide, lower steroid needs, prevent 
vascular complications, or shorten the duration of steroid use. 
Whether any of the aforementioned biologic agents have a place 
to effectively suppress vessel wall inflammation and change the 
course of chronic disease is currently unknown.

An integral part of chronic immunosuppression with pred-
nisone is regular monitoring for diabetes and hypertension. 
Patients should be encouraged to increase physical activity 
because steroid-induced myopathy occurs frequently. A major 
issue of chronic steroid treatment is the risk of excessive bone 
loss, possibly resulting from increased bone resorption and 
impaired bone formation. Several effective and safe therapies 
for osteopenia/osteoporosis are available. Calcium and vitamin 
D supplementation should be part of the therapeutic regimen.

In many, but not all, patients, immunosuppressive treatment 
can be discontinued 18 to 24 months after diagnosis. Markers 
of systemic inflammation may remain elevated, and continuous 
monitoring for aortic involvement and recurrence of cranial 
arteritis is recommended.

Most patients with PMR are sufficiently treated with an initial 
dose of 20 mg of prednisone per day. In some patients, 10 mg of 
prednisone can induce and sustain a clinical response.  Steroids 
should be titrated to minimally needed doses to avoid side 
effects; tapering usually needs to be slow, over many months. 

In TA, long-term management should be tailored to individual 
patient conditions. It has been argued that patients should be 
maintained on a low dose of corticosteroids, such as 5 to 7 mg 
prednisone daily, even after successful control of active disease.

Given the age at disease onset in TA, preventive measures to 
counteract accelerated atherosclerosis and optimize blood pres-
sure control are important aspects of management.

It has been suggested that up to 50% of patients with TA may 
require a second immunosuppressive agent. Steroid-sparing 
effects of methotrexate have been reported for some patients. 
Similarly, mycophenolate mofetil may have clinical efficiency, 
although published data are available only for a small patient 
cohort. Empirically, azathioprine may have a place in main-
tenance therapy of patients with TA. There may be a place for 
agents blocking TNF-α in patients with persistent disease activity. 
A randomized, double-blind, placebo-controlled, phase 3 trial of 
tocilizumab in Japanese patients with refractory TA did not meet 
the primary end point and disease progression in tocalizumab-
treated TA patients has been reported, raising concerns that vas-
cular inflammation in TA may be difficult to treat.35,36

Detecting and treating hypertension is an essential compo-
nent of caring for patients with TA. Untreated hypertension 
leads to acceleration of atherosclerosis and cardiac insufficiency. 
In patients with upper-extremity involvement, obtaining accu-
rate blood pressure measurements is a challenge and requires 
education of the patient and caregivers.

Revascularization Procedures
Besides pharmacologic therapy, revascularization procedures—
including both surgical and endovascular interventions—have 
vastly broadened therapeutic options in patients with TA and 
large vessel GCA. To minimize the risk of complications, such 
as rapid reocclusion, vascular wall inflammation needs to be 
controlled before subjecting the patient to revascularization 
treatment. Conventional bypass grafts are still considered the 
method of choice in severely affected patients. Percutane-
ous transluminal angioplasty can be useful in managing renal 
artery stenosis or other short-segment lesions. Bypass surgery is 
needed in patients with cerebrovascular ischemia in whom cata-
strophic strokes may be prevented by bypassing critical stenosis 
of cervical vessels with grafts originating from the aortic arch. 
Reestablishing flow in the upper- and lower-extremity arteries 
can be complicated by multiple and long-segment stenosis, and 
arterial reconstructions with prosthetic graft materials or veins 
may be the only alternative to obtain long-term patency. Placing 
of conventional stents can be complicated by rapid restenosis, 
and it is unknown whether outcomes can be improved by drug-
eluting stents. Occlusive disease of the coronary arteries usually 
represents a challenging clinical scenario, and most physicians 
opt for conventional bypass surgery. Surgical repair is the treat-
ment of choice in patients with aortic regurgitation due to aortic 
wall and/or aortic valve inflammation.
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KEY CONCEPTS
• aPL exist as a family of autoantibodies directed against phospholipid-

binding plasma proteins, most commonly β2-glycoprotein-I.
• The origin of aPL is unknown but is hypothesized to be an incidental

exposure to environmental agents inducing aPL in susceptible indi-
viduals.

• In humans, cross-sectional and prospective cohort studies demon-
strate that aPL can predict future thrombosis. The pathogenic mecha-
nism is unknown; more than one mechanism may be involved.

• Concomitant prothrombotic risk factors may promote clotting in an
additive manner in aPL-positive patients 

Diagnosis of antiphospholipid syndrome (APS) requires that a 
patient has both a clinical event (thrombosis and/or pregnancy 
loss) and persistent antiphospholipid antibody (aPL), docu-
mented by a solid phase serum assay (anticardiolipin [aCL] 
and/or anti-β2-glycoprotein-I [β2GPI] enzyme-linked immu-
nosorbent assay) or an inhibitor of phospholipid-dependent 
clotting (lupus anticoagulant [LA] test), or both (Table 61.1).1 
Antiphospholipid syndrome occurs as an isolated diagnosis, 
referred to as primary APS, or is associated with other sys-
temic rheumatic diseases such as systemic lupus erythemato-
sus (SLE).

The primary antigen to which aPL binds is β2GPI (apolipo-
protein H), a phospholipid-binding plasma protein. β2GPI is 
normally present at a concentration of 200 μg/mL and is a mem-
ber of the complement control protein family. Structurally, it 
consists of 326 amino acids arranged in five short consensus re-
peat domains. In vivo, β2GPI circulates in a circular form that is 
maintained by interactions between the first and fifth domains. 
This circular form unfolds into an open form upon binding to 
phosphatidylserine on membranes of activated or apoptotic 
cells, including those of trophoblast, platelets, and endothelial 
cells, exposing the immunogenic site in the first domain. This 
binding may initiate cell activation, clearance of apoptotic cells 
by macrophages, and/or coagulation.2

Autoimmune aPL binds β2GPI (β2GPI-dependent aPL), 
which in turn binds negatively charged phospholipids. Drugs 
(such as chlorpromazine, procainamide, quinidine, and phenyt-
oin), malignancies (such as lymphoproliferative disorders), and 
infectious agents (such as syphilitic and non-syphilitic Trepo-
nema, Borrelia burgdorferi, human immunodeficiency virus, 
Leptospira, or parasites) induce β2GPI-independent transient 
aPL. β2GPI-independent aPL are usually made up of low-titer 

aCL, which may bind directly to phospholipids and are rarely 
associated with thrombosis.

EPIDEMIOLOGY
Low-titer aCL occur in less than 10% of normal blood donors, 
and moderate- to high-titer aCL and/or a positive LA test oc-
curs in greater than 1%. The prevalence of positive aPL tests in-
creases with age. Because the differential diagnosis of vascular 
occlusion is broader than it is in young adults, particular care 
is necessary when diagnosing APS in older patients. Thirty to 
40% of SLE patients and approximately one-fifth of rheumatoid 
arthritis patients have positive tests for aPL.

The strength of association between aPL and clinical events 
varies among studies. Although a number of studies have tried 
to estimate the annual thrombosis risk in asymptomatic aPL-
positive patients, most of these studies have predominantly in-
cluded patients with SLE. The annual risk of first thrombosis 
is probably very low (<1%/year) in aPL-positive individuals 
with no other systemic autoimmune diseases or risk factors for 
thrombosis, though well-controlled studies are lacking. Howev-
er, aPL-positive patients with other systemic autoimmune dis-
eases, such as SLE, are at increased annual risk for first throm-
bosis (<4%/year).

In patients without underlying SLE, it is estimated that ap-
proximately 10% of first-stroke victims have aPL, especially 
those who are young, as do up to 20% of women who have suf-
fered three or more consecutive fetal losses.

ETIOPATHOGENESIS
Antiphospholipid antibodies exist as a family of autoantibodies 
directed against phospholipid-binding plasma proteins, most 
commonly β2GPI. Such proteins bind negatively charged phos-
pholipids (cardiolipin, phosphatidylglycerol, phosphatidylser-
ine, phosphatidylinositol) but not zwitterionic or neutral phos-
pholipids (phosphatidylethanolamine, phosphatidylcholine). 
Other phospholipid-binding plasma proteins are prothrombin, 
thrombomodulin, protein C, protein S, and annexins I and V. 
In vivo, the likely relevant phospholipid to which these proteins 
bind is phosphatidylserine, which is normally sequestered on 
the inner cell membrane but is exteriorized during cell activa-
tion and apoptosis. Annexins bind to exposed phosphatidylser-
ine and create a “remove me” signal on cells.

The commonly accepted hypothesis regarding the origin of 
aPL states that incidental exposure to environmental agents, the 
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related clinical events. Persons congenitally lacking β2GPI, as 
well as β2GPI knockout mice, appear normal.

In humans, although cross-sectional and prospective cohort 
studies demonstrate that aPL can predict future thrombosis, 
the pathogenic mechanism remains unknown; more than one 
mechanism may be involved (Table 61.2). Because high-titer 
antibodies can persist for years in asymptomatic persons and 
because positive aPL tests can precede symptoms for years, it is 
likely that vascular injury and/or endothelial cell activation will 
immediately precede thrombosis in persons bearing the anti-
body. Platelet activation followed by binding of aPL to platelet 
membrane phospholipid-bound annexins may initiate platelet 
adhesion and thrombosis. Antiphospholipid antibodies can 
inhibit phospholipid-dependent reactions in the coagulation 
cascade, such as protein C and protein S activation. Interaction 
between aPL and an annexin A5 anticoagulant shield is anoth-
er potential mechanism.2 Also, aPLs induce cellular activation 
through receptors such as annexin A2 and apoER2 and induce 
the release of microparticles from endothelial cells.3

More recently, the role of complement in thrombotic APS 
has been examined.4 In a prospective study, complement activa-
tion in APS patients was investigated using surface deposition of 
C5b-9 and complement-dependent cell killing (modified Ham 
assay [mHam]). Persistent complement activation was observed 
in patients with triple aPL positivity, recurrent thromboses, and 
catastrophic antiphospholipid syndrome (CAPS), suggesting a 
strong association between complement activation and throm-
botic events in APS (see Table 61.2). Furthermore, rare germline 
mutations in complement regulatory genes were detected in a 
majority of patients with CAPS, suggesting a predisposition to 
uncontrolled complement activation leading to a more severe 
thrombotic phenotype.4

In experimental animal models, aPL cause fetal resorption 
(a proxy for recurrent fetal loss) and increase size and dura-
tion of trauma-induced venous and arterial thrombi. Inhibiting  

TABLE 61.1 Revised Sapporo Classification 
Criteria for the Antiphospholipid Syndrome1

Clinical Criteria
1. Vascular thrombosisa

(a)  One or more clinical episodesb of arterial, venous, or small-vessel
thrombosis,c in any tissue or organ.

 2. Pregnancy morbidity:
(a)  One or more unexplained deaths of a morphologically normal

fetus at or beyond the 10th week of gestation, or
(b)  One or more premature births of a morphologically  normal 

 neonate before the 34th week of gestation because of 
 eclampsia, severe preeclampsia, or recognized features of 
 placental insufficiencyd or

(c)   Three or more unexplained consecutive spontaneous abortions 
before the 10th week of gestation, with maternal anatomical or 
hormonal abnormalities and paternal and maternal chromosomal 
causes excluded.

Laboratory Criteriae

1. Lupus anticoagulant present in plasma, on two or more occasions
at least 12 weeks apart, detected according to the guidelines of the
International Society on Thrombosis and Haemostasis.

 2. Anticardiolipin antibody of IgG and/or IgM isotype in serum or
plasma, present in medium or high titer (i.e., >40 GPL or MPL, or >
the 99th percentile), on two or more occasions, at least 12 weeks
apart, measured by a standardized enzyme-linked immunosorbent
assay (ELISA).

 3. Anti-β2 glycoprotein-I antibody of IgG and/or IgM isotype in serum or
plasma, (in titer >the 99th percentile) present on two or more occa-
sions, at least 12 weeks apart, measured by a standardized ELISA.

Definite antiphospholipid syndrome (APS) is present if at least one 
of the clinical criteria and one of the laboratory criteria are met. 
Classification of APS should be avoided if <12 weeks or >5 years 
separates the positive antiphospholipid antibody (aPL) test and the 
clinical manifestation. In studies of populations of patients who have 
more than one type of pregnancy morbidity, investigators are strongly 
encouraged to stratify groups of subjects according to a, b, or c 
above.

aCoexisting inherited or acquired factors for thrombosis are not a reason for 
 excluding patients from APS trials. However, two subgroups of APS patients should 
be recognized, according to (a) the presence and (b) the absence of additional risk 
factors for thrombosis. Indicative (but not exhaustive), such cases include age (>55 
in men and >65 in women) and the presence of any of the established risk factors 
for cardiovascular disease (hypertension, diabetes mellitus, elevated LDL or low HDL 
cholesterol, cigarette smoking, family history of premature cardiovascular disease, 
body mass index ≥30 kg/m2, microalbuminuria, estimated glomerular filtration 
rate (GFR) <60 mL/min), inherited thrombophilias, oral contraceptives, nephritic 
 syndrome, malignancy, immobilization, and surgery. Thus, patients who fulfill the 
criteria should be stratified according to contributing causes of thrombosis.
bA thrombotic episode in the past could be considered as a clinical criterion, 
 provided that thrombosis is proved by appropriate diagnostic means and that no 
alternative diagnosis or cause of thrombosis is found.
cSuperficial venous thrombosis is not included in the clinical criteria.
dGenerally accepted features of placental insufficiency include (1) abnormal or 
 nonreassuring fetal surveillance test(s), for example, a nonreactive nonstress test, 
suggestive of fetal hypoxemia; (2) abnormal Doppler flow velocimetry waveform 
analysis suggestive of fetal hypoxemia, for example, absent end-diastolic flow in  
the umbilical artery; (3) oligohydramnios, for example, an amniotic fluid index of 
5 cm or less; or (4) a postnatal birth weight less than the 10th percentile for the 
gestational age.
eInvestigators are strongly advised to classify APS patients in studies into one of the 
following categories: I, more than one laboratory criteria present (any combination); 
IIa, LA present alone; IIb, aCL antibody present alone; IIc, anti-β2-glycoprotein-I 
antibody present alone.

TABLE 61.2 Possible Mechanisms of An-
tiphospholipid Antibody–Induced Thrombosis

Endothelial Cells–Antiphospholipid Antibody  
(aPL)  Interaction
Endothelial cell damage or activation (via increased expression of 

 adhesion molecules)
Coexisting antiendothelial antibodies
aPL-induced monocyte adhesion to endothelial cells Increased tissue 

factor expression

Platelet–aPL Interaction
Platelet activation
Stimulation of thromboxane production

Coagulation System–aPL Interaction
Inhibition of activation of protein C by the thrombomodulin–thrombin 

complex
Inhibition of activation of protein C via its cofactor protein S
Interaction between aPL and substrates of activated protein C such 

as factors Va and VIIIa Interaction between aPL and an annexin V 
anticoagulant shield

Complement Activation
Complement activation by aPL provokes thrombosis
Mutations in complement regulatory genes predispose to uncontrolled 

complement activation

antigens of which contain β2GPI-like peptides, induces aPL in 
susceptible individuals via molecular mimicry. In experimen-
tal animal models, passive or active immunization with viral 
peptides, bacterial peptides, and heterologous β2GPI induces 
polyclonal aPL and clinical events associated with APS. β2GPI 
polymorphisms influence the generation of aPL in individuals 
but have only a weak relationship to the occurrence of aPL- 
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complement activation prevents experimental aPL-induced fetal 
death, and C5 knockout mice carry pregnancies normally de-
spite the presence of aPL, implying that a complement-mediated 
 effector mechanism is a requirement for fetal death to occur.

Asymptomatic aPL-positive individuals may require a sec-
ond trigger event (such as oral contraceptives or surgical proce-
dures) to develop a thrombotic event, referred to as the “second-
hit hypothesis.” Acquired, as well as inherited, risk factors for 
thrombosis may increase the risk of thromboembolic events in 
aPL patients.

A proposed pathogenesis for aPL-mediated thrombosis and 
placental injury begins with activation or apoptosis (by un-
known triggers, possibly infectious or traumatic) of platelets, 
endothelial cells, or trophoblasts. Negatively charged phospha-
tidylserine migrates from the inner to the outer cell membrane. 
Circulating β2GPI binds to phosphatidylserine, which is fol-
lowed by aPL binding to a β2GPI dimer, activating a comple-
ment and, through C5a, initiating a signaling cascade that in-
duces cell surface tissue factor (TF) expression and adhesion 
molecules (e.g., ICAM-1). Other components of the innate 
immune system may also be activated, leading to a milieu that 
promotes platelet activation and thrombosis. In addition, aPL 
adversely affects the formation of a trophoblast syncytium, 
placental apoptosis, and trophoblast invasion, all processes re-
quired for the normal establishment of placental function. In 
vitro, pathogenic aPL induce adhesion molecules and enhance 
adherence of leukocytes to cultured endothelial cells.

DIAGNOSIS

Clinical Manifestations
The clinical manifestations associated with aPL represent a 
spectrum from completely asymptomatic to catastrophic APS 
(Table 61.3). The principal manifestations are venous or arterial 
thromboses and pregnancy losses. Except for their severity, the 
young age of affected patients, and atypical anatomical locations 
(e.g., Budd-Chiari syndrome, sagittal sinus), thromboses in APS 
do not clinically differ from other thromboses. Stroke and tran-
sient ischemic attack are the most common presentation of arte-
rial thrombosis, whereas deep vein thrombosis and pulmonary 
embolism are the most common venous manifestations of APS. 
Glomerular capillary endothelial cell injury or thrombosis of 
renal vessels (thrombotic microangiopathy) causes proteinuria 
without celluria or hypocomplementemia and may lead to se-
vere hypertension and/or renal failure.

Many patients have livedo reticularis (a lattice-like pat-
tern of superficial skin veins) (Fig. 61.1), cardiac valve disease 
(vegetations, valve thickening, and dysfunction), or other non-
thrombotic manifestations described in several studies, but not 
included in the revised Sapporo criteria1 due to nonspecificity 

or rarity (Table 61.4). These manifestations by themselves do 
not classify a patient as having APS for clinical studies, but they 
add information to the diagnosis of individual patients. The 
pathogenesis of cardiac valve disease in APS is unknown, but it 
can be severe enough to require valve replacement. A putative 
association of aPL and increased risk of atherosclerosis exists, 
but this is controversial.5 Some patients develop nonfocal neu-
rological symptoms such as lack of concentration, forgetfulness, 
and dizzy spells. Small hyperintense lesions can be seen on mag-
netic resonance imaging (MRI), primarily in the periventricular 
white matter, but do not correlate well with clinical symptoms. 
Hemorrhagic complications are uncommon in patients with 
APS but may be seen in patients with severe thrombocytopenia 
or those who develop hypoprothrombinemia due to the devel-
opment of antibodies of prothrombin that deplete the protein.

Pregnancy losses in patients with aPL typically occur after  
10 weeks gestation, but earlier losses can occur. Patients with 

TABLE 61.3 The Clinical Spectrum of 
Antiphospholipid Antibodies
Asymptomatica antiphospholipid antibody (aPL)–positivity
Antiphospholipid syndrome with vascular events
Antiphospholipid syndrome with only pregnancy morbidity
aPL-positivity with noncriteria clinical manifestationsb

Catastrophic antiphospholipid syndromec

aNo history of thrombosis or pregnancy morbidity as per the Sapporo Criteria.1

bDefined in Table 61.4.
cDefined in Table 61.5.

FIG. 61.1 Livedo Reticularis in a Patient With Primary 
 Antiphospholipid Syndrome.

TABLE 61.4 Noncriteria Features of the 
Antiphospholipid Syndrome

Type Features

Clinical Livedo racemose
Autoimmune hemolytic anemia
Thrombocytopenia (usually 50,000–100,000/mm3)
Multiple sclerosis-like syndromes

Laboratory Immunoglobulin (Ig)A anticardiolipin and anti-β2-
glycoprotein-I antibodies

Antiphosphatidylserine, phosphatidylinositol, 
phosphatidylglycerol, and/or phosphatidyletha-
nolamine antibodies

Antiprothrombin antibodies
Antiphosphatidylserine-prothrombin antibodies
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observed. LAs are detected in coagulation assays that detect the 
ability of aPL to interfere with phospholipid- dependent coagu-
lation reactions. Guidelines from the International Society on 
Thrombosis and Haemostasis for diagnosis of LA6 include the 
following:
 1. Demonstration of a prolonged phospholipid-dependent

coagulation screening test such as activated partial throm-
boplastin time (aPTT) or dilute Russell viper venom time
(dRVVT).

 2. Mixing patient plasma with normal plasma failed to correct
the prolonged screening test, demonstrating the presence of
an inhibitor.

 3. Addition of excess phospholipid corrects or shortens the
prolonged screening test, demonstrating phospholipid de-
pendence.

 4. Exclusion of other coagulopathies.
A positive screening coagulation test without confirmatory

steps is not a positive LA test. Patients on anticoagulation may 
have false-positive or false-negative LA test results; thus, the LA 
test should be ordered when the patient is not receiving antico-
agulation therapy, if possible.6

Interpretation of positive tests should take into account the 
following observations: moderate- to high-titer (>40 U) aCL or 
aβ2GPI is more strongly associated with clinical events than is 
low-titer; LA is a more specific but less sensitive predictor of 
thromboses than other aPL tests;7 multiple positive aPL tests 
impart a worse prognosis than does any single type of test8; and 
positive aPL tests require a repeat test after 12 weeks to exclude 
transient aPL.1

For most patients, laboratory results are stable over time. 
However, laboratory variability in the performance of these 
 assays can be problematic. We showed that aPL results remain 
stable for at least three-quarters of subsequent tests during a 
mean follow-up of 2.4 years for the LA test, 3.5 years for the 
aCL test, and 1 year for the anti-β2GPI test.9 Based on same-
day specimens, the consistency of aCL results among different 
commercial laboratories range from 64% to 88%, with moderate 
agreement for IgG and IgM, but marginal agreement for aCL 
IgA.9

Antiphospholipid antibody tests developed based on other 
phospholipids (e.g., phosphatidylserine, phosphatidylinositol, 
or phosphatidylethanolamine) or prothrombin are not well 
standardized or widely accepted; their clinical significance is 
unknown. IgA aCL can rarely occur as the only aPL in patients 
with APS. When positive, an IgA aCL may justify a diagnosis of 
APS in LA- and aCL-IgG/IgM test-negative patients with clini-
cally typical disease. A false-positive test for syphilis is not di-
agnostic for APS.

Antinuclear and anti-DNA antibodies occur in approximate-
ly 45% of patients with APS who are not diagnosed as having 
SLE. Thrombocytopenia occurs in APS and is usually modest 
(>50, 000/mm3); proteinuria and renal insufficiency occur in 
patients with thrombotic microangiopathy. Erythrocyte sedi-
mentation rate and hemoglobin and leukocyte count are usu-
ally normal in patients with uncomplicated APS, except dur-
ing acute thrombosis. Complement levels are usually normal or 
only modestly low.

Imaging Studies
MRI studies show vascular occlusion and infarction consistent 
with clinical symptoms, without special characteristics, but 
multiple, otherwise unexplained, cerebral infarctions in a young 
person are more suggestive of the syndrome. Multiple, small, 
hyperintense, white matter lesions are common and do not 

 antiphospholipid syndrome may develop severe early pre-
eclampsia and HELLP (hemolysis, elevated liver enzymes, low 
platelets) syndrome. Although placental infarction may be 
a cause of fetal growth restriction or death, non-thrombotic 
mechanisms of placental dysfunction are likely more important.

Catastrophic APS (CAPS) is a rare, abrupt-onset, life- 
threatening presentation. It is defined by multifocal thrombo-
ses associated with multi-organ failure occurring over a period 
of days in patients who meet laboratory criteria for APS. Pro-
posed diagnostic criteria for CAPS are shown in Table 61.5. 
Early diagnosis can be a challenge, especially in patients with 
no history of APS or aPL-positivity, but diagnostic algorithms 
are available to facilitate diagnosis. Acute adrenal failure may 
be the initial clinical event, heralded by unexplained back pain 
and vascular collapse. Patients with CAPS often have moderate 
thrombocytopenia; fragmented erythrocytes can be seen, but 
they are less frequent than observed in hemolytic–uremic syn-
drome or thrombotic thrombocytopenic purpura. Renal failure 
and pulmonary hemorrhage may occur. Tissue biopsies show 
noninflammatory vascular occlusions involving both small- 
and medium-sized vessels.

Laboratory Tests
In the presence of characteristic clinical events, APS is diag-
nosed when patients have persistent aPLs, including moder-
ate- to high-titer IgG, which may or may not be accompanied 
by IgM aCL or IgM aβ2GP, and/or positive lupus anticoagulant 
(LA) test.1 Approximately 80% of patients with positive LA tests 
have aCL, but only 20% of patients with positive aCL have posi-
tive LA tests. Some patients are only aβ2GPI positive. Patients 
with positive LA tests are at higher risk for thrombosis than pa-
tients with aCL and/or aβ2GPI alone. Several studies have shown 
that patients with all three tests positive have the highest risk 
for thrombotic complications, but this has not been consistently 

TABLE 61.5 Preliminary Criteria for the 
Classification of Catastrophic  
Antiphospholipid Syndrome

Criteria
1. Evidence of involvement of three or more organs, systems, and/or

tissuesa

 2. Development of manifestations simultaneously or in <1 week
 3. Confirmation by histopathology of small-vessel occlusion in at least

one organ or tissueb

 4. Laboratory confirmation of the presence of antiphospholipid antibody
(aPL)c

Definite Catastrophic Antiphospholipid Syndrome (APS):
• All four criteria

Probable Catastrophic APS:
• Criteria 2–4 and two organs, systems, and/or tissues involved;
• Criteria 1–3, except no aPL confirmation 6 weeks apart due to the

early death of a patient not tested before catastrophic episode;
• Criteria 1, 2, 4; or

• Criteria 1, 3, 4, and development of a third event >1 week but less
than 1 month after first despite anticoagulation.

aUsually, clinical evidence of vessel occlusions, confirmed by imaging techniques 
when appropriate. Renal involvement is defined by a 50% rise in serum creatinine, 
severe systemic hypertension, and/or proteinuria.
bFor histopathological confirmation, significant evidence of thrombosis must be 
present, although vasculitis may coexist occasionally.
cIf the patient had not been previously diagnosed as having APS, laboratory 
confirmation requires that the presence of aPL must be detected on two or more 
occasions at least 12 weeks apart (not necessarily at the time of the event), 
 according to the proposed preliminary criteria for the classification of APS.
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 unequivocally imply brain infarction (Fig. 61.2). Occlusions fre-
quently occur in vessels below the resolution limits of angiogra-
phy; hence angiography or magnetic resonance angiography is 
not indicated unless clinical findings suggest medium- or large-
vessel disease. Echocardiography or cardiac MRI may show se-
vere Libman-Sacks endocarditis and intracardiac thrombi.

Pathological Studies
Skin, renal, and other tissues show noninflammatory occlusion of 
all caliber arteries and veins, acute and chronic endothelial injury 
and its sequelae, and recanalization in late lesions. The finding of 
inflammatory necrotizing vasculitis suggests concomitant SLE or 
another connective tissue disease. There are no other diagnostic 
immunofluorescence or electron microscopic findings.

TREATMENT
Treatment recommendations for persistently aPL-positive 
patients are determined by the specific clinical indication  
(Table 61.6).

Asymptomatic Individuals
The ideal strategy for primary thrombosis prevention in asymp-
tomatic, persistently aPL- positive individuals requires a risk-
stratified approach based on aPL profile, age, systemic autoim-
mune diseases, traditional cardiovascular disease, or risk factors 
for venous thrombosis. Elimination of reversible risk factors 
for thrombosis (smoking, oral contraceptives) and prophylaxis 
during high-risk periods (surgical interventions or prolonged 
immobilization) is crucial for primary thrombosis prophylaxis 
in persistently aPL-positive individuals.

The role of aspirin for primary prevention of thrombosis in 
the asymptomatic aPL-positive individual is controversial. In 
one randomized, double-blind, placebo-controlled trial, low-
dose aspirin (LDA) appeared to be no better than placebo in 
preventing first thrombotic episodes in asymptomatic persis-
tently aPL-positive patients.10 In contrast, a subsequent meta-
analysis of seven retrospective observational studies of asymp-
tomatic aPL carriers found that LDA reduced the risk of first 
thrombosis by half compared to those who did not use LDA.11 
The European League Against Rheumatism (EULAR) recently 
recommended the use of LDA in asymptomatic aPL-positive 
individuals with a high-risk aPL profile.12 Risk prediction tools 
and prevention guidelines for cardiovascular disease in the 
general population, including an assessment of bleeding risk, 

FIG. 61.2 Magnetic Resonance Imaging Demonstrating 
Multiple Periventricular White Matter Hyperintense Lesions.

TABLE 61.6 Treatment Recommendations 
in Persistently Antiphospholipid  
Antibody–Positive Patients

Clinical Circumstances Recommendation

Asymptomatic No treatmenta

Venous or arterial thrombosis Warfarin international normalized ratio 
(INR) 2.0–3.0 indefinitely

Recurrent thrombosis Warfarin INR 3.0–4.0 ± low-dose aspi-
rin; or low molecular weight heparin

First pregnancy No treatmenta

Single pregnancy loss, 
<10 weeks

No treatmenta

Recurrent fetal loss or loss 
after 10 weeks; history of 
no thrombosis

Prophylactic-doseb heparin with 
low-dose aspirin throughout the 
pregnancy, discontinue heparin 6–12 
weeks postpartum

Recurrent fetal loss or loss 
after 10 weeks; history of 
thrombosis

Therapeutic-dose heparinc with low-
dose aspirin throughout pregnancy, 
warfarin postpartum

Catastrophic antiphospholipid 
syndrome (APS)

Anticoagulation + corticosteroids + 
intravenous immunoglobulin or 
plasma exchange

Livedo reticularis No treatment
Valve nodules or deformity No known effective treatment: full an-

ticoagulation if emboli or intracardiac 
thrombi are demonstrated

Thrombocytopenia, 
≥30,000/mm3

No treatment if asymptomatic with 
close follow-up and monitoring

Thrombocytopenia, 
<30,000/mm3

Prednisone and/or intravenous 
 immunoglobulin

aAspirin 81 mg/day may be given.
bProphylactic dose such as enoxaparin 30–40 mg subcutaneously (SQ) once daily.
cTherapeutic dose such as enoxaparin 1 mg/kg SQ twice daily or 1.5 mg/kg SQ once 
daily.

CLINICAL PEARLS
• The clinical manifestations of aPL represent a spectrum (from asymp-

tomatic to catastrophic APS).
• Stroke and transient ischemic attack are the most common presentation 

of arterial thrombosis; deep vein thrombosis, often accompanied by pul-
monary embolism, is the most common venous manifestation of APS.

• Pregnancy losses in patients with APS typically occur after 10 weeks
gestation, but earlier losses also occur.

• Catastrophic APS is a rare, abrupt, life-threatening complication of
APS, which consists of multiple thromboses with multi-organ failure
occurring over a period of days.

• APS diagnosis should be made in the presence of characteristic clinical
manifestations and persistently (at least 12 weeks apart) positive aPL.

• Warfarin, a vitamin K antagonist, is the preferred anticoagulant for pa-
tients with APS and a thrombotic event who are triple positive for aPL 
(i.e., have lupus anticoagulant, anticardiolipin, and anti-β2-glycoprotein
I antibodies)
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should be included when considering whether to use aspirin in 
asymptomatic aPL-positive individuals.

Avoiding unwanted pregnancies is an important part of pri-
mary prevention in aPL- positive patients. However, patients 
should be counseled to avoid using estrogen-containing oral 
contraceptives due to increased thromboembolic risk. While 
there are no reliable data regarding the safety of progestin-only 
contraception in this population, it is theoretically safer than 
estrogen-based contraception and is frequently used in clinical 
practice. A small retrospective review of women undergoing 
artificial reproductive technology procedures demonstrated no 
thrombotic events.

Venous and Arterial Thromboembolism
Anticoagulation with unfractionated heparin or low-molecular-
weight heparin (LMWH) followed by a vitamin K antagonist 
(VKA) remains the treatment of choice for APS patients with 
thromboembolic events. For patients with a positive LA test that 
prolongs the aPTT, monitoring heparin can be accomplished by 
measuring anti-factor Xa levels.

Two prospective controlled studies concluded that recur-
rence of thromboses in APS patients could be prevented with 
VKA titrated to a target international normalized ratio (INR) of 
2.0 to 3.0.13,14 Although these studies provide strong evidence for 
standard-intensity anticoagulation after an aPL-related venous 
event, the management of recurrent venous thrombosis while 
on standard-intensity VKA is challenging. Based on limited 
evidence, guidelines support first ensuring VKA adherence and 
 increasing frequency of INR monitoring. For VKA-adherent 
patients with recurrent thrombotic events, an increase of the 
INR target to 3.0 to 4.0, the addition of LDA, or a change to 
LMWH may be considered.12

The optimal management of APS with arterial thrombosis 
is not well established. EULAR recently recommended that pa-
tients with APS and arterial thrombosis should receive VKA, 
with or without LDA, to prevent recurrent events.12 The data 
in support of this recommendation are limited, however, and 
others have suggested that aspirin alone (325 mg) could be used 
in these patients. Recently, a retrospective analysis compared 
recurrent thrombosis rates in APS patients with prior arte-
rial events and found significant differences between patients 
treated with antiplatelet therapy (37.2%), anticoagulant therapy 
(23.7%), and anticoagulation with antiplatelet therapy (6.9%).15 
While these findings suggest that combination therapy is the 
optimal choice, one must take into account that anticoagulation 
was not standardized and that bleeding risk was not evaluated. 
Since the best secondary stroke prevention strategy remains un-
clear, treatment should be individualized, weighing the risk of 
recurrent thrombosis with the risk of major bleeding.

Despite the expanding use of direct oral anticoagulants (DO-
ACs) in the treatment of patients with venous thromboembo-
lism and the prevention of stroke in patients with atrial fibril-
lation, current data do not support DOAC use in APS patients. 
A randomized multicenter noninferiority study designed to 
evaluate the efficacy and safety of rivaroxaban compared with 
warfarin in high-risk (triple antibody positive) patients with 
thrombotic APS was terminated prematurely due to excessive 
thrombotic events in the rivaroxaban arm (19% vs. 3%).16 A 
second study confirmed that recurrent thrombosis, particularly 
strokes, occurred more frequently in patients with thrombotic 
APS treated with rivaroxaban compared to VKA.17 In addition, 
this study included all patients with APS, not just those with 
high-risk, triple-positive disease. Major bleeding events were 

similar between the two groups. Guidelines now recommend 
against the use of DOACs in APS patients with triple-positive 
aPL, particularly those with arterial thrombotic events.12

Thrombosis in aPL-positive patients typically has a high re-
currence rate if anticoagulation is discontinued, and lifelong 
anticoagulation is usually recommended. A systematic review 
of the literature found that the available evidence in support of 
an association between the presence of aPL and risk of recur-
rent venous thromboembolism is of low quality, however, sug-
gesting that indefinite anticoagulation may not be needed by all 
patients.18 For example, it is unknown whether patients whose 
event was triggered by an acquired, reversible risk factor for 
thrombosis can discontinue anticoagulation or switch to aspi-
rin when the trigger factor is eliminated. Normalization of the 
LA or aCL tests is not an indication to discontinue anticoagu-
lation. For well-anticoagulated patients who continue to have 
thromboses, antiplatelet drugs, hydroxychloroquine, statins, 
intravenous immunoglobulin (IVIG), and plasmapheresis have 
theoretical bases for efficacy and have all been used.

There are no systematic studies of treatment for CAPS. De-
tailed reviews conclude that the most effective first-line treat-
ment combines full-dose anticoagulation, high-dose corticoste-
roids, and plasmapheresis or IVIG. Concurrent treatment of the 
underlying precipitating factors is also recommended (e.g., in-
fection or malignancy). Several case reports have described the 
successful use of complement inhibitor therapy to treat CAPS.

Pregnancy Morbidity
Pregnancy is a prothrombotic state. Management strategies in 
persistently aPL-positive patients should focus on the preven-
tion of both pregnancy morbidity and maternal thrombotic 
complications.5 In patients with a history of obstetric APS, a 
combination of heparin and low-dose aspirin is recommend-
ed.18 Most experts in the field use LMWH (e.g., enoxaparin) 
due to lower risk of thrombocytopenia and osteoporosis— 
prophylactic doses for women with prior obstetric APS only, 
or full therapeutic doses for women with prior thromboses (see 
Table 61.6). Treatment begins after confirmation of pregnancy, 
continues until 48 hours before anticipated delivery (to allow 
epidural anesthesia), and resumes for 6 to 12 weeks postpartum 
(if no prior thromboembolism), or the patient is transitioned 
to warfarin postpartum for continued therapy. No studies un-
equivocally justify the treatment of women with aPL during a 
first pregnancy, women with only very early losses, or women 
whose aPL titers are low or transient. Nonetheless, it is common 
to offer such patients low-dose aspirin.

Other Clinical Manifestations of 
Antiphospholipid  syndrome
There is no consensus for the treatment of patients with non-
criteria and/or nonthrombotic manifestations of aPL. Corti-
costeroids and/or IVIG are the first-line treatments for severe 
thrombocytopenia. In general, patients with asymptomatic 
 immune-mediated thrombocytopenia do not need treatment 
until the platelet count drops to less than 30, 000/mm3. An open-
label phase IIa pilot study of aPL found that rituximab may be ef-
fective in controlling some but not all noncriteria manifestations 
of APS, although aPL profiles did not change with treatment.19

Perioperative Management
Serious perioperative complications may occur despite 
 prophylaxis. Patients with APS are at additional risk for 
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 thrombosis when they undergo surgery. Thus, perioperative 
strategies should be clearly identified before any surgical pro-
cedure or before pharmacological and physical anti-thrombosis 
interventions are vigorously employed. In addition, periods 
without anticoagulation must be kept to an absolute minimum, 
and any deviation from a normal course should be considered a 
potential disease-related event.

Additional Therapeutic Considerations
There is experimental and clinical evidence in lupus patients 
that hydroxychloroquine (HCQ) might decrease the incidence 
of thrombosis, and in vitro studies have demonstrated that HCQ 
might protect endothelial cells and syncytialized trophoblast 
cell lines from the disruptive effect of antiphospholipid antibod-
ies. In patients with systemic autoimmune diseases (particularly 
lupus), HCQ is commonly employed for disease control and 
should be considered independent of patients’ aPL status. Un-
fortunately, a study investigating the efficacy of HCQ in primary 
prevention of thrombosis in aPL-positive patients without un-
derlying autoimmune disease was terminated early due to low 
recruitment rate and significant cost increases of the study drug 
in the US. Prospective, randomized, controlled studies continue 
to be needed to determine the role of HCQ for the prevention 
and treatment of thrombosis in aPL-positive patients.

As previously discussed, initial trials of rivaroxaban for 
thrombotic APS were disappointing and failed to show nonin-
feriority to VKA. At this time, providers should use caution rec-
ommending DOACs to patients with thrombotic APS, especial-
ly those with triple-positive disease or prior arterial thrombosis.

An emerging area of investigation is the role of complement 
inhibitors in the treatment of CAPS and thrombotic APS re-
fractory to anticoagulation. There are several case reports de-
scribing the successful use of eculizumab in refractory APS 
patients.20 However, a prospective, randomized clinical trial of 
complement inhibition in thrombotic APS is needed.

CONCLUSIONS AND TRANSLATIONAL RESEARCH
APS is a systemic autoimmune disease consisting of thrombo-
ses, pregnancy losses, and persistent high-titer aPL antibod-
ies. Inflammation and complement activation are established 
mechanisms of aPL-related manifestations in murine models; 
however, definitive studies in humans do not exist. The disease 
is too variable clinically, and its mechanisms too diverse to ex-
pect that a single mechanism defined in a single model will ap-
ply to all aspects of this disease. Given that the mechanisms of 
aPL-induced thrombosis are not well understood, thrombosis is 
multifactorial, and that controversies exist about the strength of 
association between aPL and clinical events, drug development 
specific for aPL-positive patients has been challenging. Antico-
agulation is the primary treatment today, but a future therapeu-
tic approach will likely include immunomodulatory agents.
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ON THE HORIZON
Translational Research in Antiphospholipid Syndrome
• A better understanding of the cellular mechanisms of aPL mediated

clinical events that will help design better treatments that are specifi-
cally targeted.

• Identification of patients who are at risk for future/recurrent aPL-related 
events.

• Controlled studies of potentially useful medications such as hydroxy-
chloroquine, complement inhibitors, or anti-B-cell therapies.
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warm or cold depending on the temperature at which the anti-
body attaches to RBCs. The three major categories of AIHA are 
warm autoimmune hemolytic anemia, cold agglutinin disease, 
and paroxysmal cold hemoglobinuria (PCH)—although mixed 
antibody and direct antibody test (DAT)-negative warm AIHA 
can also occur.

Immunopathogenesis
The antigens for anti-erythrocyte IgG are usually proteins, 
the most clinically important of which are the Rh-associated 
glycoproteins (RhAG), D, C, c, E, and e expressed on the cell  
membrane.1 In contrast, anti-erythrocyte IgM is directed at 
polysaccharides, which include the ABO and I-antigens (I, i) 
found on the anion and glucose transporter proteins in the RBC 
membrane.2,3 Molecular mimicry in the setting of infection, 
neoantigen formation in the presence of drugs, polyclonal lym-
phocyte activation due to viral infection, or clonal outgrowth in 
the setting of lymphoproliferative disease may all contribute to 
antibody formation in different cases.4

Antibodies are distinguished by being “warm” or “cold” 
reactive, respectively, meaning that they bind antigens at core 
body temperature (warm), or they bind antigens preferentially 
at lower temperatures (cold) in the peripheral circulation or ex 
vivo. This distinction results from the different thermodynam-
ics of binding to protein (hydrophobic) and polysaccharide 
(electrostatic) antigens.3

IgG antibodies typically bind at warm temperatures and IgM 
antibodies typically bind at cold temperatures, although there 
can be overlap and exceptions (e.g., the Donath-Landsteiner 
IgG antibodies that are seen in PCH). IgG and IgM also differ 
in their ability to fix complement, and this affects the resulting 
mechanism of hemolysis. To attach the first component of the 
classical complement pathway, two IgG molecules must bind in 
close proximity on the RBC. However, because of its pentam-
eric structure, a single IgM molecule can initiate complement 
activation.

Erythrocyte-bound IgG becomes attached to the Fc recep-
tors of splenic macrophages, which may engulf all or part of 
the cell or release lysosomal enzymes that digest its membrane 
(antibody-dependent cell-mediated cytotoxicity [ADCC]).5 
RBC fragments escaping from this encounter lose more mem-
brane than cytoplasm and become spherical (spherocytes) as a 
consequence of this change in the surface-to-volume ratio. If 
IgG has initiated complement activation on the cell surface, 
binding of C3b to splenic macrophages will augment erythro-
cyte phagocytosis in the spleen.6

TABLE 62.1 Classification of Immune 
Hemolytic Disorders

Autoimmune
Warm Antibody-Mediated

Idiopathic
Secondary
Drugs, lymphoid malignancies, infections
Other autoimmune diseases

Cold Antibody-Mediated

Cold agglutinin disease
Idiopathic
Secondary
Infection, lymphoid malignancies

Paroxysmal Cold Hemoglobinuria
Idiopathic
Secondary to infections

Alloimmune

Secondary to red cell transfusions (alloantibodies, isoantibodies)
Secondary to fetal-maternal hemorrhage
Secondary to transplanted lymphocytes

INTRODUCTION
Congenital (primary) or acquired (secondary) immunodefi-
ciencies, medications, and lymphoproliferative and rheumato-
logic disorders are frequently associated with immune-mediated 
cytopenias. These processes can affect erythrocytes, leukocytes, 
and platelets, individually or in combination. In this chapter, 
we address immune-mediated cytopenias of each hematologic 
component, discussing pathophysiology, clinical presentation, 
differential diagnosis, and treatment options.

IMMUNE-MEDIATED HEMOLYTIC ANEMIA
Immune-mediated hemolysis can be autoimmune, alloimmune, 
idiopathic, or secondary to drugs or other diseases. Regard-
less of the underlying cause, immunoglobulin G (IgG) or IgM 
(rarely IgA) antibodies are directed against antigens on the red 
blood cell (RBC) membrane (Table 62.1). These disorders can 
be categorized on the basis of the underlying cause and the type 
of anti-erythrocyte antibody that mediates the process. Auto-
immune hemolytic anemias (AIHAs) are usually classified as 
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When IgM fixes complement, the process begins in the 
cooler peripheral circulation, where IgM binds to RBCs. If the 
amount of IgM bound is relatively high—with at least some of it 
remaining on the cell at 37°C (e.g., anti-A or anti-B isoantibod-
ies)—the cascade of complement activation goes to completion. 
Doughnut-shaped holes are formed in the cell membrane that 
allow the influx of water and sodium, inducing intravascular 
osmotic rupture of the cell.5 However, if the IgM elutes from 
the RBC as it returns to body core temperature, the comple-
ment reaction attenuates. In this circumstance, the components 
remain on the cell but do not cause intravascular hemolysis. 
Instead, the cells are cleared by hepatic macrophages via com-
plement-binding sites.7

Warm Autoimmune Hemolytic Anemia
Warm autoimmune hemolytic anemia is the most common 
subtype, accounting for 70% to 80% of AIHAs in adults and 
~50% in children.8 The antibody is typically a polyclonal IgG 
antibody directed against the Rh complex on the erythrocyte. 
The hemolysis is predominantly extravascular, as there is little 
complement activation. Laboratory manifestations include 
microspherocytes visible on peripheral blood smear that are the 
result of partial phagocytosis and removal of RBC membrane 
in the spleen.

Cold Agglutinin Diseases
This type of hemolytic anemia is mediated predominantly by 
anti-I or anti-i IgM that agglutinates red cells at temperatures 
well below 37°C. These antibodies engage the complement 
pathway, resulting in C3b-mediated RBC phagocytosis mainly 
by Kupffer cells, whereas membrane-associated complex is a 
minor mechanism at low IgM titers. The severity of the clinical 
illness depends on the concentration of the IgM and its “ther-
mal amplitude.” Thermal amplitude describes the temperature 
range over which it binds to RBCs. For example, antibodies that 
exclusively bind at 4°C are only active in vitro, whereas those 
that bind at greater than 30°C can bind to RBCs as they circulate 
in the periphery and begin the process of complement fixation, 
which can persist even as the cells return to body core tempera-
tures. The activity of the IgM is also determined by its relative 
affinity for the I- and i-antigens, which varies from one individ-
ual to the next. Laboratory manifestations include rouleaux—or 
stacked aggregations of RBCs—seen on peripheral smear due to 
the agglutination of erythrocytes by the homopentameric cold 
agglutinins. Clinically, acrocyanosis may be seen as red cells 
agglutinate in the cooler extremities, and dark urine may be 
seen due to significant intravascular hemolysis.

Two general types of cold agglutinin disease are recognized: 
a chronic idiopathic disease presenting in patients over age 
50 years caused by monoclonal anti-I IgM, and a transient dis-
ease secondary to certain infections (e.g., mycoplasma, Epstein-
Barr virus [EBV], cytomegalovirus [CMV]) caused by polyclonal 
anti-i and anti-I (see Table 62.1). Avoidance of cold environ-
ments is important in both categories of cold agglutinin disease. 
In addition, cold agglutinin disease can be associated with B-cell 
lymphoproliferative disorders, and this typically is responsive to 
rituximab and/or rituximab combined with fludarabine.9

Paroxysmal Cold Hemoglobinuria
PCH is caused by anti-P IgG that is very effective in fixing 
complement and producing intravascular hemolysis. The 
polyclonal IgG is known as the Donath-Landsteiner antibody. 

Although rare, it is most common in children following a viral 
illness and can be managed by avoidance of cold. In the past, it 
was more commonly associated with syphilis (see Table 62.1). 
There is also an autoimmune variety of PCH that may require 
immunosuppression with corticosteroids. Splenectomy is 
not helpful as a consequence of the fact that the hemolysis is  
intravascular.

Drug-Induced Immune Hemolysis
Over 125 drugs have been associated with immune hemolysis.10 
Cefotetan, ceftriaxone, and piperacillin currently account for 
over 80% of cases. The prognosis of drug-related immune hemo-
lysis is much better than that of idiopathic hemolysis because 
the hemolysis stops once the offending drug has been removed. 
The drugs most commonly associated with fatal hemolytic  
anemia are cefotetan (8%) and ceftriaxone (6%).10

Although the biochemical mechanisms of drug-related 
immune hemolysis are not completely clear, several hypotheses 
are generally accepted. Most commonly, complexes of drug and 
IgG and/or IgM adsorb to the RBC surface and fix complement. 
The resultant intravascular hemolysis is acute and often severe 
enough to cause renal failure from toxicities of hemoglobin to 
renal epithelium.

A second, less common, mechanism develops primarily in 
patients receiving very high doses of penicillin (rarely used) 
for at least 1 week. High-titer antipenicillin IgG develops and 
binds to penicillin that is covalently attached to the RBC mem-
branes. The resultant hemolysis is less acute than that caused by 
immune complexes but can be life-threatening.

In a third mechanism, a drug stimulates the production of 
an antibody that reacts with the patient’s RBCs independently 
from the drug. Serologically, this antibody is indistinguishable 
from an idiopathic autoantibody. This has become rare as the 
use of the primary causal agent, methyldopa (an antihyperten-
sive medication), has declined. Although these autoantibodies 
commonly cause positive clinical antibody tests (see below), 
they rarely cause hemolysis in vivo, and when they do, it usually 
ceases within 2 weeks of discontinuing the drug.

Diagnosis
With few exceptions, if the mechanism of hemolysis is immune 
mediated, an anti-RBC antibody can be demonstrated, either 
on the RBC surface, in serum, or both. With autoimmune 
hemolysis, IgG or IgM and/or complement components can 
be identified by a DAT, originally known as a direct Coombs 
test (Fig. 62.1). For this test, a patient’s RBCs are washed and 
suspended in buffer. Surface-bound IgG is detected by adding 
a divalent anti-IgG antibody, which binds to IgG on adjacent 
RBCs and agglutinates them into visible aggregates. Because of 
its pentameric structure, IgM on the cells can cause agglutina-
tion without the addition of a second antibody. Even when IgM 
has been previously eluted from the cell surface as a result of 
warming in the central circulation, its earlier presence in vivo 
can be detected by telltale remnants of complement that are 
fixed to the RBC. In this setting, detection requires the addition 
of anticomplement antibody (e.g., anti-C3dg).

Alloantibodies can also be detected by the DAT if allogeneic 
RBCs from a previous transfusion are still circulating. If these 
have been cleared, however, RBC antibodies can be identified in 
the patient’s serum by adding the serum to a panel of RBCs car-
rying different antigens. Agglutination is detected as described 
above; this constitutes the indirect antibody test.



798 PART VII Organ-Specific Inflammatory Disease

FIG. 62.1 The Direct Antibody Test (DAT). The test is positive 
when immunoglobulin G (IgG: light blue triangles)–coated red 
blood cells are cross-linked by anti-IgG antibody (dark blue tri-
angles) to form visible cell aggregates. Cell-bound complement 
and/or IgM can be detected by using anticomplement or anti-
IgM reagent antibodies.

CLINICAL PEARLS
In the work-up of hemolytic anemia, the following clinical laboratory stud-
ies provide important clues as to mechanism and may lead to a diagnosis 
of an immune hemolytic anemia.
Direct antibody test (DAT): The presence of antibodies on the surface of 

red blood cells (RBCs) suggests an immune-mediated hemolysis. The 
presence of antibody and complement on the surface of the RBC sug-
gests drug-related hemolysis, whereas the presence of complement 
alone may suggest an immunoglobulin M (IgM) or cold antibody-related 
hemolysis.

Peripheral blood smear: Examination of the peripheral smear and various 
RBC indices (chiefly the mean corpuscular volume [MCV]) give mecha-
nistic clues to the etiology of the hemolytic process. Immune-mediated 
hemolysis is characterized by spherocytosis, even microspherocytosis 
in severe cases, as antibody-coated RBCs traversing the reticuloendo-
thelial system assume a spherical form, rather than that of a normal 
biconcave disc. The appearance of other pathologic forms, such as 
schistocytes, sickle cells, targets, or tear drop forms (dacrocytes), sug-
gests other causes of hemolysis, such as thrombotic thrombocytopenic 
purpura (TTP), or mechanical, shear-induced hemolysis (e.g., aortic ste-
nosis), sickle cell disease, thalassemia, or extramedullary hematopoi-
esis from bone marrow fibrosis, metastasis, or failure. Nucleated RBCs 
can be seen in any form of hemolytic anemia if it is severe enough.

Reticulocytes: Evaluation of the reticulocyte count indicates whether 
bone marrow is capable of making new erythrocytes in response to 
hemolysis.

Lactic acid dehydrogenase (LDH): The LDH is typically elevated with 
ongoing hemolysis, since LDH is an important housekeeping enzyme 
found in erythrocytes. LDH is found in cells from all tissues, each hav-
ing a characteristic isoenzyme form of LDH. It is rarely necessary to 
distinguish LDH from RBCs from other tissue sources, but LDH isoen-
zyme 1 is the predominant form found in RBCs.

Bilirubin: As heme is released from RBCs, it is metabolized to biliru-
bin, which is glycosylated and then excreted via hepatic metabolism.  
Initially, as large amounts of heme are released and metabolized, the 
bilirubin is predominantly indirect bilirubin (unconjugated), and then 
it is converted to direct (conjugated) bilirubin. This can be altered  
by cholestasis, either from biliary obstruction or hepatic disease 
or Gilbert disease, or hepatic immaturity in the premature infant or  
newborn.

Haptoglobin: Haptoglobin is extremely sensitive to even small amounts 
of hemolysis. Its absence merely confirms that there is a significant 
hemolysis, but not its extent. The presence of normal haptoglobin 
effectively rules out significant hemolysis, and the return of measurable 
amounts of haptoglobin usually signals the end of hemolysis. 

Therapy
The first line of therapy in warm AIHA is corticosteroids, and 
80% of patients achieve a partial or complete response to 1 mg/
kg/day of prednisone (orally). Once a response is achieved, 
the prednisone dose is tapered slowly. Approximately 50% of 
patients require prednisone at a dose of 15 mg/day or less to 
maintain the hemoglobin level greater than 10 g/dL, and it may 
take up to 3 weeks for patients to achieve a response. Patients 
who do not respond in 3 weeks should be started on second-
line therapy. It is estimated that long-term complete responses 
not requiring ongoing prednisone treatment can be achieved in 
20% of patients.11

Transfusions are avoided except in patients with severe ane-
mia or rapid hemolysis, in which case least incompatible RBC 
units are used. Splenectomy and anti-CD20 antibody (ritux-
imab) are considered second-line therapy. Splenectomy is 
associated with short-term partial or complete responses in 
two-thirds of patients. The overall response rate to rituximab is 
approximately 80%, but rituximab is contraindicated in patients 
with untreated hepatitis B. The rare, but most severe, long-term 
complication of rituximab therapy is progressive multifocal leu-
koencephalopathy.11

The role of high-dose intravenous immunoglobulin (IVIG) 
remains controversial; its effectiveness remains to be determined 
in larger trials. Third-line therapy consists of other immuno-
suppressive agents (e.g., azathioprine, cyclophosphamide,  
alemtuzumab, mycophenolate mofetil, cyclosporine, sirolimus, 
or danazol in combination with steroids).11,12 Plasmapheresis 
has been used with variable results. If the AIHA is secondary to 
an underlying disorder, treatment of the underlying disease may 
offer the most effective therapy.

The treatment of cold AIHA is largely supportive and 
requires avoidance of cold and pre-warming blood and flu-
ids. Steroids are not useful in the treatment of cold AIHA. 
Patients with chronic monoclonal IgM-mediated disease may 
require therapy with rituximab, bortezomib, fludarabine, or 



799CHAPTER 62 Immunohematologic Disorders

rituximab/bendamustine. Complement inhibition may have a 
role in therapy, although further study is needed.13

Patients with PCH are also treated with supportive therapy, 
warming, and transfusions as needed, although a subset of 
patients may respond to steroids.

IMMUNE-MEDIATED NEUTROPENIA
Immune neutropenia constitutes a heterogeneous group of 
acquired diseases in which the immune system responds to  
circulating neutrophils, selectively reducing their level to below 
1500 cells/mm3 (Table 62.2).

Neonatal Alloimmune Neutropenia
Transient neutropenia—analogous to neonatal immune hemo-
lysis or thrombocytopenia—develops when IgG antineutrophil 
antibodies (ANAs) from either an allosensitized or autoimmune 
mother cross the placenta and destroy fetal neutrophils. The for-
mer can occur when there are discrepant maternal and paternal 
neutrophil-specific antigens, and the mother makes antibodies to 
paternal antigens that then cross the placenta. The latter occurs 
less commonly when antibodies from a mother with autoim-
mune neutropenia cross the placenta. In either case, neutrope-
nia is typically present at birth and resolves spontaneously, as 
maternal antibodies usually disappear within 12 to 15 weeks, but 
occasionally it can persist as long as 24 weeks after delivery. It can 
result in serious infections in approximately 20% of cases.14

Primary Autoimmune Neutropenia
Primary autoimmune neutropenia, or benign neutropenia of child-
hood, is an antibody-mediated disease that presents commonly 
in early childhood.15 Patients typically have normal blood counts 
at birth and develop neutropenia at 3 to 36 months of age. Chil-
dren presenting at less than 2 years of age most commonly recover 
spontaneously within 2 to 3 years of diagnosis. The majority do not 
suffer from severe infections and in most cases are able to mount 

an appropriate neutrophil response. Nevertheless, some children, 
particularly those presenting at older ages or manifesting other 
autoimmune findings, develop a chronic neutropenia disorder. Pri-
mary immune neutropenia (in the absence of other disease mani-
festations) is less common in adults. Rigorous incidence data are 
lacking, but a small retrospective study found an annual incidence 
of 5 to 10 cases of primary or secondary neutropenia per 100,000 
people.16

Neutropenia Associated With Systemic Autoimmune or 
Lymphoproliferative Diseases
Autoimmune neutropenia is more commonly found second-
ary to other disorders, such as systemic autoimmune disease or 
lymphoproliferative diseases, in adults. Secondary autoimmune  
neutropenia may also be seen in children in the setting of an 
underlying immunodeficiency or autoimmune disease, or in 
the setting of other immune cytopenias (Evans syndrome, or 
multilineage immune cytopenias). Most patients with active sys-
temic lupus erythematosus (SLE) develop neutropenia as part of 
a more global leukopenia (Chapter 53).17 Separately, a smaller 
subset develops severe neutropenia, presumably mediated by 
anti-neutrophil antibodies. Sjögren syndrome (Chapter 55) and 
other systemic autoimmune diseases are also sometimes compli-
cated by immune neutropenia. Immune neutropenia develops in 
about 1% of patients with rheumatoid arthritis, most commonly 
(but not exclusively) in association with splenomegaly, a combi-
nation designated as Felty syndrome.18 Patients typically express 
human leukocyte antigen-D related 4 (HLA-DR4) and have 
long-standing seropositive rheumatoid arthritis complicated by 
erosive joint disease, subcutaneous nodules, and/or leg ulcers. 
The natural history is often marked by repeated infection, with 
5-year mortality rates of greater than 30% reported in some stud-
ies. The complex pathophysiology of this disorder is discussed 
elsewhere in detail (Chapter 52). Lymphoproliferative disorders, 
such as chronic lymphocytic leukemia (Chapter 77), can occa-
sionally be complicated by immune neutropenia as well.

T-Cell Large Granular Lymphocyte Leukemia
Large granular lymphocytes (LGLs) are medium to large lym-
phocytes recognizable on light microscopy by their distinctive 
azurophilic granules (Fig. 62.2). These cells normally constitute 

TABLE 62.2 Causes of Immune 
Neutropenia
Primary
Isoimmune neonatal neutropenia
Autoimmune neutropenia of childhood
Adult autoimmune neutropenia

Secondary
Systemic autoimmune disease

Rheumatoid arthritis (i.e., Felty syndrome)
Systemic lupus erythematosus
Sjögren syndrome

Lymphoproliferative malignancy
Large granular lymphocyte (LGL) leukemia
Lymphoma

Drug-Induced
Antiplatelets—ticlopidine
Inflammatory bowel disease drug—sulfasalazine
Antipsychotic—clozapine, phenothiazines
Antithyroid medications—propylthiouracil, methimazole
Retrovirals
Antibiotics—beta-lactams, cefepime, trimethoprim-sulfamethoxazole, 

vancomycin, rifampicin, quinine/quinidine
Diuretics—furosemide, spironolactone
Antiepileptic—lamotrigine
Rituximab, infliximab, etanercept

FIG. 62.2 The Large Granular Lymphocyte (LGL) Is a Mod-
erate-Sized Lymphocyte Containing Several Distinctive Azu-
rophilic Granules. Additional immunophenotyping is required 
to distinguish the CD3+, CD8+, CD57+ T-LGL associated with 
neutropenia from CD16+, CD56+ natural killer (NK)-LGL.
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less than 15% of circulating leukocytes and are composed of two 
major subsets. One is the natural killer (NK)-LGLs that express 
CD2, CD16, and CD56 and are not linked to neutropenia. The 
other, T-cell (T) LGLs, express CD2, CD3, CD8, and CD57 with 
or without CD16, a phenotype typical of antigen-stimulated 
mature CD8 effector T cells. Polyclonal and transient mono-
clonal expansions of these cells sometimes appear in response 
to viral infection or other immune stimuli without adverse 
effect. However, some patients develop an indolent lympho-
proliferative disease characterized by the accumulation of an 
autonomous T-LGL clone in blood and other lymphoid organs, 
particularly bone marrow, the liver, and/or the spleen. Patients 
with this disease have a remarkably high incidence of immune 
neutropenia. Even in the absence of gross marrow involvement, 
over 80% have a neutrophil count of less than 2000/mm3 at pre-
sentation, and at some point, 30% to 40% develop severe neu-
tropenia with less than 500 neutrophils/mm3.19,20

The pathophysiology resembles Felty syndrome in many 
respects. At the extremes, these syndromes are easily separable. 
Patients with classical Felty syndrome have severe rheumatoid 
arthritis, usually requiring antinflammatory therapy, inciden-
tally complicated by late neutropenia. This is quite different 
from the pattern in patients with isolated T-LGL leukemia with 
neutropenia in the absence of clinical autoimmune disease. 
Although some clinicians have attempted to develop criteria for 
distinguishing Felty syndrome from T-LGL with pseudo-Felty 
syndrome, there is now substantial evidence that clonal T-LGL 
disorders are commonly found in rheumatology patients and 
that patients with clonal disorders seldom develop a progres-
sive, neoplastic disorder. Conversely, although patients with 
T-LGL leukemia have a malignancy, it is typically quite indo-
lent—and in these cases, the clinical course is often dominated 
by rheumatologic complications and/or neutropenia and not by 
progressive neoplastic disease.

Drug-Induced Immune Neutropenia
A wide variety of medications cause neutropenia. In some cases, 
it may be a direct toxic effect on marrow precursors, but in others 
it may be antibody-mediated (see Table 62.2 for common exam-
ples). Idiosyncratic drug-induced neutropenia is thought to be 
due to immune-mediated destruction of neutrophils. While the 
mechanism is not fully understood, antibodies to hapten-carrier 
complexes or inflammasome activation may play a role in the 
pathogenesis. Timing of the neutropenia may be months after 
initiation of the offending medication, or even after discontinua-
tion in some cases, and mortality is around 5%.21

Rituximab (anti-CD20) is occasionally associated with late-
onset neutropenia (LON). LON is typically self-limiting and of 
no significant clinical consequence; the occurrence and severity 
of LON may be associated with the total dose of rituximab and 
the myelotoxicity of the accompanying chemotherapy admin-
istered. LON appears to coincide with post-rituximab B-cell 
recovery. In varying studies the incidence of LON was 3% to 
27%, the median time of onset was 38 to 191 days after ritux-
imab, and the median duration was 5 to 17 days.22

Immunopathogenesis
Regulation of Antineutrophil Antibody Production
Isoimmune ANA production in pregnant women represents an 
“appropriate” immune response to foreign antigens (paternal  
neutrophil antigens). The production of autoimmune ANAs 
in other settings reflects immune dysregulation. Older studies 

attributed primary immune neutropenia of childhood to 
delayed maturation of T cells responsible for regulating 
B-cell responses. In this view, the spontaneous recovery usually 
observed reflects the eventual appearance of mature regulatory 
or inhibitory T cells. However, this hypothesis is not well sup-
ported with clinical laboratory data. Another hypothesis is that 
ANA production is triggered by molecular mimicry in the set-
ting of a viral infection.14 The cause of antibody production in 
other autoimmune diseases remains unclear. A significant pro-
portion of patients with Sjögren  syndrome will have neutrope-
nia, with an increased association with anti-Ro/La antibodies.23 
In patients with SLE, as well, anti-SSA and -SSB antibodies are 
correlated with autoimmune neutropenia, possibly due to simi-
larity between Ro/SSA and neutrophil antigens.24

Antibody Specificity
The most important target for antibody responses is the Fcγ 
receptor IIIb (FcγRIIIb), a low-avidity granulocyte-specific 
Fcγ receptor that binds IgG immune complexes. This cell sur-
face protein—a glycosyl phosphatidylinositol-linked variant of 
CD16 selectively expressed on neutrophils—contains several 
highly immunogenic polymorphisms.25 Human neutrophil 
antigen 1a (HNA-1a) and HNA-1b (previously designated NA1 
and NA2) are two related polymorphic forms of FcγRIIIb.

Isoimmune neonatal neutropenia is associated with mater-
nal IgG isoantibodies or autoantibodies that can be generated 
in response to polymorphic alloantigens, particularly polymor-
phisms affecting FcγRIIIb. Immune neutropenia in childhood is 
most commonly associated with IgG directed against the auto-
antigens HNA-1a and/or HNA-1b.26 Sera from affected patients 
often also bind (albeit more weakly) to neutrophils expressing the 
alternative allele, and in some series, more than half the patients 
with this entity were shown to produce antibodies capable of 
binding to nonpolymorphic elements within FcγRIIIb. In one 
study, pan-specific FcγRIIIb antibodies were detected early in 
the disease course, and more specific HNA-1a and -1b antibodies 
were detected later.27 In adults, it is often difficult to distinguish 
clinically immune neutropenia from nonimmune idiopathic neu-
tropenia. Consequently, the sensitivity and specificity of antibody 
assays in this setting are uncertain. In general, antibodies against 
HNA-1a or HNA-1b are less common, and antibodies against 
surface receptors, such as CD11b/CD18 (CR3), are more com-
mon in older children and adults than in young children. Sera 
from patients with Felty syndrome and T-LGL leukemia are often 
positive in ANA assays. Interpretation of these results is compli-
cated by the high incidence of nonspecific immune complexes 
in these populations, which may bind nonspecifically through 
Fc and complement receptors to the neutrophil surface. Indeed, 
because it is difficult to distinguish these two types of binding, the 
incidence of “true” ANAs in these syndromes remains uncertain. 
Detectable ANAs are low in titer or absent in most patients care-
fully studied with either diagnosis.19,20

Impact of Antibodies and Immune Complexes on 
Neutrophil Survival
There is quality experimental evidence that both ANAs and 
immune complexes can induce neutropenia in vivo. The relative 
importance of reversible sequestration and neutrophil destruc-
tion in inducing neutropenia varies with the experimental 
model, the character of the antibody/immune complex, spleen 
size, and presumably other factors as well.
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The detection of ANAs in serum, however, does not auto-
matically predict accelerated immune clearance of neutrophils 
in vivo. Some antibodies bind well to neutrophils under in 
vitro assay conditions without provoking neutrophil destruc-
tion in vivo. In part, this reflects the inability of these crude 
assays to distinguish effective from ineffective binding of  
immunoproteins.

Myelopoiesis in Immune Neutropenia
In primary immune neutropenia, bone marrow is typically 
normocellular or mildly hypercellular with an increased pro-
portion of early myeloid forms (particularly myelocytes and 
promyelocytes) and decreased mature forms (neutrophils, 
bands, and metamyelocytes), a pattern designated “maturation 
arrest.” Although maturation arrest can also be seen in a num-
ber of other diseases, in this setting it suggests an expansion in 
immature precursors with early release of mature components 
into blood. Rigorous kinetic studies in children with primary  
neutropenia are not available, but the available data suggest 
myelopoiesis in this setting is increased.

The findings are more complex in Felty syndrome and T-LGL 
leukemia. In vivo neutrophil kinetic studies and in vitro assays 
of marrow function often document reduced myelopoiesis in 
these settings.19,20 This has been attributed to T-cell–mediated 
and cytokine-mediated suppression. T-LGL leukemia cells con-
stitutively express Fas ligand on their surface and also release 
significant quantities of soluble Fas ligand into plasma in vivo. 
Reduced myelopoiesis in T-LGL leukemia and some patients 
with Felty syndrome may be linked to apoptosis instigated by 
the binding of Fas ligand expressed on the abnormal cells to Fas 
expressed on the surface of myeloid precursors.20 Whatever the 
precise mechanism, reductions in myelopoiesis appear to be 
a common element in patients with these forms of secondary 
immune neutropenia.

Diagnosis
Clinical Presentation
Isoimmune neutropenia presents at birth and may persist for up 
to 6 months. Patients may have severe infections. Self-limiting 
primary autoimmune neutropenia typically presents in early 
childhood, with a median time to resolution of 2 years. Patients 
rarely have severe infections, and the occurrence of severe infec-
tion should prompt evaluation for other causes of neutropenia, 
such as severe congenital neutropenia or cyclic neutropenia. 
In older children and adults, neutropenia is more commonly 
associated with other systemic autoimmune disease, especially  
rheumatoid arthritis and SLE or T-LGL leukemia. Drug-induced  
neutropenia must always be considered in patients taking  
medications.

Laboratory Findings
Blood counts typically demonstrate isolated neutropenia, some-
times with monocytosis. More generalized leukopenia, anemia, 
and/or thrombocytopenia suggest concurrent SLE or a primary 
bone marrow disorder, especially aplastic anemia or myelodys-
plasia.

Examination of the blood film for evidence of abnormalities 
in other cell lines or increased numbers of LGL is essential. The 
persistent presence of greater than 2000 LGL/mm3 for 6 months 
in itself is diagnostic of T-LGL leukemia; however, normal 
LGL counts in blood do not preclude this diagnosis. Perhaps a  

quarter of patients with T-LGL leukemia and immune neutro-
penia have fewer than 500 monoclonal LGL/mm3 in blood.20 
The evaluation of patients with small T-LGL clones detected 
in blood on flow cytometric or molecular testing without clear 
tissue infiltration remains problematic. At least some of these 
patients probably have self- limiting “T-cell gammopathies of 
unknown origin” unassociated with overt lymphoproliferation or  
autoimmunity.

Bone marrow findings in immune neutropenias (as briefly 
reviewed above) can vary substantially. Perhaps the most 
important function of the bone marrow examination is to rule 
out hypoplasia/aplasia, myelocathexis, marked megaloblas-
tic dysplastic changes, or abnormal infiltration with nonhe-
matopoietic cells, each of which might suggest an alternative  
diagnosis. The marrow examination may also be helpful in  
confirming T-LGL leukemia.

Detection of Antineutrophil Antibodies. Antibodies are 
assayed clinically using indirect assays (i.e., by measuring 
the binding of antibodies from patient sera to fixed granu-
locytes from unrelated individuals). The granulocyte immu-
nofluorescence test (GIFT), which exploits flow cytometry 
for detection, is most commonly used because of its high 
sensitivity. The granulocyte agglutination test (GAT) is less 
sensitive but is particularly valuable used in conjunction 
with GIFT to detect antibodies against HNA-3a or HNA-
1b. Once the presence of an antibody has been confirmed, 
a monoclonal antibody-specific immobilization of granulo-
cytes assay (MAIGA) is a valuable technique in identifying 
the target molecule recognized by the antibody, information 
that may be very helpful in identifying antibody specificity 
and in distinguishing granulocyte-specific antibodies from 
alloantibodies directed against HLA determinants. More 
precise epitope typing still requires a panel of granulocytes of 
varied phenotype. Unfortunately, to date, granulocyte panels 
are both difficult to prepare and impossible to store. Conse-
quently, antibody typing remains a laborious task. At the sec-
ond international granulocyte serology workshop, 12 centers 
independently tested a series of unknown sera. Many labo-
ratories could detect strong HNA-1a antibodies, but the suc-
cess rate was much lower in defining HNA-1b or HNA-2a 
antibodies, and individual laboratories varied greatly in their 
proficiency.28

Clinical Use of Antineutrophil Antibody Studies. Because of 
the lack of both sensitivity and specificity of ANA assays, pri-
mary autoimmune neutropenia in young children with neutro-
penia remains a clinical diagnosis. Using GIFT or GAT assays, 
ANAs can be detected in more than 70% of children with pri-
mary immune neutropenia. When both are used in tandem, the 
yield increases further. A strong positive result strongly sup-
ports the diagnosis of immune neutropenia. However, a nega-
tive result does not exclude the diagnosis.29

Primary autoimmune neutropenia in adults is difficult to 
distinguish from the ill-defined entity chronic idiopathic neu-
tropenia. Because there is no “gold standard” for distinguish-
ing immune disease from nonimmune disease in this setting, 
the diagnostic sensitivity and specificity of the ANA assays are 
unclear. Assays are positive in perhaps a third of adults referred 
with chronic neutropenia, and a positive result in the absence of 
other systemic autoimmune disease certainly supports a diag-
nosis of immune neutropenia. A negative result does not pre-
clude an immune etiology, but it is more consistent with chronic 
idiopathic neutropenia.
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In patients with systemic autoimmune disease or T-LGL leu-
kemia, hyperglobulinemia and circulating immune complexes 
greatly complicate laboratory evaluation. ANA assays are fre-
quently positive, even in the absence of neutropenia. Since the 
specificity of a positive result is low, its diagnostic value is very 
limited, and the clinician must be vigilant for other possible 
causes, especially drug-induced neutropenia.

Therapy
Overview
All patients with neutrophil counts below 1000/mm3 have some 
increased risk of infection, but some remain asymptomatic even 
with absolute neutrophil counts of 500/mm3 or less. Growth 
factors can usually improve neutropenia and reduce the risk of 
infection, but given their expense, inconvenience, and possible 
side effects, they should be reserved for use in patients with a 
very low count or a previous pattern of frequent infection. The 
indications for immunosuppressants, steroids, and splenectomy 
are more complex.

Other Therapy
Each of the following treatments can be effective in reversing  
neutropenia, but their use has diminished considerably in recent 
years. IVIG can temporarily reverse neutropenia, particularly 
in children, most likely by blocking Fc receptors responsible 
for triggering neutrophil destruction. However, G-CSF, which 
is more convenient to administer and at least as effective, has 
largely replaced IVIG.

Splenectomy and steroids can each reduce immune destruc-
tion by suppressing the body’s capacity to clear IgG- and com-
plement-coated cells. Over a longer time frame, these treat-
ments can also suppress antibody production—in the first 
case by removing a major site of production and in the second 
by reducing ANA production and blocking T-cell–mediated 
myelosuppression. Steroid therapy can reverse neutropenia 
in many patients, but steroids’ long-term impact on outcome 
remains unclear. Given their risks and side effects, both splenec-
tomy and steroids are generally reserved for patients resistant to 
CSFs and low-dose immunosuppressants.

Prophylactic Antibiotics
Where recurrent infection is a problem, oral trimethoprim–sul-
famethoxazole (TMP-SMX) is commonly used for prophylaxis, 
particularly in children. This approach is very reasonable, given 
its success in other immunocompromised groups, but it has not 
been tested in a controlled trial. Immunization with pneumo-
coccal and meningococcal vaccines is also recommended in 
situations where therapeutic splenectomy has been used or is 
being planned.

IMMUNE-MEDIATED THROMBOCYTOPENIAS

Immune Thrombocytopenia

THERAPEUTIC PRINCIPLES
Immune Neutropenia

• Palliative treatment of neutropenia is reserved for patients with a neu-
trophil count below 500/mm3 or recurrent infection.

• Recombinant granulocyte colony-stimulating factor (G-CSF) is the
most effective single agent for palliating neutropenia.

• Immunosuppressive agents, steroids, and splenectomy are reserved
for patients with persistent or refractory neutropenia or with other
detrimental manifestations of systemic autoimmunity.

Colony-Stimulating Factors
Controlled trials are lacking in this disease setting, but granu-
locyte colony-stimulating factor (G-CSF) or granulocyte–mac-
rophage colony-stimulating factor (GM-CSF) usually enhances 
neutrophil counts in each of the clinical groups discussed. 
Because of their safety, speed, and efficacy, they have replaced 
steroids and splenectomy as first-line symptomatic therapy. 
They should be used at the lowest effective dose.

Infants with alloimmune neutropenia may develop severe 
infections, and in those cases, G-CSF is indicated until resolution 
of the neutropenia. Because patients with primary autoimmune 
neutropenia typically have a benign course, they rarely require 
growth factor support. For the rare patients who do develop 
severe infections, or in the perioperative setting, however, G-CSF 
may be indicated, starting at a dose of 1 to 2 mcg/kg/day.30

Immunosuppressive Agents
Because disease is usually self-limiting and responsive to G-CSF 
when necessary, immunosuppressive agents are not used in chil-
dren with primary immune neutropenia. Pediatric patients with 
secondary immune neutropenia will typically also respond to 
G-CSF, although immunosuppressants may be indicated if they 
have multilineage cytopenias or other autoimmune phenomena. 
Chronic low-dose methotrexate is considered first-line therapy 
for patients with Felty syndrome or LGL leukemia–associated 
neutropenia. Cyclophosphamide and cyclosporine are consid-
ered second-line therapy for LGL leukemia, and purine analogues,  
splenectomy, and alemtuzumab are considered third-line  
therapy for LGL leukemia.

KEY CONCEPTS
Immune Thrombocytopenic Purpura

• Antibody-mediated destruction or decreased production of platelets
• Both B and T cells important in etiology
• Clearance of platelets mediated by Fcγ receptors
• Diagnosis depends on:

• Clinical presentation of low platelets
• Exclusion of other causes of thrombocytopenia 

Immune thrombocytopenia (ITP) is an autoimmune syn-
drome involving antibody and cell-mediated destruction of 
platelets. ITP can occur in the absence of an identified predis-
posing factor (primary ITP) or in the setting of an underlying 
immunodeficiency, immune dysregulatory syndrome, or auto-
immune disease, drug exposure, infection, or other identified 
cause (secondary ITP). Definitions from an international work-
ing group recommend that a platelet count of <100 × 109/L be 
required for diagnosis.31

Pathogenesis
In 1951, Dr. William Harrington infused plasma from patients 
with chronic ITP into himself and other healthy volunteers, 
resulting in transient thrombocytopenia in most of them, impli-
cating a plasma-derived factor, subsequently identified by Shul-
man as IgG, the causative agent.32 In the majority of patients, 
the underlying defects leading to autoantibody production 
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remain unclear. In some patients, ITP follows exposure to viral 
or bacterial antigens. Molecular mimicry appears to play a role 
in the development of self-reactive platelet antibodies following 
infections. Human immunodeficiency virus (HIV), hepatitis C 
virus (HCV), and Helicobacter pylori infections have been asso-
ciated with ITP. H. pylori CagA antigen appears to cross-react 
with platelet antigens,33 which may explain the association with 
ITP and H. pylori infection in adults. The most common epi-
topes for platelet antibodies in ITP are the platelet GPIIb/IIa 
and GPIb-IX receptors.34 The autoantibodies serve as opsonins, 
resulting in the clearance of platelets by FcγR-bearing cells in 
the reticuloendothelial system through Syk-mediated phagocy-
tosis (Fig. 62.3).35 Antibodies are identified in only a subset of 
patients with ITP, however, and other immune processes also 
contribute to the pathogenesis of platelet destruction.36 There 
is upregulation of genes involved in cell-mediated cytotoxicity 
via CD3+CD8+ T lymphocytes,37 with T-helper 1 (Th1)–associ-
ated cytokines predominating.38 Regulatory T cells (Tregs) are 
decreased,39 and B-cell activation is increased.40 There is evi-
dence of suppression of megakaryopoiesis by both T lympho-
cytes41 and ITP plasma/IgG.42 In addition, megakaryocyte and 
platelet production are dependent on thrombopoietin signal-
ing through binding to the Mpl receptor, and patients with ITP 
have reduced thrombopoietin levels despite the presence of low 
platelet counts.43

Laboratory Diagnosis
Immune-mediated thrombocytopenia is a diagnosis of exclu-
sion and is typified by isolated thrombocytopenia. The presence 
of abnormalities in other cell lines should prompt investiga-
tion for other etiologies, including marrow failure syndromes, 
myelodysplastic syndrome, or leukemia. Peripheral blood 
smear examination is important to evaluate for the presence 
of schistocytes, leukocyte adhesion bodies in MYH-9-related 
disease, small platelets in Wiskott-Aldrich syndrome, and giant 
platelets in inherited macrothrombocytopenias and to exclude 
ethylenediaminetetraacetic acid (EDTA)–dependent platelet  
agglutination.

The diagnosis of ITP may be made based upon history, phys-
ical exam, blood counts, and peripheral smear exam. Bone mar-
row aspirate, biopsy, flow cytometry, and cytogenetics should be 
considered in patients older than 60 years of age and in patients 
with systemic symptoms. The detection of H. pylori with the 
urea breath test or stool antigen tests should be considered in 
adults. Routine serologic evaluation for HIV and HCV is rec-
ommended in adults. Baseline Igs (IgG, IgA, IgM) should be 
measured in adults to diagnose such conditions as common 
variable immunodeficiency (CVID) and selective IgA defi-
ciency (Chapter 33) in which ITP is a common complication. 
For children who go on to have chronic ITP, a broader immune 
evaluation, including quantitative immunoglobulins, should be 
investigated.44

Antiplatelet antibody testing to specific platelet glycoproteins 
is not routinely recommended; the test is neither sensitive nor 
specific for ITP. Routine testing for anticardiolipin antibodies 
is not recommended in the absence of symptoms of antiphos-
pholipid syndrome. DAT should be obtained if hemolytic ane-
mia is suspected and in patients for whom anti-D antiglobulin 
treatment is considered. Blood group Rh(D) typing should be 
obtained if anti-D antiglobulin treatment is considered.

Where a microangiopathic process is evident—espe-
cially with concomitant renal failure, fever, or cognitive  

impairment—measurement of ADAMTS13 (A Disintegrin-like 
And Metalloprotease with ThromboSpondin type 13 motifs) is 
warranted to rule out TTP.

Therapy
In pediatric patients, the decision to treat ITP is guided primarily 
by the presence or absence of bleeding symptoms. Most pediat-
ric patients without bleeding may be safely managed with close 
observation, while in adult patients, in most circumstances, the 
goals of therapy are to keep the platelet count above 30 × 109/L 
and to minimize toxicity. In the absence of hemostatic comor-
bidity, trauma, or surgery, intracranial hemorrhage is rare in 
patients with a platelet count above 20 × 109/L. Treatment of 
ITP should be individualized, but first-line therapies include 
corticosteroids, IVIG, or anti-Rh(D) in Rh(D)-positive, non-
splenectomized patients. Intravascular hemolysis, disseminated 
intravascular coagulation, and renal failure have been reported 
with the use of anti-Rh(D). Anti-Rh(D) should be avoided in 
patients with underlying hemolysis or a positive result of the 
DAT that is not the result of prior therapy.36,44,45

In adult patients, second-line therapy should be considered 
if there is absence of a robust response at 3 months or once sig-
nificant steroid-related toxicity supervenes. Second-line therapy 
should be considered in pediatric patients who do not respond 
to first-line therapies or who have chronic ITP. The thrombopoi-
etin receptor agonists (TPO-RAs) avatrombopag, eltrombopag, 
and romiplostim have shown significant sustained activity in 
patients with ITP. Romiplostim is administered subcutaneously 
and avatrombopag and eltrombopag orally. Increased bone 
marrow reticulin fibrosis has been described in some patients 
receiving TPO-RAs, though this is typically reversible upon 
discontinuation. Two-thirds of patients obtain a durable long-
term remission following splenectomy. Patients should receive 
immunizations with the pneumococcal, Haemophilus influenzae  
type b, and the quadrivalent meningococcal vaccines before sple-
nectomy. A single course of rituximab (anti-CD20) (375 mg/m2 
weekly for 4 weeks) is associated with 40% complete remission 
at 1 year and 15% to 20% complete remission at 5 years. Patients 
who relapse after an initial response usually respond to a sec-
ond course. Rituximab is contraindicated in patients with active 
hepatitis B. Cases of multifocal leukoencephalopathy have been 
reported in HIV-negative patients treated with rituximab. Fosta-
matinib is an oral spleen tyrosine kinase (Syk) inhibitor recently 
approved as a second-line agent for use in adults with ITP.46

γ

FIG. 62.3 Antibody-Bound Platelets Are Cleared From the 
Circulation by Binding of the Fc Domain of Immunoglobu-
lin G (IgG) to FcγIIIA Receptors on Macrophages and Other 
Cells. The cross-linking of the macrophage receptors sets off a 
cascade of internal signaling that leads to increased expression 
of the inhibitory FcγIIB receptors (not shown).
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A number of other therapies have been used with vary-
ing success in patients who are unresponsive to or ineligible 
for first- and second-line therapies. These agents include aza-
thioprine, cyclophosphamide, cyclosporine, danazol, dapsone, 
mycophenolate mofetil, vinca alkaloids, and other immunosup-
pressants or combination therapies.

Drug-Induced Thrombocytopenia
Drug-induced thrombocytopenia (DITP) is an idiosyncratic 
immune-mediated reaction. The drug-dependent antibodies 
bind to specific epitopes on platelet surface glycoproteins only 
in the presence of the sensitizing drug. The drugs bind nonco-
valently and reversibly to platelets, commonly to GPIIb-IIIa and 
GPIb-V-IX, and also to the antibody. The Fab domains of the 
antibodies bind to the drug-platelet epitope. Drug-dependent 
antibodies inducing thrombocytopenia typically develop 1 to 
2 weeks after exposure to a drug; exceptions to this rule include 
eptifibatide, tirofiban, and abciximab, as naturally occurring 
antibodies to these drugs can cause thrombocytopenia within a 
few hours of the first exposure. Thrombocytopenia with platelet 
counts frequently below 20 × 109/L develops acutely, recovery 
occurs 1 to 2 days after discontinuation of the drug and is usu-
ally complete after 1 week, but rarely thrombocytopenia persists 
for several weeks. Quinidine, quinine, rifampin, tegretol, TMP-
SMX, vancomycin, danazol, acetaminophen, abciximab, eptifi-
batide, tirofiban, and gold salts are the most common culprits. 
Treatment consists of discontinuing the offending drug; platelet 
transfusions are sometimes necessary.47

Heparin-induced thrombocytopenia (HIT) is a special case 
that is caused by antibodies to platelet factor 4 (PF4)–heparin 
complexes. It can be associated with life-threatening thrombosis. 
The antibody-PF4-heparin complex activates platelets, result-
ing in a high risk of both arterial and venous thrombotic events. 
Thrombocytopenia occurs as a result of clearance of platelet 
aggregates induced by the antibody and usually appears 5 to  
7 days after treatment with heparin (or low-molecular-weight 
heparin) unless a patient has been previously exposed to hepa-
rin. In the event of prior exposure, especially within the last 
100 days, thrombocytopenia can occur within 1 day of heparin 
administration. Even small doses of heparin given as “flushes” to 
maintain intravenous catheter patency can be sufficient to cause 
HIT with thrombosis. Suspected HIT can be evaluated using the 
4Ts clinical score (timing, degree of thrombocytopenia, pres-
ence of thrombosis, other etiologies for thrombocytopenia), 
an immunoassay, and a functional assay.48 In cases of suspected 
HIT, all heparins should be stopped, and an alternative antico-
agulant agent, such as the direct thrombin inhibitors argatroban 
or bivalirudin, should be used. Fondaparinux is an anticoagulant 
synthesized from the pentasaccharide core of the heparin mol-
ecule and may be another option for the treatment of HIT, since 
it binds to HIT antibodies but does not activate platelets and 
cause thrombosis. In cases of confirmed or strongly suspected 
HIT, anticoagulation should be continued at least until platelet 
recovery and for up to 3 months, because the risk of thrombosis 
persists in this group of patients. Direct oral anticoagulants that 
target thrombin or activated factor X or vitamin K antagonists 
may be used for long-term anticoagulation.

Neonatal Alloimmune Thrombocytopenia
Neonatal alloimmune thrombocytopenia (NAIT) is caused 
by maternal antibodies against the HPAs that the fetus carries 
but which the mother lacks (most commonly HPA-1a). NAIT 

caused by antihuman platelet antigen 1a (HPA-1a) antibodies 
occurs in 1 in 1250 pregnancies in the Caucasian population. 
Severe hemorrhage occurs in 1 in 12,500 to 1 in 25,000 pregnan-
cies. NAIT is caused by maternal antibodies against paternally 
derived antigens on fetal platelets, most commonly HPA-1a. 
These antibodies cross the placenta and sensitize fetal HPA-1a–
positive platelets, which are then removed in the spleen. Two 
percent of Caucasian women carry the less frequent HPA-1b 
and can be immunized against HPA-1a during pregnancy (25%) 
or at the time of delivery (75%). In most circumstances, first-
time cases of NAIT are generally identified following the birth 
of a markedly thrombocytopenic neonate; antenatal manage-
ment is, thus, only possible in subsequent pregnancies. There is 
risk of severe bleeding, including intracerebral hemorrhage in 
10% to 20% of cases, which may occur in utero or postnatally, 
and it is very likely to recur if it has occurred in a previous preg-
nancy. Screening all pregnancies for NAIT is under evaluation 
in several countries. Antenatal management of NAIT consists 
of maternal administration of high doses of IVIG and cortico-
steroids.49 NAIT may be diagnosed by parental platelet antigen 
typing and detection of alloantibodies in maternal serum that 
bind to specific paternal human platelet antigens not present 
on maternal platelets. Treatment of infants with NAIT includes 
transfusions with typed platelets if available, random-donor 
platelets, or administration of IVIG.50

AUTOIMMUNE MULTILINEAGE CYTOPENIAS
Some patients develop either simultaneous or sequential cyto-
penias of more than one cell lineage. Most frequently, this 
includes AIHA + ITP, but can also include AIN. This entity was 
described in 1949 by Evans and Duane51 and has historically 
been referred to as Evans syndrome. The presence of multi-lin-
eage cytopenias should prompt an evaluation for an underly-
ing immunodeficiency or immune dysregulation syndrome. In 
a study of patients presenting in childhood, over half of patients 
with combined autoimmune cytopenias had evidence of sec-
ondary disease.52 Autoimmune lymphoproliferative syndrome 
(ALPS) or ALPS-like disorder, combined immunodeficiency 
(CID), CVID, and other humoral defects were most common. 
A significant number also had non-hematologic manifestations 
of autoimmune disease.

The implications for treatment are salient as well, as targeted 
therapies may be warranted for treatment of immune cytopenias 
in specific underlying disorders. Sirolimus and mycophenolate 
mofetil are often effective for chronic control of cytopenias in 
ALPS. Costimulatory blockade with CTLA4-Ig may be used in 
patients with CTLA4 haploinsufficiency or LRBA deficiency, and 
interleukin-6 (IL-6) blockade or JAK inhibitors may be used in 
patients with gain-of-function mutations in the STAT pathway. 
As the genetic underpinnings of immune dysregulatory disorders 
are uncovered, it is likely that the therapies available to manage 
immune cytopenias in these settings will continue to evolve as well.
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INTRODUCTION
Autoimmune blistering diseases (AIBDs) comprise a hetero-
geneous group of disorders that are characterized by autoanti-
bodies deposited in the skin and adjacent mucous membranes. 
Autoantibody deposition leads to blisters and/or erosions 
in these tissues. AIBDs can be divided into two subgroups 
according to the anatomy of split formation. Pemphigus diseases  
demonstrate intraepidermal/epithelial splitting and pemphi-
goid disorders and dermatitis herpetiformis are characterized 
by subepidermal blistering.1 This distinction dates back to 1953 
when Walter Lever described intraepidermal split formation 
and loss of cell adherence between neighboring keratinocytes 
(acantholysis) as histopathological hallmarks of pemphigus, 
and subepidermal splitting disorders as pemphigoid.2 In the 
1960s, serum and skin-bound autoantibodies were described 
in pemphigus and pemphigoid diseases. In 1975, dermatitis 
herpetiformis was distinguished from the pemphigoid disease 
linear immunoglobulin A (IgA) dermatosis based on the pat-
tern of IgA deposit in the skin.1 Building on these observa-
tions, additional pemphigoid and pemphigus entities have been 
described, the target antigens of most AIBDs identified, and the 
pathogenic relevance of autoantibodies determined in various 
in vitro and mouse models.3–5

In this chapter, the target antigens, genetics, risk factors, 
comorbidities, and diagnosis of the three main pemphigus and 
six main pemphigoid diseases as well as dermatitis herpetiformis 
will be discussed. Photographs of these entities will be presented 
and approaches to management outlined. Characteristics of the 
rarer AIBD not detailed below are summarized in Table 63.1.

TABLE 63.1 Characteristics of Very Rare Autoimmune Blistering Diseases

Disease Main Target Antigen Characteristics

Pemphigus Diseases
Neonatal pemphigus DSG3 Transient flaccid blisters and erosions of the newborn caused by the transplacental passage of 

anti-Dsg IgG from a mother with pemphigus
IgA pemphigus DSC1, 2, 3, DSG1, 3 Also called intercellular IgA dermatosis; flaccid pustules; intercellular IgA staining of the epithe-

lium by direct IF
Pemphigus herpetiformis DSG1 Pruritic grouped vesicles, papules, and erythema; spared mucous membranes

Pemphigoid Diseases
Lichen planus pemphi-

goides
Preceding and concomitant lichen planus; blisters and erosions independent of lichen planus le-

sions; treatment needs also to be directed against lichen planus that triggers the AIBD
Cicatricial pemphigoid BP180 laminin 332 Mucous membranes not predominantly affected; lesions heal with scarring
Bullous systemic lupus 

erythematosus (SLE)
Type VII collagen Preceding and concomitant SLE; blisters and erosions not restricted to LE lesions; typically in 

sun-exposed areas in woman with African background in the 3rd decade; rapid response to 
dapsone

AIBD, Autoimmune blistering disease; BP180 NC16A, extracellular part of the 16th non-collagenous domain of the 180 kDa bullous pemphigoid antigen; Dsc, desmocollin; Dsg, 
desmoglein; IF, immunofluorescence; SLE, systemic lupus erythematodes.
See references 1, 4, and 5.

TARGET ANTIGENS AND DISEASE ENTITIES

Pemphigus Diseases
Pemphigus diseases comprise three major forms: pemphigus vul-
garis, pemphigus foliaceus, and paraneoplastic pemphigus. Pem-
phigus vulgaris and pemphigus foliaceus account for more than 
90% of pemphigus cases. Immunopathologically, pemphigus 
disorders are characterized by autoantibodies against structural 
proteins of the epidermal/epithelial desmosomes. Desmosomes 
are adherence structures that connect neighboring cells, includ-
ing keratinocytes, to withstand mechanical forces. Desmoglein 
(Dsg) 1 and 3 are in integral parts of epidermal/epithelial desmo-
somes and have been identified as the major target antigens in 
pemphigus (Fig. 63.1).6 Dsgs contain five extracellular domains 
(EC1 to EC5), a single transmembrane domain, and a cytoplas-
mic domain containing plakoglobin and plakophilin binding 
sites. The Dsg molecules are interconnected with each other via 
their N-terminal EC1 and EC2 domains, which are preferential 
targets of pemphigus autoantibodies.

Interestingly, in the great majority of pemphigus vulgaris and 
pemphigus foliaceus patients, the clinical phenotype is mirrored 
by the targeted Dsg molecule. While in pemphigus foliaceus, 
lesions are limited to the skin and the autoantibody response is 
restricted to DSG1, patients with the mucosal-dominant type 
of pemphigus vulgaris preferentially generate anti-DSG3 auto-
antibodies. In patients with the mucocutaneous type of pem-
phigus vulgaris. which presents with both mucosal and skin 
lesions, autoantibodies against both DSG1 and DSG3 are pres-
ent. The remarkable relation of the autoantibody specificity and 
the clinical phenotype reflects the differences in the expression 



807CHAPTER 63 Bullous Diseases of the Skin and Mucous Membranes

Lamina
lucida

Lamina
densa

Sublamina
densa

periplakin

envoplakin

Dsg 3

Dsg  1

Dsc

epiplakin

desmoplakin

plakophilin

cell membrane

plectin
BP230

laminin �1 laminin 332

NC16A
domain

BP180
type VII collagen

dermal collagens

�4 integrin

hemidesmosomal plaque

desmosomal plaque
nucleus

�6

plakoglobin

keratin
filaments

epidermis

dermis

corneal layer

FIG. 63.1 Schematic diagram of the desmosome (left) and the dermal–epidermal junction (right). Only antigens that are targeted in 
autoimmune blistering diseases are shown. While only homophilic transinteractions between desmogleins (Dsg) and desmocollins 
(Dsc) are depicted, heterophilic interactions have also been described. Modified from Reference 31.

of the two Dsgs in the epidermis and surface-close mucosal 
epithelia. The Dsg compensation theory holds that when the 
adhesive property is compromised in one of them and they are 
expressed together in the same cell, the normal Dsg isoform can 
compensate for the other.4,7

In pemphigus vulgaris, in addition to antibodies against 
DSG1 and DSG3, reactivity against desmocollins (see Fig. 63.1), 
and various other molecules such as muscarinic and nicotinic 
acetylcholine receptors, pemphaxin, mitochondrial proteins, 
and thyroid peroxidase have been detected.8,9

In paraneoplastic pemphigus, autoantibodies mainly target 
DSG3 and the plakin proteins envoplakin and periplakin (see 
Fig. 63.1). In addition, autoantibodies against DSG1, desmo-
collins, the plakin proteins, desmoplakin I/II, plectin, epipla-
kin, and BP230 as well as the hemidesmosomal protein BP180 
(type XVII collagen) and the 170 kDa proteinase inhibitor 
α2-macroglobulin-like 1 have been reported with varying fre-
quencies (see Fig. 63.1, Table 63.2).4,10,11

Pemphigoid Diseases and Dermatitis Herpetiformis
Six main pemphigoid diseases can be distinguished. In each, a 
target antigen has been identified on the molecular level, The 
autoantibodies recognize proteins at the dermal–epidermal 
junction (DEJ). The different diseases are distinguished by clini-
cal appearance (e.g., mucous membrane pemphigoid [MMP] 
and pemphigoid gestationis), by the target antigens (e.g., anti-

p200 pemphigoid and epidermolysis bullosa acquisita), and by 
the autoantibody isotype (e.g., linear immunoglobulin [IgA] 
disease). In bullous pemphigoid (BP), diagnosis is based on the 
combination of the three factors (see Table 63.2).

The DEJ, the cutaneous basement membrane zone of the 
skin (Chapter 24), connects the epidermis with the dermis. 
Four subregions can be distinguished by transmission electron 
microscopy: the basal cell plasma membranes of basal keratino-
cytes and the hemidesmosomal plaques, the lamina lucida, the 
lamina densa, and the sublamina densa. Hemidesmosomes are 
multiprotein focal adherens structures within the DEJ and con-
tain the intracellular hemidesmosomal plaque and the anchor-
ing filaments of the lamina lucida. Hemidesmosomes connect 
the intermediate filaments of the cytoskeleton of the basal kera-
tinocyte with the dermal collagens via anchoring fibrils that 
mainly consist of type VII collagen (see Fig. 63.1).12 Tradition-
ally, pemphigoid diseases have been regarded as diseases with 
anti-hemidesmosomal antibodies, excluding epidermolysis 
bullosa acquisita, which is characterized by reactivity against 
type VII collagen. Here, we follow the more recent concept of 
pemphigoid disorders as diseases with autoantibodies against 
structural proteins of the DEJ, and thus include epidermolysis 
bullosa acquisita (see Table 63.2).5

A central molecule of the DEJ and main target antigen of dif-
ferent pemphigoid diseases is BP180, also termed BP antigen-2 
and type XVII collagen. The 180 kDa BP180 is a transmembrane 
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TABLE 63.2 Autoantibody Specificities and Diagnostic Clues

Disease Target Antigens Diagnostic Clues

Pemphigus Diseases
Pemphigus vulgaris DSG3, DSG1 Mucosal lesions, positive Nikolsky sign, positive direct IF, 

serum antibodies against DSG3
Pemphigus foliaceus DSG1 Crusted erosions, no mucosal lesions, positive Nikolsky sign, 

positive direct IF, serum antibodies against DSG1
Paraneoplastic pemphigus envoplakin, periplakin, DSG3, desmoplakin I/II, 

plectin, epiplakin, BP230, BP180, DSC1, 2, 3, 
DSG1, α2-macroglobulin-like 1

Severe stomatitis, neoplasm, dyskeratosis and interface 
dermatitis, serum antibodies against plakins

Pemphigoid Diseases
Bullous pemphigoid BP180 NC16A, BP230 Intense pruritus, tense blisters and erosions without pre-

dominant mucosal involvement, old age, serum IgG against 
BP180 NC6A; non-bullous variants may arise in up to 20% 
of patients

Mucous membrane pemphigoid BP180, laminin 332, BP230, laminin 311,a 
(α6β4 integrin)b

predominant mucosal involvement

Pemphigoid gestationis BP180 NC16A, BP230 Pregnancy or postpartum period
Linear IgA disease LAD-1, BP230 (IgA reactivity) Tense blisters and erosions without predominant mucosal in-

volvement; linear IgA staining at the DEJ without reactivity 
against type VII collagen; most frequent AIBD in children

Anti-p200 pemphigoid p200 protein, laminin γ1 Tense blisters and erosions without predominant mucosal 
involvement, serum antibodies agaisnt the p200 protein

Epidermolysis bullosa acquisita type VII collagen Mechanobullous and inflammatory variants; no predominant 
mucosal involvement, serum antibodies against type VII 
collagen, u-sertaed pattern by direct IF

Dermatitis herpetiformis transglutaminase 3, transglutaminase 2 Intense pruritus, erythematous papules and vesicles; granular 
IgA deposits in dermal papillae by direct IF

aLaminin 311 shares the α3 chain with laminin 332; antibodies against the β1 and γ1 chains have not been described.
bThere is insufficient evidence for the recognition of α6β4 integrin as target antigen in mucous membrane pemphigoid except for individual patients.
Main target antigens are indicated in bold. For target antigens in italics, commercial detection systems are available. Adopted from references 4 and 5.
AIBD, Autoimmune blistering disease; DEJ, dermal–epidermal junction; Dsc, desmocollin; Dsg, desmoglein; IF, immunofluorescence; IgA, immu noglobulin A; LAD-1, linear IgA 
disease antigen 1 (identified as soluble ectodomain of BP180).

glycoprotein of about 1500 amino acids that spans the lamina 
lucida before kinking back from the lamina densa into the lam-
ina lucida (see Fig. 63.1).

In dermatitis herpetiformis, autoantibodies are directed 
against two enzymes, epidermal transglutaminase (TG3) and 
tissue type TG (TG2), with TG3 being the autoantigen.

EPIDEMIOLOGY

Incidence
The incidence of AIBD differs between populations. The most 
frequent AIBD in Central Europe and North America is BP. In 
central Europe and Scotland, the incidence of BP was calculated 
to be between 12 and 22 per million per year. A higher incidence 
of about 70 per million per year has been reported in the UK and 
Sweden. Moreover, in the UK, Germany, and France, the inci-
dence of BP has at least doubled within the last 10 years, which 
may reflect the increasing age of the general population, the 

improved availability and quality of diagnostic assay, and the high 
association of BP with neurological and psychiatric diseases that 
have also been increasing.5 The annual incidences of MMP and 
pemphigoid gestationis are approximately 2 per million and 1 per 
million, respectively. Linear IgA disease, anti-p200 pemphigoid, 
and epidermolysis bullosa acquisita are even rarer.

The incidence of pemphigus ranges from less than 1 per mil-
lion per year in Switzerland and Finland to about 10 per mil-
lion per year in Greece and Iran. The Jewish population has the 
highest incidence.4 Pemphigus vulgaris arises three to five times 
more frequently than pemphigus foliaceus. In some rural areas 
of South America and North Africa much higher incidences 
of pemphigus foliaceus have been observed. During the 20th 
century, the prevalence of the so-called endemic pemphigus 
foliaceus reached 3% to 5% of the population in certain areas of 
South America, but more recently has considerably declined.13

Incidences of dermatitis herpetiformis are even more diverse 
in different populations. While extremely rare in individuals of 
Asian or African origin, the incidence in the UK and Scandinavia 
is 10 per million per year, with approximately 10% of patients 
with celiac diseases (Chapter 75) suffering from dermatitis her-
petiformis. More recently, the incidence of dermatitis herpetifor-
mis has decreased even though the incidence of celiac disease has 
increased. This may be explained by the increased awareness and 
use of screening tests for the latter disease leading to earlier treat-
ment and thus reduced occurrence of dermatitis herpetiformis.14

Genetics
In contrast to pemphigoid diseases, a strong genetic susceptibility 
is seen with certain Human Leukocyte Antigen (HLA)  class II 

KEY CONCEPTS

• Most target antigens of AIBD have been described on the molecular
level.

• The main target antigens of pemphigus are desmoglein 1 and 3
(DSG1 and 3).

• The main target antigens of pemphigoid diseases are BP180 (type
XVII collagen), laminin 332, type XVII collagen, and an incompletely
defined p200 protein.

Target Antigens
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BP patients suffer from latter disorders, which include major 
cognitive impairment, Parkinson disease, stroke, epilepsy, and 
multiple sclerosis.20 These findings are particularly intriguing 
since in the great majority of patients the neurological disease 
precedes BP and both target antigens, BP180 and BP230, are 
expressed in the central nervous system. This suggests that 
CNS diseases may trigger the skin manifestations.5,20 Further-
more, an association has been shown between hematological 
malignancies and BP and, to a lesser extent, epidermolysis bul-
losa acquisita.21 Concomitant Crohn disease has been reported 
in 10% to 20% of AIBD patients.1 Psoriasis occurs in about a 
third of Japanese patients with anti-p200 pemphigoid.22 Of note, 
about 25% of anti-laminin 332-reactive MMP patients develop 
a solid malignancy. Thus MMP warrants a throughout tumor 
search. Since laminin 332 is overexpressed in many solid tumors 
and involved in tumor spreading one may hypothesize that the 
tumor can trigger the AIBD.1

Mortality
Before the introduction of corticosteroids in the early 1950s, 
mortality in pemphigus vulgaris and pemphigus foliaceus was 
about 75%. At present, the risk of death is about two- to three-
fold higher than control populations. Infections, in particular 
pneumonia and septicemia, are the most frequent causes of 
death, followed by cardiovascular diseases and peptic ulcer 
disease. In paraneoplastic pemphigus, the 5 years mortality is 
two to three times higher than pemphigus vulgaris.4 In BP, the 
1-year mortality rate of between 15% and 40% is two- to three-
fold higher than age- and sex-matched controls and ranges.5

alleles (Chapter 5) in pemphigus and dermatitis herpetiformis.
DRB1*04:02 and DQB1*05:03 have been described as risk 

alleles for pemphigus vulgaris across several populations,15 with 
the majority of pemphigus vulgaris patients expressing one of 
the two alleles. In pemphigus foliaceus, HLA DRB1*04 was the 
most frequently reported susceptibility allele.4

An additional four non-HLA genes have also been associated 
with pemphigus vulgaris: DSG3 encoding for the pemphigus 
vulgaris autoantigen DSG3, TAP2 encoding for an ATP-binding 
cassette transporter involved in antigen presentation (Chap-
ter 6), IL6 encoding for the pleiotropic cytokine interleukin-6 
(IL-6) (Chapter 14), and ST18 encoding a transcription factor 
involved in inflammation and apoptosis that is overexpressed in 
pemphigus vulgaris skin.4,15

In BP, only few genetic studies have been performed, report-
ing weak associations with DQB1*03:01, DRB1*04:03, and 
DQA1*05:01. A recent study from Germany found significant 
associations with DQA1*05:05, DQA1*02:01, and DQB1*03:01, 
as well as with the ZNF385D and FGF14 genes that encode 
two transcription factors (unpublished). Susceptibility to 
MMP has been described with DQB1*03:01, DRB*04, and 
DRB*11, and with GALC encoding for the lysosomal enzyme 
β-galactocerebrosidase.16 In linear IgA disease, associations with 
HLA B8, Cw7, DR3, DR2, and TNF2 were found. In pemphi-
goid gestationis, there are associations with DR3, DR4, and the 
so-called C4 null allele. And in epidermolysis bullosa acquisita, 
there are associations with DRB1*15:03.1

Of all AIBD, dermatitis herpetiformis has the highest genetic 
association, with 5% to 10% of patients with first-degree relatives 
affected by celiac disease or dermatitis herpetiformis. In nearly 
all patients, either HLA-DQ2 (combination of DQA1*05:01 and 
DQB1*02) or DQ8 (combination of DQA1*03 and DQB1*03:02) 
can be found.14

Risk Factors
The high prevalence of pemphigus foliaceus in certain areas 
of South America and North Africa suggests the existence of 
specific triggering factors. In endemic pemphigus foliaceus, the 
salivary protein LJM11 of the sand fly Lutzomyia longipalpis 
was found to be cross-reactive with DSG1.17 In non-endemic 
pemphigus, drugs such as penicillamine and captopril, expo-
sure to pesticides, metal vapor, ultraviolet light, ionizing radia-
tion, burns, surgery, and stressful life events are risk factors for 
pemphigus.4

In BP, a strong association with the use of the oral anti-diabetics 
dipeptidyl-peptidase IV inhibitors, in particular with vildagliptin, 
is observed.18,19 The association with spironolactone and pheno-
thiazines with aliphatic side chains is less pronounced. Not unsur-
prisingly, BP has developed in patients receiving immune check-
point inhibitors. Trauma, burns, radiotherapy, UV radiation, and 
vaccination have also been associated with disease onset.5 Linear 
IgA disease and epidermolysis bullosa acquisita can also be trig-
gered by drugs, most frequently vancomycin and penicillins.1

Comorbidities
Pemphigus vulgaris and pemphigus foliaceus are associated 
with a variety of diseases. These include autoimmune disorders 
(e.g., autoimmune thyroid diseases and rheumatoid arthritis), 
neurological disorders, psoriasis, and hematological and solid 
malignancies.4

A strong association in BP is seen with neurological or 
psychiatric diseases. Indeed, between a third and half of all 

CLINICAL PRESENTATIONS

Clinical presentations may vary considerably between the dif-
ferent AIBDs and even between patients with the same disease. 
The unifying clinical hallmarks are blisters and/or erosions on 
the skin and/or surface-close epithelia. In some patients, in par-
ticular with BP, pemphigoid gestationis, and dermatitis herpeti-
formis, blisters and erosions can be absent and pruritic papules, 
urticarial erythema, and eczematous lesions prevail. The sex dis-
tribution is roughly equal in all AIBD with the obvious excep-
tion of pemphigoid gestations.1,4,5 Children are rarely affected.23 
In-depth descriptions of the broad range of clinical pictures can 
be found in standard dermatological textbooks.1,23,24

Pemphigus
Pemphigus Vulgaris
The oral cavity, which shows enanthema, erosions, and ulcers  
(Fig. 63.2, A), is the main affected site in pemphigus vulgaris. 

KEY CONCEPTS

• Bullous pemphigoid is the most frequent AIBD.
• The incidence of bullous pemphigoid has increased fourfold over the

last 20 years.
• Pemphigus and bullous pemphigoid are associated with other auto-

immune disease and hematological malignancies (in pemphigus) and
with neurological diseases (in bullous pemphigoid). Pemphigus vul-
garis and dermatitis herpetiformis have a strong genetic background,
with associations to DRB1*04:02 and DQB1*05:03 in the former and 
HLA-DQ2 and DQ8 in the latter disease.

Epidemiology
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Nearly all patients will develop oral lesions. Pain is highly 
variable between patients. It ranges from minor to severe 
discomfort and may prevent food intake and thus be accom-
panied by rapid weight loss. All surface-close mucosal tissues 
may become involved. This includes the nose (e.g., hemorrhagic 
crusts), pharynx, larynx (e.g., hoarseness), urethra, glans penis, 
vulva, cervix, and the perianal region. In the mucocutaneous 
variant of pemphigus vulgaris, which occurs in about half of 
the patients, skin lesions arise in parallel with mucosal lesions. 
Skin lesions begin as flaccid blisters, erosions, and crusts (see 
Fig. 63.2, B). Subsequently, large areas may denude. Both muco-
sal and skin lesions heal without scarring. However, in patients 
with darker skin, hyperpigmentation of affected skin areas may 
be visible for many months.1,4,24

Pemphigus Foliaceus
In pemphigus foliaceus, mucosal surfaces are spared and lesions 
are restricted to the skin. They may present as erythema, “puff 
pastry–like” scales, and crusts, preferentially arising on the face, 
scalp, and seborrheic areas of the upper trunk (Fig. 63.3). Intact 
blisters are rare, due to the superficial splitting directly below 
the stratum corneum, which leads to rapid destruction of the 
blister roof upon mechanical stress.1,4,24

Paraneoplastic Pemphigus
The clinical picture is polymorphous with flaccid blisters, pus-
tules, tense blisters as in BP, erythema multiforme–like ery-
thema, and lichenoid lesions.3,4,25 A severe stomatitis is nearly 
always present. Genital, nasal, and ocular mucosal tissues can 
also be affected. In almost all patients, a neoplasm is pres-
ent at the time of diagnosis. It can be found by an extensive 
tumor search, or arise within the following months. Lym-
phoproliferative disorders can be detected in 70% to 80% of 
European patients. Others include thymoma, malignant solid 
tumors, and Castleman tumor. The latter tumor is the most 
frequent associated neoplasm in Asia. Bronchiolitis obliter-
ans, explained by the ectopic expression of DSG3 in the lung, 
was found in 6% of European patients and 20% of Japanese 
patients.4

A B

FIG. 63.2 Pemphigus Vulgaris. Erosions and a deep ulcer on the oral mucosa (A). Erosions and partly crusted erythematous plaques 
on the back and arms (B).

FIG. 63.3 Pemphigus Foliaceus. Widespread erythema, ero-
sions, and “puff pastry–like” scaling on the back.
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Pemphigoid Diseases
Bullous Pemphigoid
BP is a disease of the elderly, with a mean age at disease onset 
of 75 to 80 years. Nearly all patients with BP suffer from 
intense pruritus. In the classical bullous form, widespread 
tense blisters of variable sizes, erosions, and crusts appear  
on apparently normal or erythematous skin (Fig. 63.4, A). 
Urticarial erythematosus plaques may also develop (see  
Fig. 63.4, B). The flexural aspects of the limbs and abdomen 
are most commonly affected. Oral lesions can be found in 
10% to 20% of cases. In the absence of severe superinfection, 
lesions heal without scarring. In a majority of patients, a non-
bullous prodromal phase is seen with intense pruritus and 
unspecific erythematous lesions.1,5,26 About 20% of patients 
present with non-bullous BP, including a large variety of clin-
ical variants.1,5,27 In some patients, the disease is limited to  
certain body parts, especially the pretibial area. Non-bullous 
or localized forms may remain as such or develop into clas-
sical BP.

Mucous Membrane Pemphigoid
MMP affects the oral cavity in 85% of patients (Fig. 63.5, A) fol-
lowed by conjunctivae (65%), skin (25% to 30%), nasal mucosa 
(20% to 40%) (see Fig. 63.5, B), ano-genital area (20%), phar-
ynx (20%), larynx (5% to 10%), and esophagus (5% to 15%). 
Except the oral cavity, lesions at all affected body sites tend to 
heal with scarring. Nasal lesions may present as hemorrhagic 
crusts and epistaxis, pharyngeal lesions are painful on swal-
lowing, and the initial involvement of the larynx manifests 
as hoarseness. Esophageal disease may become symptomatic 
with dysphagia and heartburn. Ocular lesions usually start 
unilaterally with burning and foreign-body sensation. They 
may proceed to shortening of the inferior fornix, symblepha-
ron, trichiasis, neovascularization, and, finally, blindness (see 
Fig. 63.5, C). In patients with only one affected mucosal site, 
terms related to location are applied (e.g., oral, ocular, or vulvar 
MMP). A thorough tumor search is required in patients with 
anti-laminin 332 MMP, since about 25% of patients develop a 
solid cancer.1,5,26,26a,65

A B
FIG. 63.4 Bullous Pemphigoid. Tense blisters and vesicles, erythematous plaques, and erythema on the right arm in the classical 
variant of bullous pemphigoid (A). Erythematous plaques, erythema, and a single vesicle on the right leg (B).

A B C

FIG. 63.5 Mucous Membrane Pemphigoid. Fibrin-covered erosions on the tongue (A), erosion on the nasal mucosa (B), conjunctival 
injections, shortening of the lower fornix, and symblepharon of the right eye (C).
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Linear Immunoglobulin A Disease
Tense blisters, vesicles, urticated plaques, erosions, and ery-
thema are the clinical hallmarks of linear IgA disease, or der-
matosis. The clinical picture is virtually indistinguishable from 
BP and anti-p200 pemphigoid. However, blisters and vesicles 
tend to arise in an annular pattern in linear IgA disease, with 
blistering along the edge of lesions forming the so-called “string 
of pearls” or “cluster of jewels” sign. This sign is not exclusive 
to linear IgA disease. While the individual lesion does not dif-
fer between adults and children, in children lesions arise more 
abruptly and tend to involve the perioral area and perineum in 
addition to the other predilection sites, trunk and limbs. Muco-
sal lesions, mostly oral, nasal, and genital, occur in about 70% of 
patients. In patients with ocular scarring, the diagnosis of MMP 
is appropriate.1,5,28

Pemphigoid Gestationis
Frank blistering is rare. Erythematous papules, urticarial ery-
thema, and papulovesicles predominantly develop on the peri-
umbilical area in the second and third trimester as well as post 
partum. As in BP, intense pruritus is nearly always present. Dis-
ease onset in the first or second trimester. Blisters are associated 
with adverse pregnancy outcomes.29

Anti-p200 Pemphigoid
Most patients present with tense blisters on erythematosus or 
normal skin resembling BP (Fig. 63.6). Hands and feet appear 
to be favored, and oral and/or genital lesions may be present. 
Lesions usually heal without scarring.22

Epidermolysis Bullosa Acquisita
Two main clinical forms have been described: the classical 
mechanobullous variant in about a third of patients, and the 
inflammatory form (Fig. 63.7). In the classical mechanobullous 
variant, skin fragility, erosions, blisters, crusts, and scars on 
trauma-prone areas arise, and scarring alopecia, nail loss, and 
milia formation may occur. The inflammatory variant resem-
bles other pemphigoid diseases such as BP, MMP, and linear 
IgA disease, and may arise together in the same patient.1,5,26,30

FIG. 63.6 Anti-p200 Pemphigoid. Tense blisters on the left 
foot and erythema, as well as erythematous plaques and pap-
ules on both legs.

Dermatitis Herpetiformis
Pruritic vesicles, erosions, and erythematous papules arranged 
in a grouped, so-called herpetiform pattern, are the clinical  
hallmarks of dermatitis herpetiformis (Fig. 63.8). Lesions 
tend to be symmetrical, predominantly affecting the exten-
sor sites, in particular the nates, and heal without scarring. 
Some patients develop punctate purpura on the palms and  
soles.28

FIG. 63.7 Epidermolysis Bullosa Acquisita. Erosions, crusts, 
and erythema on the head, neck, and upper back in a patient 
with the inflammatory variant.

FIG. 63.8 Dermatitis Herpetiformis. Erythematous, partly ex-
coriated or crusted papules and rare vesicles on the elbows.
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DIAGNOSIS

Some clinical signs are typical of specific immunobullous dis-
eases. For example, old age, tense blisters, and severe pruritus 
characterize BP, and flaccid blisters and a positive Nikolsky sign 
(induction of erosion by mechanical friction) characterize pem-
phigus vulgaris. Nevertheless, an AIBD cannot be diagnosed by 
clinical signs alone and requires the detection of tissue-bound 
and circulating autoantibodies.4,5,31

The diagnostic gold standard is the detection of tissue-bound 
autoantibodies by direct immunofluorescence (IF) micros-
copy of a perilesional biopsy. In pemphigus diseases, inter-
cellular deposits of IgG and/or C3 (IgA in IgA pemphigus)  
are seen between neighboring keratinocytes/epithelial cells  
(Fig. 63.9). In pemphigoid disorders, direct IF reveals linear 
staining of IgG, IgA, and/or C3 at the DEJ. Within the linear 
staining, two patterns can be distinguished: a n-serrated pat-
tern with arches closed at the top and a u-serrated pattern with 
arches closed at the bottom (Fig. 63.10). While a u-serrated 
pattern is restricted to an autoimmune reaction to type VII 
collagen (e.g., epidermolysis bullosa acquisita and bullous 
systemic lupus erythematosus), all other pemphigoid diseases 
show a n-serration pattern.32 In dermatitis herpetiformis, gran-
ular deposits of IgA are seen in the dermal papillae (Fig. 63.11) 
and sometimes along the DEJ.

With the discovery of the molecular identity of most AIBD 
target antigens (see Tables 63.1 and 63.2) and advances in assays 
for detecting serum autoantibodies, most AIBD patients can be 
diagnosed by serology alone.

The most sensitive screening substrate for pemphigus 
antibodies is monkey esophagus (Fig. 63.12) and for pem-
phigoid diseases, human salt-split skin (Fig. 63.13). In the 
latter substrate, an artificial split within the lamina lucida of 
the DEJ is generated by incubation of normal human skin 
with 1 M NaCl solution. In this substrate, and depending 
on the target antigen, autoantibodies label the epidermal or 
dermal side of the artificial split (see Fig. 63.13). Standard-
ized enzyme-linked immunosorbent assay (ELISA) systems 
detect antibodies against major AIBD target antigens. DSG1, 
DSG3, BP180, BP230, type VII collagen, and envoplakin are 
widely available and allow both the diagnosis and monitoring 
of serum autoantibody levels during the course of the disease 
(see Table 63.2).

Alternatively, a CE-certified multivariant indirect IF test 
that is based on Biochip technology can be applied. Here, 
various tissue substrates are placed as 1×1 mm miniature 
substrates, so-called biochips, in one incubation field on a 
routine laboratory slide (Fig. 63.14). This method allows the 

FIG. 63.9 Direct Immunofluorescence Microscopy in Pem-
phigus. A perilesional biopsy from a patient with pemphigus 
foliaceus shows intercellular deposits of immunoglobulin G in 
the epidermis in the typical rete-like pattern. A similar pattern is 
seen in pemphigus vulgaris.

FIG. 63.10 Direct Immunofluorescence Microscopy in Pem-
phigoid Diseases. In perilesional biopsies, linear deposits of 
immunoglobulin G at the dermal–epidermal junction. In auto-
immunity against type VII collagen (i.e., epidermolysis bullosa 
acquisita and systemic lupus erythematosus), a u-serrated pat-
tern is seen with arches open at the top (right). In all other pem-
phigoid diseases, an n-serrated pattern is observed with arches 
closed at the top (left).

FIG. 63.11 Direct Immunofluorescence Microscopy in Der-
matitis Herpetiformis. A perilesional biopsy reveals granular 
deposits of immunoglobulin A in the dermal papillae and along 
the dermal–epidermal junction.

KEY CONCEPTS

• In pemphigus vulgaris, erosions arise on surface-close mucosal
tissue. The oral cavity is nearly always affected and about half of the
patients develop additional skin lesions.

• Lesions in pemphigus foliaceus are restricted to the skin.
• Pemphigoid diseases present with tense blisters and erosions and can-

not be differentiated from each other based on the clinical picture alone.
• Bullous pemphigoid is a disease of the elderly with a mean age at

disease onset of 75–80 years.
• In mucous membrane pemphigoid, mucosal lesions predominate.
• Patients with dermatitis herpetiformis rarely show frank blistering but 

extensively pruritic erythematosus papules and erosions. 

Clinical Presentation
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FIG. 63.12 Intercelluar staining of immunoglobulin G in the epi-
thelium of monkey esophagus by indirect immunofluorescence 
microscopy of pemphigus serum. The basement membrane 
zone is indicated by a dotted line. L, Lumen of the esophagus.

KEY CONCEPTS

• Direct IF microscopy of a perilesional biopsy remains the diagnostic
gold standard of AIBD.

• Standardized, highly sensitive and specific ELISA systems and indi-
rect IF assays based on recombinant forms of the major target anti-
gens are widely available for most AIBD.

• At present, about 90% of AIBD can be diagnosed based on the clini-
cal picture and serology.

FIG. 63.13 Indirect Immunofluorescence Microscopy on Normal Human Salt-Split Skin. Serum autoantibodies against BP180 
and BP230 in bullous pemphigoid, mucous membrane pemphigoid, pemphigoid gestationis, and linear immunoglobulin A (IgA) dis-
ease label the roof of the artificial split, while autoantibodies against laminin 332, the p200 antigen, and type VII collagen in mucous 
membrane pemphigoid, anti-p200 pemphigoid, and epidermolysis bullosa acquisita bind along the blister floor.

simultaneous incubation of multiple miniature substrates 
and a standardized and rapid serological diagnosis of the 
major AIBD.31 Substrates include monkey esophagus, salt-
split skin, and rat bladder, recombinant BP180 NC16A, and 
human cells expressing recombinant forms of AIBD target 
antigens such as DSG1, DSG3, BP230, type VII collagen, and 
laminin 332. Detection of serum IgG antibodies against the 
BP180 ectodomain (in MMP), the p200 protein, and laminin 
γ1, as well as against IgA autoantibodies in pemphigoid and 
pemphigus diseases, are still restricted to specialized labora-
tories.

Traditionally, lesional histopathology has been the third 
diagnostic column for AIBDs. Histopathology allowed differ-
entiation between subepidermal AIBD (pemphigoid and der-
matitis herpetiformis) and pemphigus disorders.2 Since histo-
pathology cannot separate the different pemphigoid diseases, 
its diagnostic impact has been largely replaced by direct IF and 
serology. However, a lesional biopsy is still recommended in any 
patients with suspected AIBD in order to allow consideration of 
differential (alternative) diagnoses when direct IF and serology 
are negative or inconclusive. Differential diagnoses of AIBDs 
are detailed in the respective textbooks.1,24,26,28

PATHOPHYSIOLOGY

Pemphigus
In genetically susceptible individuals, the autoimmune reac-
tion in pemphigus3,4,6,33,34 is driven by autoreactive T and B 
lymphocytes. Autoreactive T cells are educated by antigen-pre-
senting cells that present specific Dsg peptides via their HLA 
class II molecules encoded by the HLA class II risk haplotypes 
described above (Chapters 6 and 9). These Dsg-specific CD4 
and IL-10-producing autoreactive T lymphocytes then drive the 
generation of Dsg-specific antibodies by B cells.3,33

The impact of autoantibodies against DSG1 and DSG3 in 
the pathogenesis of pemphigus is derived from several clini-
cal and experimental observations (Fig. 63.15): (i) the trans-
placental transfer of maternal autoantibodies from mothers 
suffering from pemphigus can cause transient blistering in 
newborns, (ii) in nearly all patients with pemphigus foliaceus, 
and in the majority of pemphigus vulgaris patients, anti-Dsg 
IgG serum levels closely correlate with the extent of lesions, 
(iii) when cultured keratinocytes are treated with IgG from 
pemphigus patients or anti-Dsg3 IgG, degradation of the des-
mosomes is observed, (iv) incubation of sheets of cultured 
keratinocyte with pemphigus IgG leads to fragmentation of 
sheets mimicking acantholysis, (v) mice injected with pem-
phigus serum or anti-Dsg IgG develop intraepidermal split-
ting and macroscopic blistering,35 (vi) blistering in mice is 
prevented after injection with pemphigus IgG depleted from 
anti-Dsg1/Dsg3 IgG, (vii) co-application of pemphigus IgG 
with a peptide that mediates Dsg3 crosslinking does not result 
in blistering of mice, and (viii) anti-Dsg3 IgG is induced lead-
ing to microscopic and macroscopic blistering in immuno-
deficient mice after adoptive transfer of lymphocytes from 
Dsg3-deficient mice that had been immunized with recombi-
nant murine Dsg.3,4,36

Diagnosis
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However, not all anti-Dsg antibodies are pathogenic. This may 
explain the observation that serum anti-DSG3 levels in some 
pemphigus vulgaris patients do not correlate with disease activ-
ity and that lesions may persist when patients are in remission.8 
Pathogenic epitopes on DSG1 and DSG3 are Ca2+- and confor-
mationally dependent. They are mainly clustered in the EC1 and 
EC2 domain but can be found on the entire Dsg ectodomains. 
Interestingly, while the majority of pemphigus vulgaris patients 
with an initial mucosal variant and exclusive anti-DSG3 auto-
immunity will eventually develop additional antibodies against 
DSG1 and skin lesions, epitope spreading within the Dsg mol-
ecules is rarely seen during the course of the disease.3,4

In pemphigoid diseases, a cascade of events including com-
plement activation and Fc-receptor-mediated effects are pivotal 
for autoantibody-induced subepidermal blister formation (see 
below).5 Monovalent fragments of anti-Dsg antibodies that lack 
the Fc portion can also cause acantholysis in vitro and in vivo.4 
The exact sequence of events in anti-Dsg antibody-mediated 
acantholysis has not yet been fully clarified. Three major mech-
anisms leading to acantholysis upon binding of anti-Dsg IgG 
have been identified: (i) direct interference with Dsg transinter-
action, a phenomenon termed steric hindrance, (ii) remodeling 
of Dsg expression on the cell surface leading to internalization 

and depletion of Dsg from the cell membrane, and (iii) signal-
ing events within the targeted keratinocytes.3,4 The latter include 
activation of the p38 mitogen-activated protein kinase (MAPK), 
epidermal growth factor receptor, RHO GTPases, MYC, and 
caspases that interfere with the cytoskeletal architecture.3,33,34,37 
While these three mechanisms are sufficient for anti-Dsg IgG-
mediated acantholysis, additional events mediated by soluble 
Fas ligand and non-desmoglein antibodies may also contribute 
to the pemphigus phenotype at later stages of the disease.4

The potential pathogenic role of non-desmoglein antibodies is 
exemplified by the finding of severe erosions and suprabasal split-
ting in mice deficient in epidermal Dsc1 as well as the pathogenic 
effects of anti-Dsc3 IgG in vitro and in a recent mouse model.38 
The contribution of antibodies against non-desmosomal antigens 
to the pathophysiology of pemphigus is suggested by the correla-
tion of serum levels of anti-muscarinic acetylcholine receptor IgG 
with disease severity, and the co-pathogenic effect of antimito-
chondrial antibodies in addition to anti-Dsg IgG in vitro.4,39

FIG. 63.14 Multivariant Indirect Immunofluorescence 
Microscopy Based on the Biochip Technology. Miniature 
substrates placed in an incubation field of a standard-sized 
laboratory slide allow the simultaneous detection of serum 
auto-antibodies with different specificities. Here, positive reac-
tivities against monkey esophagus (intercellular epithelial stain-
ing in pemphigus), normal salt-split skin (epidermal staining in 
bullous pemphigoid), rat bladder (urothelium staining in para-
neoplastic pemphigus), the human cell line HEK293 express-
ing recombinant desmoglein 1, desmoglein 3 (in pemphigus), 
type VII collagen (in epidermolysis bullosa acquisita), BP230 (in 
bullous pemphigoid), and laminin 332 (in mucous membrane 
pemphigoid) on the cells surface, respectively, as well as re-
combinant BP180 NC16A (in bullous pemphigoid) are compiled. 
(Courtesy of Euroimmun, Lübeck, Germany.)

KEY CONCEPTS

• Anti-Dsg antibodies can induce acantholysis in vitro and in vivo inde-
pendent of Fc-fragment-mediated mechanisms.

• Steric hindrance, remodeling of Dsg expression, and signal-transduc-
ing events are the three main pathogenic mechanisms leading to ac-
antholysis after the binding of pemphigus autoantibodies. The in vivo
relevance of non-desmoglein autoantibodies in the pathophysiology
of pemphigus awaits further clarification.

Pemphigoid Diseases
The pathogenesis of pemphigoid diseases can be divided into three 
distinct steps (Fig. 63.16): (1) Loss of tolerance to pemphigoid 
disease autoantigens and production of autoantibodies, (2) cir-
culation of autoantibodies, and (3) autoantibody-mediated tissue 
pathology. Insights into these steps has been obtained from genetic 
studies and the use of pemphigoid disease model systems.40

Loss of Tolerance to Pemphigoid Disease Autoantigens and 
Production of Autoantibodies
Loss of tolerance and production of pemphigoid disease– 
specific autoantibodies is associated with genes located within 
and outside the Major Histo compatibility Complex (MHC)/
HLA-locus. In most pemphigoid disease, an association with cer-
tain HLA loci has been described.41 Immunization-induced pem-
phigoid in mice also shows a strong association with the MHC 
region as well as outside the MHC.41 The metagenome also has a 
significant impact on the generation of the autoantibody response 
in pemphigoid disease. In BP patients, the skin microbiome 
(Chapter 23) is distinct from that of healthy controls.42 This differ-
ence is of functional relevance, at least in mice, as a low diversity 
of the skin microbiome prior to induction of experimental pem-
phigoid disease by immunization is associated with a high risk of 
developing skin lesions, while a high diversity of the skin micro-
biome confers protection from clinical disease manifestations.43

Regarding the cellular requirements that lead to the loss of 
tolerance to pemphigoid disease antigens and autoantibody 
production (see Fig. 63.16, A), data from experimental murine 
pemphigoid disease identified B cells, dendritic cells, and mac-
rophages as key antigen-presenting cells that induce the CD4 T 
cell-dependent autoantibody production of B cells. Interestingly, 

Pathophysiology of Pemphigus
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FIG. 63.15 Pathogenic Potential of Pemphigus Autoantibodies Based on Different Clinical and Experimental Observations. 
(i) The transplacental transfer of maternal autoantibodies from mothers with pemphigus may cause transient blistering in new-
borns, (ii) close correlation between the extent of lesions and anti-desmoglein (Dsg) immunoglobulin G (IgG) serum levels in most 
pemphigus patients, (iii) desmosome degradation in cultured keratinocytes after incubation with pemphigus IgG, (iv) acantholysis 
of cultured keratinocyte sheets upon treatment with pemphigus IgG, (v) intraepidermal splitting (*) and macroscopic blistering (not 
shown) in mice injected with pemphigus serum or anti-Dsg IgG,35 and (vi) induction of anti-Dsg3 antibody production and micro-
scopic (*) and macroscopic (not shown) blistering in immunodeficient Rag2 –/– mice after adoptive transfer of lymphocytes from 
Dsg3-deficient (Dsg3 –/–) mice after immunization with recombinant Dsg3.36 (Clinical picture in (i) courtesy Susann Ott, Department 
of Pediatrics, Klinikum Bayreuth, Bayreuth, Germany. Histology image in (vi) courtesy Hayato Takahashi and Masayuki Amagai, 
Department of Dermatology, Keio University School of Medicine, Tokyo, Japan. Modified from Schmidt E, Kasperkiewicz M, Joly P. 
Pemphigus. Lancet. 2019;394[10201]:882–894. Epub 2019/09/10.)
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A B C

D E F

FIG. 63.16 Pathogenesis of Pemphigoid Diseases. Pemphigoid disease pathogenesis can be divided into three distinct pathways: 
loss of tolerance and autoantibody production, circulation of autoantibodies, and autoantibody-induced tissue pathology. (A) Antigen-
presenting cells (APC) and CD4 T cells promote expansion of autoreactive B cells that develop into autoantibody-producing plasma 
cells. This process is enhanced by the presence of B-helper neutrophils. In mice, this process almost exclusively occurs in peripheral 
lymph nodes, where the majority of pemphigoid disease-specific autoreactive B/plasma cells are found. (B) Once in the circulation, the 
half-life of immunoglobulin G (IgG) autoantibodies is maintained by the neonatal Fc receptor (FcRn), which protects all IgG from pro-
teolysis after uptake by endothelial cells. (C). In the skin, neutrophils bind to the immune complexes located at the dermal–epidermal 
junction, become activated and release reactive oxygen species (ROS) and specific proteases, which induce subepidermal blistering 
and cutaneous inflammation. (D) Extravasation of neutrophils (and other effector cells) from the bloodstream into the skin is medi-
ated by an interaction of CD18 and ICAM-1. (E) Binding of neutrophils to the immune complexes at the dermal–epidermal junction 
is mediated by activating FcγR. This triggers a complex intracellular signaling cascade, which ultimately leads to mediator release by 
the neutrophils. Among those are the blister- and inflammation-driving ROS and specific proteases, as well as cytokine release. The 
latter enhances the extravasation and activation of neutrophils. In addition to engagement of activating FcγR, soluble mediators, such 
as leukotriene B4 (LTB4), further promote neutrophil activation. (f) In addition to neutrophils, monocytes/macrophages, NK- and γδ 
T cells promote inflammation in pemphigoid diseases, while regulatory T cells (Treg) dampen neutrophil extravasation into the skin. 
C1q, Complement component 1q; Erk, extracellular-signal regulated kinases; FGR, Tyrosine-protein kinase; Fgr Fliii, Flightless I; HCK, 
Tyrosine-protein kinase HCK; HSP90, heat shock protein 90; NCF1, neutrophil cytosolic factor 1; PIK3CB, Phosphatidylinositol-4,5-
bisphosphate 3-kinase catalytic subunit beta; RORa, RAR Related Orphan Receptor A.

neutrophils act as B helper neutrophils in these models, as their 
depletion leads to reduced autoantibody concentrations. Very 
little has been published on the molecular requirements of this 
phase of pemphigoid disease pathogenesis. So far, only Granu-
locyte–macrophage colony-stimulating factor (GM-CSF) is 
known to promote autoantibody production in experimental 
pemphigoid, presumably through the recruitment of B helper 

neutrophils into peripheral lymph nodes, where antigen- 
specific B/plasma cells are found.41

Circulation of Autoantibodies
Once generated, autoantibodies are released into the bloodstream 
(see Fig. 63.16, B). With few exceptions (e.g., linear IgA disease), 
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the majority of autoantibodies in pemphigoid diseases are IgG. 
The relative long half-life of IgG antibodies, as opposed to the 
other Ig isotypes, is due to the constant rescue of IgG from proteol-
ysis by the neonatal Fc receptor (FcRn). Hence, blockade of FcRn 
has emerged as a potential therapeutic target for the treatment of 
pemphigoid disease.44 When observed by multiphoton micros-
copy, autoantibodies rapidly bind to their target skin antigen.

Autoantibody-Mediated Tissue Pathology
After binding to their target skin antigens, pemphigoid dis-
ease autoantibodies form immune complexes at the DEJ (see  
Fig. 63.16, C–F). In most cases, this leads to inflammation and 
subsequent inflammation-dependent subepidermal blistering. 
Recent evidence also implicates inflammation-independent path-
ways that induce blisters.45 In inflammation-dependent blistering, 
the formation of immune complexes promotes a proinflammatory 
milieu. This process is dependent on both the Fab and the Fc com-
ponents of the autoantibodies. Binding of the autoantibodies to 
their target antigen induces the release of proinflammatory cyto-
kines from the keratinocytes. This is best described for BP, where 
incubation of keratinocytes with anti-BP180 NC16A IgG induces 
time- and dose-dependent release of IL-8. In mice, several cyto-
kines (e.g., GM-CSF, IL-1, Tumor necrosis factor [TNF], LTB4) 
and anaphylatoxins (e.g., C5a) can promote the influx of immune 
cells into the skin. In contrast, other cytokines with increased 
expression in experimental pemphigoid disease demonstrate anti-
inflammatory activities. For example, IL-6 induces expression of 
IL-1 receptor antagonist, which counteracts the disease-promot-
ing effects of IL-1. Ultimately, this leads to a CD18/Intercellular 
adhesion molecule-1 (ICAM-1)-dependent extravasation of effec-
tor leukocytes into the skin. Among these, neutrophils are the 
major disease-driving cell type.

In the skin, neutrophils bind to the immune complexes located 
at the DEJ. In mice, this is mediated by the activating FcγR III 
and IV. In humans, it is facilitated by FcγR IIA and IIIB. FcγR-
dependent binding of neutrophils to the immune complexes 
induces an intracellular signaling cascade involving SYK, p38 
MAPK, ERK1/2, AKT, PI3Kβ/δ, Hsp90, RORα, PDE4, Src kinases, 
and CARD9. Ultimately, this results in the release of specific pro-
teolytic enzymes and reactive oxygen species (ROS), which induce 
cutaneous inflammation and subepidermal blistering. In addition 
to neutrophils, monocytes/macrophages, NK-, and γδ T cells pro-
mote blistering in pemphigoid diseases, while regulatory T cells 
dampen skin inflammation in pemphigoid disease.46

The role of mast cells is controversial: while mast cells are 
reportedly essential for the induction of experimental pemphi-
goid in neonatal mice, their depletion had no effect on clinical 
disease manifestation in antibody transfer–induced epidermol-
ysis bullosa acquisita in adult mice. Based on critical evaluation 
of the mast cell–deficient mouse strains in these different stud-
ies, these observations suggest that mast cells are activated but 
not essential for pathogenesis in/of pemphigoid disease.41

The mechanisms underlying the resolution of inflammation 
in pemphigoid disease47 are incompletely understood. In addi-
tion to C5aR2, IL-6, IL10, proresolving lipid mediators, and 
regulatory T cells, flightless I (Flii) has been implicated in the 
resolution in pemphigoid.47,48

Inflammation-independent pathways to blister formation 
have also been identified. For example, the binding of autoan-
tibodies targeting the BP180 induces internalization of BP180, 
which leads to a decrease in the strength of adhesion to the 

underlying matrix.49 Autoantibody binding also impairs pro-
adhesive protein–protein interactions in the DEJ, which further 
weakens the adhesion of keratinocytes to the underlying matrix.

Experimental Models
Most of the above insights have been obtained by using pem-
phigoid disease animal models (Fig. 63.17, Table 63.3). So far, 

FIG. 63.17 Mouse Models of Pemphigoid. (A) In (auto)anti-
body transfer-induced pemphigoid, (auto)antibodies targeting a 
specific autoantigen in pemphigoid—that is, type XVII collagen 
(BP180)—are obtained from patients, generated recombinantly 
or obtained from rabbits immunized with the murine autoantigen. 
These (auto)antibodies are then injected into mice, which devel-
op disease within a relatively short timeframe (days). When using 
these antibody transfer–induced models, reactivity of the (auto)
antibodies with the skin of the recipient mouse has to be consid-
ered. These models reflect key pathogenic events of the autoanti-
body-induced tissue damage in pemphigoid, while not duplicating 
events leading to the generation of autoantibodies. (B) In the lym-
phocyte transfer-induced pemphigoid mouse models, wild-type 
C57Bl6 mice are immunized against human (h) type XVII collagen 
(COL17) by transplantation of skin from a murine (m) COL17-de-
ficient / hCOL17 transgenic mouse. This leads to an adaptive im-
mune response against human type 17 collagen (hCOL17). When 
lymphocytes from these mice are injected into immunodeficient  
Rag2 –/–, mCOL17-deficent/hCOL17 transgenic mice, experimen-
tal bullous pemphigoid is induced. This model is ideal to inves-
tigate the interplay between T and B cells, as well as antibody 
transfer–induced tissue damage in pemphigoid. (C) In the im-
munization-induced pemphigoid disease models, pemphigoid is 
induced by immunization of susceptible mouse strains with the 
murine autoantigen. This leads to the development of an adap-
tive immune response against the used autoantigen, with subse-
quent development of clinical disease in the majority of the mice. 
This model reflects all aspects of pemphigoid disease pathogen-
esis, and allows therapeutic interventions for drug testing.
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ticular antigen (e.g., BP180). This immune response can be 
enhanced by immunization of these “autoantigen-deficient” 
mice with the autoantigen. Lymphocytes from these mice are 
then transferred into immunodeficient mice that express the 
autoantigen. The “auto”-reactive lymphocytes are stimulated 
by the presence of autoantigen, and experimental pemphigoid 
disease develops. This principle has been established for BP:52 
Here, wild-type C57Bl/6 mice were immunized against human 
BP180 by the transplantation of skin from mouse COL17-defi-
cient, human COL17 transgenic mice. Consequently, these mice 
develop an adaptive immune response against hBP180. Transfer 
of lymphocytes from wild-type mice transplanted with hCOL17 
transgenic mice into mCOL17-deficient, hCOL17-transgenic 
immunodeficient RAG2-deficient mice induces experimental 
BP in the recipient mice.52

Experimental pemphigoid disease in mice can also be 
induced by immunization of susceptible mouse strains. In these 
models, susceptible mouse strains are immunized with pem-
phigoid disease antigens (e.g., BP180 or type VII collagen). 
A specific autoantibody response is observed in most strains. 
However, only very few inbred strains (e.g., SJL/J) develop clini-
cal disease.53 The immunization-induced epidermolysis bullosa 
acquisita model is very robust, with a disease penetrance of 60% 
to 80% within 10 weeks after immunization. Disease persists 
over weeks after a single immunization. Hence, this model is 
also well-suited to evaluate the potential therapeutic effects of 
innovative treatment strategies.

there are three principal mechanisms by which experimental 
pemphigoid can be induced in mice: First, by transfer of (auto)
antibodies targeting specific pemphigoid autoantigens, such as 
type VII collagen or BP180. Second, by transfer of pemphigoid 
disease–specific lymphocytes into immunodeficient mice that 
express the corresponding autoantigen. Third, by immunization 
of susceptible mouse strains with the respective pemphigoid 
disease autoantigen.

The in vivo pathogenicity of anti-BP180 autoantibodies was 
demonstrated in 1993, when Liu and colleagues immunized 
rabbits with the immunodominant stretch of murine BP180 
and transferred the rabbit anti-mouse BP180 IgG into neona-
tal mice.50 For epidermolysis bullosa acquisita, the injection of 
anti-type VII collagen IgG in adult mice is currently the most 
frequently used pemphigoid mouse model.40 The injection of 
anti-laminin 332 IgG into adult mice results in the replication of 
the clinical characteristics of the human disease (e.g., oral, ocu-
lar, and skin lesions).51 These models allow in-depth investiga-
tions solely focused on autoantibody-induced tissue damage in 
pemphigoid. There are many pitfalls that need to be considered 
(such as altered or absent cross-reactivity of the human autoan-
tibodies with the mouse antigens). Recently, a detailed protocol 
has been published that describes the step-by-step induction of 
experimental epidermolysis bullosa acquisita.40

The lymphocyte transfer–induced model of pemphigoid is 
based on the principle that mice that do not express the (auto)
antigen develop an adaptive immune response toward this par-

TABLE 63.3 Mouse Models of Pemphigoid Diseases and Dermatitis Herpetiformis

PD Principle of Model Variations of Model Reference(s)

BP Antibody transfer Rabbit anti-mouse Col17 IgG into neonatal mice J Clin Invest. 92: 2480
Rabbit anti-mouse Col17 IgG into adult mice Am J Pathol. 184:2185
IgG from BP patients into Col17-humanized mice Nat Med. 13:378
Monoclonal human anti-human Col17 IgG1 into COL17-

humanized mice
J Immunol. 185:7746

Anti-human NC16A IgE purified from BP patients into 
humanized NC16A neonatal mice

J Invest Dermatol. 138:2032

IgG from BP patients into humanized NC16A neonatal mice J Autoimmun. 31:331
Immunization 4× immunization with mouse COL17, female SJL/J mice J Immunol. 187:1176
Lymphocyte transfer Donor: Immunization of wild-type mice by transplanta-

tion of skin from mCOL17ko/hCOL17tg mice. Recipient: 
hCOL17tg

J Immunol. 184:2166

EBA Antibody transfer Rabbit anti-mouse Col7 IgG into adult mice J Clin Invest. 115:870; J Cell Mol Med. 
18:1727

Rabbit anti-human Col7 IgG into adult mice J Invest Dermatol. 124:958
Human anti-human Col7 IgG into adult mice J Invest Dermatol. 126:1323
Human anti-human Col7 IgG into adult mice Am J Pathol. 170:2009
Rabbit anti-human Col7 IgG into COL7-humanized mice J Invest Dermatol. 135:1565
Affinity-purified rabbit anti-mouse COL7 into adult mice Sci Rep. 10:4509

Immunization 4× immunization with murine COL7mCOL7C, SJL/J mice J Immunol. 177:3461
4× immunization with different epitopes within murine 

COL7, SJL/J mice
J Cell Mol Med. 18:1727

1× immunization with murine COL7mCOL7C, SJL/J mice J Invest Dermatol. 131:167
1× immunization with murine COLvWFA2, SJL/J and B6.SJL-

H2s mice
J Immunol. 191:2978

MMP Antibody transfer Rabbit anti-human laminin-332 IgG into neonatal mice J Clin Invest. 98:1509
Rabbit anti-human laminin-332 Fab into neonatal mice Clin Immunol. 95:26
MMP patient IgG injected into skin grafts on SCID mice J Invest Dermatol. 114:178
Rabbit anti-mouse LAM α3 IgG into adult mice J Invest Dermatol. 137:1709

DH Immunization Immunization of HLA-DQ8 transgenic NOD mice with 
gluten, followed by repetitive gluten feeding

J Clin Invest. 114:1090

BP, Bullous pemphigoid; Col17, type XVII collagen; DH, dermatitis herpetiformis; EBA, epidermolysis bullosa acquisita; IgG, immu noglobulin G; LAM α3, α3 chain of laminin 332; 
MMP, mucous membrane pemphigoid; PD, pemphigoid diseases. References are indicated by Journal. Volume: first page.
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In addition to experimental pemphigoid in mice, in vitro 
model systems mirror several aspects of pemphigoid disease 
pathogenesis. Among disease-specific in vitro model systems 
are: (1) immune complex-induced neutrophil activation, (2) ex 
vivo dermal–epidermal separation in cryosections of skin incu-
bated with pemphigoid autoantibodies and neutrophils, and (3) 
the indirect complement fixation assay.54,55

phosphamide,57 although cyclophosphamide is less commonly 
used due to its toxicity. These regimens led to complete remissions 
in 15% to 20% of patients.4 Since 2002, an increasing number of 
patients with severe and refractory pemphigus have been treated 
off-label with rituximab, a monoclonal antibody against the CD20 
antigen on B lymphocytes that depletes CD20-positive B cells from 
the circulation for 6 to 12 months (Chapters 7 and 85). In a recent 
randomized controlled trial with newly diagnosed pemphigus vul-
garis and pemphigus foliaceus patients, a clear superiority of ritux-
imab over a standard corticosteroid regimen was demonstrated.58 
Subsequently, rituximab was approved by the Food and Drug 
Administra tion (FDA) (in 2018) and the European Medicines 
Agency (EMA) (in 2019) for the treatment of moderate to severe 
pemphigus vulgaris, and is recommended as first-line therapy for 
this group of patients.57,59 In refractory patients, immunoadsorp-
tion, high-dose intravenous immunoglobulins, or intravenous cor-
ticosteroid pulses are recommended.57,59

Paraneoplastic Pemphigus
This pemphigus disease is most likely triggered by the underly-
ing neoplasm. Consequently, oncological therapy is paramount. 
Systemic corticosteroids, rituximab, immunoadsorption, and 
high-dose intravenous immunoglobulins have been success-
fully used as treatment for the AIBD.4

KEY CONCEPTS

• Loss of tolerance to pemphigoid disease antigens is a complex in-
terplay of (meta)genetics with environmental factors (drugs), and re-
quires cells of the adaptive and innate immune system.

• FcRn maintains the long half-life of pathogenic pemphigoid disease-
specific autoantibodies of the IgG subclass. Pemphigoid disease auto-
antibodies promote tissue pathology primarily through inflammation-
dependent pathways, although inflammation-independent pathways
can also play a role.

Dermatitis Herpetiformis
Dermatitis herpetiformis is regarded as the cutaneous manifesta-
tion of celiac disease (Chapter 75). In basically all patients with 
dermatitis herpetiformis, some degree of gluten-sensitive enter-
opathy can be found in small bowel biopsies. In genetically sus-
ceptible individuals (i.e., individuals with the MHC class II DQ2 
or DQ8 variants, which are shared by patients with dermatitis her-
petiformis and celiac disease), exposure to gluten initiates an auto-
immune response against gliadin. Gliadin is the alcohol-soluble  
fraction of gluten, a family of grain proteins present in wheat, rye, 
and barley, but not oats. Once gliadin is absorbed via the lamina 
propria, glutamine residues within gliadin are deaminated by tis-
sue transglutaminase (TG2), a process that may lead to optimal 
antigen presentation to T cells by HLA-DQ2-positive antigen-
presenting cells. Subsequently, IgA antibodies against gliadin, 
deaminated gliadin, gliadin crosslinked to TG2, and TG2 are gen-
erated. TG2-specific IgA antibodies are the serological hallmarks 
of celiac disease, while IgA reactivity against epidermal transglu-
taminase (TG3), characteristic for dermatitis herpetiformis, may 
develop during the continued exposure to gliadin via epitope 
spreading later in the disease course. Deposition of anti-TG3 IgA 
in the dermal papillae attracts neutrophils and their release of 
ROS and enzymes disrupts the DEJ.28,56

THERAPEUTIC PRINCIPLES

• Rituximab, or its biosimilar, is recommended as first-line therapy for mod-
erate and severe pemphigus vulgaris and foliaceus. After repeated infu-
sions, complete remission off therapy occurs in about 90% of patients.

• Multiple rituximab infusions are required in about a quarter of patients.
• Treated patients may develop severe adverse events including hypo-

gammaglobulinemia, pneumonia, septicemia, and/or reactivation of
chronic infections (e.g., herpes simplex, herpes zoster, viral hepati-
tis, or HIV). When rituximab is not available, the combination of long-
term high-dose corticosteroids with potentially corticosteroid-sparing
agents such as azathioprine or mycophenoles is recommended.

TREATMENT

Pemphigus
Pemphigus Vulgaris und Pemphigus Foliaceus
Since the 1950s, oral corticosteroids have been the therapeutic 
backbone of pemphigus. The initial dosage is usually 0.5 to 1.0 mg/
kg/day predniso(lo)ne in patients with moderate pemphigus (pem-
phigus disease area index >15 and ≤45), and 1.0 to 1.5 mg/kg/day 
in patients with severe pemphigus (pemphigus disease area index 
>45). In addition, potentially corticosteroid-sparing agents are 
applied. This can include azathioprine, mycophenoles, and cyclo-

Pemphigoid Diseases
Bullous Pemphigoid
Systemic (usually prednis[ol]one, 0.5 mg/kg/day) or super-
potent topical corticosteroids are the basis of BP treatment.60–62 
If applied as recommended, over 90% of the patients go into 
remission within 4 weeks.60 If remission has been achieved, cor-
ticosteroids are tapered over several months to prevent relapse. 
Despite this, relapse occurs in 30% to 50% of the patients while 
tapering or after stopping corticosteroid treatment. The use of 
potentially corticosteroid-sparing adjuvant agents is still mainly 
based on few randomized controlled trials or case series and 
includes, with regional preferences, dapsone, doxycycline, aza-
thioprine, mycophenoles, and methotrexate. In refractory or 
severe BP, anti-CD20, intravenous immunoglobulin (IVIG) 
infusions, and immunoadsorption have been applied success-
fully.61–63 Based on a recent prospective and controlled clinical 
trial, doxycycline is an alternative to first-line corticosteroid 
treatment. Compared to corticosteroids, doxycycline treatment 
has fewer adverse events but is also less effective.64

Pemphigoid Gestationis
Since pemphigoid gestationis is self-limiting in nearly all 
patients, the treatment aims to relieve the symptoms and is usu-

Pathophysiology of Pemphigoid Diseases

Pemphigus

KEY CONCEPTS

• Dermatitis herpetiformis has a strong genetic disposition. While in
most patients both anti-TG2 and TG3 reactivity develops, TG3 is the
autoantigen of dermatitis herpetiformis.

Pathophysiology of Dermatitis Herpetiformis
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ally based on oral (predniso[lo]ne, 0.25 to 0.5 mg/kg/day) and/
or lesional topical corticosteroids. Since pemphigoid gestationis 
has been associated with prematurity and fetal growth restric-
tion, a close cooperation with gynecologists is recommended.29

Anti-p200 Pemphigoid
In anti-p200 pemphigoid, similar therapeutics as in BP are 
applied. Usually, anti-p200 pemphigoid responds better than BP 
and prednis(ol)one (0.5 mg/kg/day) with or without dapsone, 
doxycycline or azathioprine are given. However, no data from 
randomized controlled trials are available.22

Mucous Membrane Pemphigoid
Treatment of MMP depends on affected mucosal sites as well 
as disease severity. The guideline of the European Academy 
of Dermatology and Venereology recommends treating mild 
MMP (e.g., limited to oral and nasal mucosa) with dapsone 
or tetracycline with or without topical corticosteroids, and in 
case of ineffectiveness, with oral corticosteroids combined with 
mycophenoles. In severe MMP (e.g., extended oral lesions, 
severe genital lesions, laryngeal, tracheal, or esophageal involve-
ment), cyclophosphamide with or without oral corticosteroids 
is recommended as first-line approach followed by rituximab 
and high-dose IVIG.65 In MMP with ocular involvement, a step-
ladder approach including topical agents and various immuno-
modulants and immunosuppressants is recommended.65

Epidermolysis Bullosa Acquisita
Like severe MMP or its ocular involvement, epidermolysis  
bullosa acquisita is notoriously difficult to treat. In a retrospective  
case series, on average 9 months were required to induce remis-
sion despite generalized immunosuppressive therapy. Basi-
cally, similar treatments to those used in BP and pemphigus are 
employed, with systemic corticosteroids being the therapeutic 
backbones. In addition, colchicine may be used in mild cases. A 
recent meta-analysis of treatment outcomes in over 1000 patients 
showed that rituximab or high-dose IVIG were significantly more 
often associated with remission than other treatments.66

THERAPEUTIC PRINCIPLES

• Corticosteroids remain the backbone of pemphigoid disease
treatment.

• The corticosteroid-sparing effect of the currently applied adjuvant
immunomodulants and immunosuppressants has not been clearly
established.

• Prevention of relapse after stopping corticosteroid treatment is chal-
lenging in bullous pemphigoid.

• Safer treatments of bullous pemphigoid are required. More effective
treatments for mucous membrane pemphigoid and epidermolysis
bullosa acquisita are needed.

ON THE HORIZON
In pemphigus, randomized controlled trials with inhibitors of neonatal 
FcR (FcRn), Bruton tyrosinkinase (BTK), and B-cell activating factor (BAFF 
or BLYS) are currently active. Phase Ib studies with DSG3-containing 
nanoparticles and DSG3-specific chimeric autoantigen receptor T cells 
are being conducted.4,67 Study of pemphigoid disease model systems 
has led to the emergence of several novel therapeutic targets, including 
cytokines (e.g., TNF, GM-CSF, IL-17), signal transduction molecules (e.g., 
SYN, PDE4, PI3K), and several distinct targets linked to the comple-
ment system. New drugs for already well-known targets in pemphigoid 
disease (e.g., complement system) are being developed for the use in 
pemphigoid disease (Fig. 63.18). Ongoing clinical trials for BP are evalu-
ating the efficacy and safety of ixekizumab (anti-IL-17, phase II), NPB-1 
and efgartigimod (anti-FcRn, phase III), AC-203 (inflammasome inhibitor, 
phase II), bertilimumab (anti-eotaxin, phase II), benralizumb (anti-IL-5R, 
phase III), nomacopan (anti-C5a/ LTB4, phase III), and rituximab (anti-
CD20, phase III). 
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FIG. 63.18 Therapeutic Approaches in Experimental Pem-
phigoid Disease. Clinical responses to antiinflammatory agents 
applied in immunization-induced epidermolysis bullosa acquis-
ita. In all experiments, epidermolysis bullosa acquisita was 
induced by immunization and treatments were started when 
the mice had 2% or more of their body surface area affected 
by skin lesions. Treatment periods vary from 2 to 6 weeks. In 
some experiments, SJL/J mice were used, while in others, B6.s 
mice were included. Remission is defined as the proportion of 
mice that had a lower affected body surface area at the end of 
the treatment period compared to the affected area at random-
ization. Improvement is defined as clinical disease severity of 
treated mice in relation to solvent-treated animals. If more than 
one dose of the drug was used, the most effective concentra-
tion is shown. aFcRn, anti-FcRn antibody; aGM-CSF, anti-GM-
CSF antibody; aTNF, eternacept; DF2156A, allosteric CXCR1/2 
inhibitor; DMF, dimethyl fumarate; EndoS, endoglycosidase 
derived from Streptococcus pyogenes; IVIG (high), intravenous 
IgG administered every 3rd day; IVIG (low), administered once 
per week; MP*, MP from an independent experiment; MP, 
methylprednisolone; PDE4i, PDE4 inhibitor roflumilast; PI3Ki, 
phosphatidylinositol-3-kinase δ inhibitor LAS191954; SM101, 
recombinant soluble non-glycosylated version of the FcγRIIb. 
(Copyright [image and text]: Ralf Ludwig, used with permission.)

Dermatitis Herpetiformis
Treatment consists of a gluten-free diet and dapsone. Dapsone 
resolves the usually considerable pruritus within 2 to 3 days, an 
effect so impressive that it has been employed for the diagnosis of 
the disease (ex juvantibus) before immunopathological tests were 
available. Dapsone, however, does not affect the intestinal pathol-
ogy. Thus, initial therapy is recommended with a gluten-free diet in 
combination with dapsone, and tapering of dapsone after several 
months of strict gluten-free diet according to clinical symptoms.28

Pemphigoid Diseases
THERAPEUTIC PRINCIPLES

A gluten-free diet, initially combined with dapsone, will lead to complete 
remission of dermatitis herpetiformis. 

Dermatitis Herpetiformis
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KEY CONCEPTS
• Psoriasis is a common chronic-relapsing immune-mediated skin dis-

ease affecting approximately 2% of the general population.
• A complex set of gene variants, rather than a single gene, predispose

the patient to an aberrant response to environmental factors.
• There is infiltration of effector immune cells into both the epidermis

and dermis, which promotes hyperproliferation of the epidermis, pre-
mature maturation of keratinocytes, and incomplete cornification.

• The epidermis is thickened, with elongated rete ridges forming protru-
sions into the dermis.

• Primary effector cells are dermal dendritic cells (DCs), in particular
plasmacytoid DCs (pDCs), whose activation can depend on DNA-LL37 
or RNA-LL37 complexes released by injured keratinocytes. This leads
to a massive production of interferon (IFN)-α.

• pDC-released IFN-α or RNA-LL37 complexes released by kerati-
nocytes activate myeloid DCs (mDCs), which in turn induces type
1 and type 17  T-cell responses.

• A T helper 22 (Th22) response is also pathogenetically induced.
• Pathologic cytokines include T cell–derived lymphokines, such as

IFN-γ, tumor necrosis factor (TNF)-α, interleukin (IL)-17, IL-22, and anti-
gen-presenting cell–derived cytokines, such as IL-12 and IL-23.

• T lymphocytes and DC establish the inflammatory cytokine milieu in-
fluencing keratinocyte proliferation and immune responses.

• Intrinsic alterations of keratinocytes in the activation of signal
transduction pathways (i.e., STAT3, RAS) further amplify psoriatic
processes.

CLINICAL AND HISTOLOGIC FEATURES OF 
PSORIASIS
Psoriasis is a common chronic, relapsing immune-mediated 
disease that involves the skin and small joints of genetically pre-
disposed individuals. It affects approximately 2% of the general 
population, with more than half of patients presenting in the 
first three decades of life.

There is a wide spectrum of cutaneous manifestations. The 
clinical spectrum of psoriasis includes plaque, guttate, small 
plaque, inverse, erythrodermic, and pustular variants.1 The 
most common and well-recognized morphologic presentation 
of psoriasis is the plaque type, which can vary from pinpoint to 
large lesions (Fig. 64.1).

The disease is characterized by the formation of demarked 
erythematous plaques with large scaling. The scales are a result 
of a hyperproliferative epidermis with premature maturation 
of keratinocytes and incomplete cornification. There is reten-
tion of nuclei in the stratum corneum (parakeratosis). The  
mitotic rate of the basal keratinocytes is increased when com-
pared with normal skin. This leads to a thickening of the epidermis  
(acanthosis), which is marked by elongated rete ridges that form 

fingerlike protrusions into the dermis. The granular layer of the 
epidermis (the starting site of terminal keratinocyte differentia-
tion) is strongly reduced or missing. The epidermis is infiltrated 
by neutrophils and activated CD8 T lymphocytes. Within the 
dermis, there is an inflammatory infiltrate composed mainly of 
CD3+ T cells, dendritic cells (DCs), macrophages, mast cells, 
and neutrophils. Elongated and dilated blood vessels in the der-
mal papillae represent a further histologic hallmark of psoriatic 
skin lesions (Fig. 64.2).1

IMMUNE-RELATED GENETIC FACTORS 
PREDISPOSING TO PSORIASIS
The genetic basis of psoriasis has long been recognized, because 
family members of patients with psoriasis are at greater risk 
of developing the disease. The concordance rate of psoriasis is  
approximately 70% in monozygotic twins and 20% in dizygotic 
twins, depending on the study and population.2 The mode of 
inheritance is complex. It is thought that rather than a single 
disease gene there is a complex set of gene variants that lead 
to an aberrant response to environmental factors. Several allelic 
variants or single nucleotide polymorphisms (SNPs) have been 
identified. Classic genome-wide association studies (GWAS) 
have pointed to additional susceptibility loci and polymor-
phisms. At least 34 chromosomal loci have been identified. 
These have been labeled as psoriasis susceptibility loci 1 through 
34 (PSORS1 through PSORS34).3

The genes identified by GWAS can be grouped into four 
signal transduction and gene regulation pathways involved in 
epidermal differentiation, in inflammation, and in innate and 
adaptive immunity (Fig. 64.3).3 First, skin barrier function 
pathways have been strongly associated with psoriasis. Sev-
eral studies have identified the late cornified envelope (LCE) 
gene cluster, which is highly expressed in psoriatic skin, and 
corneodesmosin (CDSN) and coiled-coil, x-helical rod protein  
1 (CCHCR1), which are highly polymorphic genes that map 
to the PSORS1 locus. Candidate gene studies have also im-
plicated the β-defensin gene cluster (DEFB) on chromosome 
8 and interferon (IFN) induced with helicase C domain 1 
(IFIH1), which are both involved in the protection against 
microbial agents. The second pathway involved candidate 
genes found within nuclear factor κB (NF-κB) genes and 
their related pathways, as well as in a genetic region involved 
in inflammatory responses and in the modulation of Th im-
mune responses. Association studies point to tumor necrosis 
factor (TNF)–induced protein 3 (TNFAIP3) and TNFAIP3- 
interacting protein 1 (TNIP1), which regulate the activity of 
NF-κB and can induce keratinocyte hyperproliferation. In  



825CHAPTER 64 Immunology of Psoriasis

Caucasian populations, association studies have pointed to TNF 
receptor–associated factor 3–interacting protein 2 (TRAF3IP2), 
a gene that encodes a protein that interacts with the NF-κB/REL 
subunit.3 The third and potentially largest pathway, in terms of 
numbers of genetic loci implicated in psoriasis, influences T-
cell signaling. Gene loci include SOCS1 (suppressor of cytokine 
signaling1), STAT3/5 A/5B (signal transducer and activator of 
transcription3/5 A/5B), interleukin (IL)-12B, IL-23A, and IL-
23R. The latter gene is involved in the regulation of Th17 and 
Th1 responses. Specific haplotypes of CTLA4 (cytotoxic T-lym-
phocyte antigen), which encodes a protein that downregulates 
activation of T lymphocytes, have been associated.3 The fourth 
pathway is linked to antigen presentation, and involves human 
leukocyte antigen (HLA)-C and ERAP1.3

As is the case in many immune-mediated diseases, the major 
genetic determinant of psoriasis, which contains the majority of 
allelic variants is located within the HLA complex on chromo-
some 6p21 (see Chapter 5). In the case of psoriasis, this is identi-
fied as the PSORS1 locus. This locus spans the class I region of 
the major histocompatibility complex (MHC) and encompasses 
nine genes, including HLA-C, CDSN, CCHCR1, and TNFA, 
that are highly polymorphic. Among these, the HLA-Cw6 
allele is the susceptibility genetic factor most highly associated 
with psoriasis, even though more than 100 HLA-C variants 
have been described. High-density polymorphism analysis has 
identified several SNPs within the minimal promoter region 

of HLA-C, which affect HLA-C expression. Among HLA-C 
haplotypes, HLA-Cw6 is associated with early-onset (type I), 
compared with late-onset (type II) psoriasis.4 In addition to 
HLA-Cw6, significant associations with HLA-B13, HLA-B17, 
HLA-B37, HLA-B57, HLA-Cw7, and class II molecules HLA-
DR4 and HLA-DR7 in psoriasis have been identified. Exciting 
evidence has emerged for an interaction between HLA-C and 
ERAP1 (involved in trimming peptides to enable effective load-
ing and processing onto MHC class I) in psoriasis.

Despite the strong genetic evidence and the obvious immu-
nologic function of HLA-C to regulate both innate and adaptive 
responses, functional studies addressing the precise mechanism 
by which HLA-Cw6 alleles predispose to psoriasis are still miss-
ing. HLA-C interacts with natural killer (NK) cell KIR recep-
tors, and thus it is possible that susceptibility to psoriasis reflects 
differences in both antigen presentation and NK cell regulation.4

EFFECTOR CELLS AND IMMUNE MECHANISMS 
OPERATING IN PSORIASIS
The primary pathogenic mechanism involved in the onset of 
psoriasis in predisposed individuals appears to follow their  
exposure to certain trigger factors (Fig. 64.4). These range from 
nonspecific stimuli, such as skin trauma (termed the Koebner 
effect), to more specific triggers, such as pathogens (i.e., strep-
tococci) or drugs (i.e., lithium, IFN-α). All of these factors  

FIG. 64.1 Clinical Features of Plaque Psoriasis. Scaly, erythematous, sharply demarcated plaques in different sizes and shapes are 
hallmarks of psoriasis.
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FIG. 64.2 Histologic Components of a  
Mature Psoriatic Plaque. Psoriatic skin lesions 
are characterized by a hyperproliferative epi-
dermis showing an increased mitotic rate 
of the basal keratinocytes (A, Ki67 immuno-
staining). As a consequence, the epidermis 
thickens, with elongated rete ridges that form  
typical fingerlike protrusions into the dermis. 
The epidermis becomes infiltrated by acti-
vated CD8 T lymphocytes and neutrophils  
(B and C, immunostaining for CD8 and CD15, 
respectively). Within the dermis, an inflamma-
tory infiltrate mainly composed of CD3+ T cells 
(D), CD11c+ dendritic cells (E), BDCA-2+ plas-
macytoid dendritic cells (F), c-kit+ mast cells 
(G), and neutrophils (C) is observed. Elongat-
ed and dilated ICAM-1+ (H) blood vessels in 
the dermis represent another histologic hall-
mark of psoriatic skin.

B
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CD123+, BDCA-2+, BDCA-4+, CD62L+, cutaneous lymphocyte- 
associated antigen [CLA]+, and CD11c−). They are considered 
key effector cells in antiviral defense due of their ability to  
produce large amounts of type I IFN.11 Upon viral stimulation, 
pDCs differentiate into a unique type of mature DC and in-
duce an IFN-α–dependent activation of bystander mDCs with  
the ability to induce Th1-responses (Chapter 11 ), thus provid-
ing a necessary link between innate and adaptive immunity (see 
Chapter 3).11

Several studises have demonstrated that pDCs infiltrate pso-
riatic skin and that pDC-derived IFN-α initiates the expansion 
of autoimmune T cells, leading eventually to the skin lesions 
of psoriasis.5,7,12,13 Blocking of type I IFN signaling with neu-
tralizing antibodies to IFN-α/β receptors (IFN-AR1 and 2) or 
BDCA-2 inhibits the activation and expansion of pathogenic T 
cells, as well as the development of a psoriatic phenotype. The 
mechanisms responsible for the IFN-α-induced expansion of 
T cells in psoriasis depend on the capability of IFN-α to favor 
cross-presentation of sequestered tissue-specific autoantigens 
by mDCs, and to enhance the survival of autoreactive Th1-cell 
bias through the induction of T-bet and IL-12Rβ2 expression.13 
The pathogenic role of IFN-α is also suggested by the obser-
vations that its signaling signature (i.e., type I IFN, IFNAR1,  
IFNAR2, STAT1, IRF1, and IRF7) is present in resident skin 
cells of psoriatic plaques12,14 and that psoriasis is exacerbated in  
patients treated with recombinant IFN-α for unrelated condi-
tions (i.e., viral infections or tumors), or with imiquimod, a Toll-
like receptor (TLR) agonist that induces production of IFN-α.

The molecular mechanisms leading pDCs to produce type I 
IFN involve the activation of TLR7 and TLR9 (see Chapter 3),  
intracellular receptors that recognize viral/microbial nucleic ac-
ids within endosomal compartments. In psoriatic skin, pDCs 
can be activated to produce massive amounts of type I IFN in  
response to extracellular self-DNA coupled to the endogenous 
antimicrobial peptide LL37, which is known to be overexpressed 
in psoriatic skin.15 LL37 breaks innate tolerance to self-DNA by 

generate a pathogenic cascade that culminates in the expansion 
of lesional and/or circulating T cells in the psoriatic skin.5,6

In the past, much effort has been devoted to understanding 
the link between the trigger stimuli and the pathogenic T-cell 
cascade that leads to psoriasis. A number of studies have dem-
onstrated that type-1 IFN represents this link.5,7 The prototypi-
cal type I IFN, IFN-α, is abundantly produced by plasmacy-
toid dendritic cells (pDCs) during the acute phase of psoriasis  
(Fig. 64.5, A). In turn, IFN-α indirectly stimulates keratinocyte 
immune activation and maturation of myeloid DCs (mDCs), 
with the consequent beginning of an adaptive immune response 
phase. This results in the establishment of an IL-23/IL-17 and 
IL-12/IFN-γ inflammatory environment in psoriatic skin, with 
DC-derived IL-23 and IL-12 promoting Th17 and Th1 cell effec-
tor functions, respectively.6,8,9

Innate lymphoid cells (ILCs) and innate-like γδ T cells are also 
critical contributors to plaque development. They release con-
siderable levels of type 17 cytokines.10 Mast cells and neutrophils 
represent additional, innate sources of IL-17 in psoriatic skin.5

The leukocyte infiltrate present in active psoriatic skin  
establishes a cytokine milieu that dictates specific and pathogenic 
gene signatures in resident skin cells (see Fig. 64.5, B). Cytokine-
activated keratinocytes overexpress a number of inflammatory 
mediators that aberrantly amplify and sustain the psoriasiform 
tissue reactions (Fig. 64.5, C). Intrinsic defects and/or alterations 
of keratinocytes in their immune response to proinflammatory  
cytokines are fundamental to the induction of psoriatic processes,  
as demonstrated in genetically manipulated mouse systems.

Plasmacytoid Dendritic Cells as Inducers of Primary 
Immune Responses in Psoriasis
pDCs (see Chapter 6) are characterized by a plasma cell mor-
phology and a distinctive surface phenotype (CD4+, CD45RA+, 
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Inflammatory moleular cascades
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IMMUNE RESPONSES ENVIRONMENT

PSORIASIS
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FIG. 64.4 Extrinsic and Intrinsic Factors That Can Contrib-
ute to the Development of Psoriasis. The disease occurs in  
genetically predisposed individuals that carry one or more allelic 
variants of psoriasis susceptibility genes (i.e., genes involved 
in skin barrier function, inflammatory and T-cell signaling, and  
determining specific human leukocyte antigen [HLA] haplotypes). 
Dysregulated innate and adaptive immune responses can follow 
exposure to certain environmental triggers.

Psoriasis
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Antigen  presentationT-cell signaling
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FIG. 64.3 The Psoriasis Genetic Pathway Identified by  
Genome-Wide Association Studies. A schematic representa-
tion of genetic variants within psoriasis-related risk loci that are 
highly represented in the psoriatic population (allele frequency 
≥0.3). They can be grouped into broad immunologic intersect-
ed processes, including those involved in skin barrier function,  
inflammatory pathways (NF-κB pathway) and immune respons-
es (T-cell signaling and antigen presentation). Arrows signify 
the cross-talk between the immune pathways shown. CDSN, 
Corneodesmosin; DEFB, β-defensin gene cluster; HLA, human 
leukocyte antigen; LCE, late cornified envelope; NF-κB, nuclear 
factor kappa B.
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FIG. 64.5 Scheme of Pathogenic Mechanisms Operating in Psoriasis. The psoriatic lesion starts to evolve after keratinocytes are 
injured (e.g., by physical trauma or bacterial products). Thereafter, a cascade of events, including the formation of complexes formed by 
keratinocyte-derived DNA and the cathelicidin LL37, leads to the activation of plasmacytoid dendritic cells (pDCs) that routinely patrol pso-
riatic skin (A). In the early phase of disease development, other pDCs are recruited by the chemokine chemerin, which is derived primarily 
from dermal fibroblasts and, to less extent, mast cells and endothelial cells. These pDCs are induced to release high amounts of inter-
feron (IFN)-α. IFN-α locally activates keratinocytes and participates in the activation processes affecting mDCs. Subsequently, DCs mi-
grate into draining lymph nodes and induce the differentiation of naïve T cells into effector cells, such as type 17  T-helper (Th17) or type 17  
 T- cytotoxic (Th17) (Tc) cells and type 1 Th1 or Tc1 cells. These effector T cells recirculate into psoriatic skin, proliferate, and produce massive 
amounts of proinflammatory cytokines, such as IFN-γ and tumor necrosis factor (TNF). Effector cells also include innate immunity cells, 
such as innate lymphoid cells (ILC) and γδ T cells, which routinely patrol the skin (B). TNF is abundantly released by dermal DCs, mainly 
represented by inflammatory DCs. Skin Langerhans DCs also reinforce immunity in psoriasis by interacting with and potentiating the  
activity of both neutrophils (PMN) and NK cells, as well as inducing Th1 and Th17 responses. IFN-γ, TNF, and interleukin (IL)-17 are respon-
sible for the activation of resident skin cells, in particular keratinocytes, which respond to cytokines with a stereotypical set of genomic 
responses leading to synthesis of inflammatory mediators (C). Keratinocytes are also targets of T cell–derived IL-22 that, together with 
IL-17, induces proliferation and de-differentiation of psoriatic keratinocytes in a signal transducer and activator of transcription 3 (STAT3)-
dependent manner. Keratinocyte-derived chemokines, cytokines, and membrane molecules have a major role in maintaining the recruit-
ment of leukocytes into inflammatory sites. Because of their intrinsic defects, psoriatic keratinocytes aberrantly respond to cytokines and 
show altered intracellular signaling pathways, including STAT3 and RAS cascade (C). The uncontrolled hyperproliferation and differentia-
tion observed in psoriatic skin could also derive from dysregulated production of tissue growth factors and regulators, such as transform-
ing growth factor (TGF)-α, keratinocyte growth factor (KGF), amphiregulin, granulocyte macrophage–colony-stimulating factor (GM-CSF), 
fibroblast growth factor-10 (FGF-10), IL-19, IL-20, and IL-36 produced by keratinocytes and fibroblasts. Psoriatic keratinocytes produce 
and capture from melanocytes autoantigens (i,e., nucleic acid/LL37 complexes, ADAMTSL5, PLA2G4A) capable of inducing clonal T-cell 
responses. Finally, the inflammatory cytokine milieu also influences the immune functions of fibroblasts and endothelium, with the latter 
being critical for leukocyte trafficking and extravasation.



829CHAPTER 64 Immunology of Psoriasis

forming aggregated and condensed structures that can trigger 
a robust IFN-α induction via TLR9, as well as form complexes 
with RNA and activate pDCs through TLR7. In parallel, LL37/
RNA can alert mDCs through their TLR8, driving T-cell activa-
tion and production of cytokines found in psoriasis. This find-
ing suggests a fundamental role for LL37 in alerting resident 
skin pDCs of tissue damage associated with cell death and the 
release of self-DNA.15

pDCs are typically absent in unperturbed skin and  
peripheral tissues under homeostatic conditions. However, 
they can be detected in prepsoriatic skin during the acute phase 
of the disease.13 At this stage, BDCA-2+ pDCs infiltration cor-
relates with the transient high IFN-α local expression and with 
massive presence of innate immunity cells (i.e., neutrophils, 
mast cells, macrophages) in the skin. On the contrary, pDCs 
are almost absent in long-lasting and chronicized lesions.12,13 
Importantly, pDC recruitment in psoriatic skin is strictly  
associated with the expression of the chemokine (see  
Chapter 15) chemerin, which is temporally produced by der-
mal fibroblasts and active during psoriatic plaque develop-
ment. pDC migration toward fibroblast-derived chemerin is 
completely dependent on the expression of ChemR23 receptor 
on pDC. Compared with other chemokines potentially active 
on pDC (CXCL10 and CXCL12), chemerin is the main, if not 
the only, protein responsible for the pDC chemotactic activity 
released by fibroblasts in psoriatic skin.12

Dendritic Cell Driving of T-Cell Responses in 
Psoriatic Skin
Although pDCs are responsible for triggering psoriasis, mDCs 
are the main amplifiers of local inflammation. Dermal mDCs 
are dramatically increased in psoriasis. Targeted immunotherapy  
reduces their quantity, supporting the concept that mDCs have a 
key pathogenetic role in psoriasis.13,16 Dermal mDCs are found at 
the dermal–epidermal junction, as well as throughout the whole 
dermis. mDCs are able to capture extracellular antigens for pre-
sentation to T cells and also intracellular antigens from adjacent 
cell types via cross-presentation (see Chapter 6). mDCs within 
psoriatic lesions are intrinsically stronger stimulators of T-cell 
proliferation compared with DCs derived from peripheral blood 
or from the skin of healthy patients. mDCs uniformly express 
CD11c, and they can be further subdivided on the basis of expres-
sion of CD1c (BDCA-1). Steady-state skin has a predominance 
of CD11c+ CD1c+ resident DCs, whereas CD11c+ CD1c− mDCs 
predominate in psoriatic inflammation.13,16

A small fraction of CD11c+ CD1c+ DC bears “maturation” 
markers, such as DC-LAMP, CD83, and endocytic receptor 
DEC-205/CD205, suggesting that they could function as con-
ventional DCs and present antigens to T cells to trigger acquired 
immune responses.13,16 These rare, phenotypically mature cells, 
often aggregating in dermal clusters, could be required for rapid 
antigen presentation to local T cells or for ongoing “micro-”  
immune responses.

During psoriasis development, dermal CD11c+ DC mature 
and acquire a CD1c− HLA-DR+ CD45+ CD14− DC-specific 
ICAM-3–grabbing nonintegrin (DC-SIGN)+ phenotype.13 
These inflammatory mDCs are CCR7+ and respond to the che-
mokine CCL19, suggesting that they may migrate to draining 
lymph nodes for antigen presentation.

CD11c+ CD1c− inflammatory DC express very high levels of 
the enzyme inducible nitric oxide synthase (iNOS) and TNF-α. 
These DC can be considered the human equivalent of TIP-DC 

(TNF-α and iNOS-producing DC), which have been shown in 
mice to have effector functions in clearing some bacterial infec-
tions.13

TNF-α in turn targets resident skin cells, including kerati-
nocytes and endothelial cells. TNF-α induces expression of 
ICAM-1 on keratinocytes, facilitating the adhesion of circulat-
ing leukocytes. Moreover, TNF-α can stimulate keratinocytes 
and dermal fibroblasts to produce the potent neutrophil che-
moattractant CXCL8, as well as the proinflammatory cytokines 
IL-6 and IL-1, which help to generate and maintain Th17 cells 
(see Chapters 11 and 14).14

Inflammatory DCs also produce other cytokines (e.g., IL-23 
and IL-12), which are strictly linked to psoriasis. IL-12 mainly 
induces IFN-γ production and Th1/Tc1 polarization, whereas 
IL-23 also stimulates IL-17 and IL-22 release by type 17 and 
type 22  T cells.6,8,9 Evidence for a role of both TNF and IL-23 in 
psoriasis includes the therapeutic success of the TNF-α blockers 
and, more relevantly, the monoclonal antibodies against p40 or 
p19 subunits of IL-23.6,8

Another population of inflammatory mDCs, defined by 
the selective expression of the 6-sulfo LacNAc residue on the  
P-selectin glycoprotein ligand 1 membrane molecule, has 
been identified in psoriatic skin.17 6-Sulfo LacNAc+ DCs (slan-
DCs) have a well-defined phenotype (CD1c−, CD11c+, CD16+, 
CD14−) that clearly distinguishes them from classic CD1c+ 
blood DC (CD1c+, CD11c+) or pDC (BDCA-2, BDCA-4). Slan-
DCs produce more TNF-α, IL-23, IL-12, IL-1β, and IL-6 and 
can thus induce Th1/Th17 cells. SlanDCs also reinforce innate 
immunity in psoriasis by interacting with and potentiating the 
activity of neutrophils (Chapter 39) and NK cells (Chapter 12).17

The function of another DC subset, the Langerhans cell 
(Chapter 23), is still controversial. Langerhans cells are found 
only in the epidermal compartment, where they are similar in 
number and phenotype in lesional and nonlesional skin. How-
ever, they fail to migrate in response to proinflammatory stimuli 
(see Chapter 24). Recent studies have shown that Langerhans 
cells can produce IL-23 as inflammatory DC and are located in 
the close proximity to pathogenic skin T cells. Interestingly, Lang-
erhans cells from patients who achieved almost complete remis-
sion after anti-TNF-α treatment can release higher levels of IL-23 
when compared with healthy volunteers. This observation sup-
ports the view that Langerhans cells may be associated with the  
recurrence of psoriasis.16

Activation of T Lymphocytes and Establishment of the 
Cytokine Milieu Influencing Keratinocyte Proliferation 
and Immune Functions
Psoriasis lesional skin contains many inflammatory CD3+ 
T cells in both the papillary dermis and the epidermis, deter-
mining the epidermal hyperplasia and inflammation picture 
(Fig. 64.6). Immunophenotyping of these T cells shows that 
they are primarily activated memory T cells that express the 
cutaneous lymphocyte antigen (CLA). They belong to distinct 
subsets of CD4+ and CD8+, Th1/Tc1, Th17/Tc17, and Th22/Tc22 
lymphocyte subsets.

Psoriatic T-cell responses are triggered in response to (auto)
antigens primarily derived from keratinocytes. They are captured 
by DCs located at the dermal–epidermal junction of psoriatic 
skin. To date, three autoantigens have been identified in kera-
tinocytes and found to be involved in the pathogenesis of pso-
riasis.4,14,18 In up to 75% of psoriatic patients, LL37 is recognized  
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as autoantigen by circulating CD4 and CD8 T cells with a cyto-
kine and skin-homing receptor profile typical of psoriatic skin T 
cells (IFN-γhigh, IL-17high, CLA+, CCR6+, and CCR10+).15,18

Phospholipase A2 group IVD has been identified in psori-
atic keratinocytes as an important player in the generation of 
psoriasis autoantigens. The latter include nonprotein neolipids 
that are recognized by CD1a-restricted T cells, thereby induc-
ing the production of IL-22 and IL-17A. These lipid antigens 
can be transferred from keratinocytes to neighboring antigen-
presenting cells through released exosomes.

Disintegrin and metalloprotease domain containing  
thrombospondin type 1 motif-like 5 (ADAMTSL5), a protein 
modulating microfibril functions and identified as autoantigen 
presented by melanocytes in an HLA-C*06:02-restricted fash-
ion, has been also been localized in keratinocytes throughout 
the psoriatic epidermis.4,18

Keratinocytes can also activate pathogenic T cells by present-
ing viral or bacterial products. Human papillomavirus-5 DNA 
and reactive antibodies against virus-related particles have been 
found in psoriasis. Infections by Streptococcus commonly as-
sociate with psoriasis, and Streptococcus-derived superantigens 
can be presented to T lymphocytes by MHC class II–bearing 
keratinocytes. Psoriatic antigens are assumed to be kerati-
nocyte-derived molecules sharing structural homology with  
streptococcal proteins, which could therefore induce autoreac-
tive T-cell responses against skin components.14

Based on the analysis of infiltrating cell types, their secreted 
products, and genetic signatures present in lesional skin, psoriasis 
has been considered for many years as a type 1 (i.e., Th1)-mediated  
reaction, with IFN-γ playing a prominent role. However, other 
cytokines and T-cell subsets are pivotal in inducing inflammatory 
responses in psoriasis. These include Th17 and Th22 cells, which 
produce large amounts of IL-17 and IL-22. These two cytokines, 
together, mediate most of the epidermal hyperplasia by impairing 
keratinocyte differentiation and inducing their premature matu-
ration and aberrant cornification.14,19

IL-17 activates keratinocytes to produce neutrophil and T 
cell–recruiting chemokines (i.e., CXCL1/CXCL2/CXCL8 and 
CCL20, respectively) as well as antimicrobial peptides (i.e., 
LL37 and S100 family members).14,19 Thus IL-17 is a central  
actor in a pathogenic loop linking T cells and keratinocytes.

T cell–derived IFN-γ and TNF-α activate a plethora of  
inflammatory pathways in resident skin cells, in particular  
keratinocytes and endothelial cells.14,19 Each cytokine regulates 
distinct responses with a certain degree of synergism in regu-
lating gene expression induction/inhibition. Most of the effects 
induced by IFN-γ are potentiated by TNF. TNF intracellularly 
activates NF-κB, a transcription factor regulating gene expres-
sion frequently in collaboration with the transcription factor 
STAT1 induced by IFN-γ. TNF induces expression of inter-
cellular adhesion molecule-1 (ICAM-1) on resident skin cells, 
permitting the adhesion and extravasation of circulating leu-
kocytes.14 Moreover, TNF stimulates the production of several 
chemokines active on immune cells, as well as proinflammatory 
cytokines, in particular IL-6 and IL-1, which sustain Th17 ex-
pansion.14 Importantly, TNF, together with IL-17, induces IL-
36γ in psoriasis lesions. This in turn promotes expression of 
antimicrobial peptides and chemokines recruiting neutrophils 
and Th17 cells, as well as interferes with terminal differentiation 
and cornification process of the epidermis.20

Transcriptional profiling studies conducted on lesional 
psoriatic skin showed that the IFN-γ signature predominates, 
even though IL-17 and TNF also potently induce a vast panel 
of genes.14,19 A number of studies demonstrated a central role of 
IL-22 in psoriasis pathogenesis by activating STAT3-dependent 
genes involved in differentiation and proliferation processes. 
However, this cytokine induces a limited panel of genes com-
pared with IL-17, as detected in human lesional psoriatic skin. 
Among them, the chemokines CXCL1, CXCL2, CXCL8, and 
CCL20 and the antimicrobial peptides HBD-2, HBD-3, and 
S100 proteins are induced by IL-22.14,19

Although T lymphocytes are required for the develop-
ment and persistence of immune responses in psoriatic skin,  
endogenous defects in keratinocytes determining an aberrant 
response to lymphokines may be concomitantly relevant for 
psoriasis. An increasing number of allelic variants of genes 
controlling keratinocyte inflammatory activation, as well as 
proliferation and differentiation processes in the epidermis, 
has been associated with psoriasis.3 Among them, a number 
of SNPs were found in genes encoding molecules involved in  
IL-17 or TNF responses, even though functional studies cor-
relating their presence to keratinocyte susceptibility to these 
cytokines are lacking and controversial. For instance, allelic 
variants were found in NFKBIZ, TRAF3IP2, and TNFAIP3 
genes encoding IKBζ, Act-1, and the Act1-dependent A20 
protein, respectively, all involved in IL-17 molecular sig-
naling. However, no clear evidence linking these SNPs to  
enhanced or reduced responses of keratinocytes to IL-17 exist. 
In fact, Act-1 gene variants overexpressed in human keratino-
cytes could decrease as well as enhance Act-1–mediated IL-
17 signaling, depending on the SNP type. Variants of NFKBIZ 
could also influence keratinocyte response to TNF-α because 
IKBζ is a transcriptional cofactor of p50 subunit of NF-κB, the 
main mediator of TNF-α signaling.

Finally, data from mice with engineered epidermal phe-
notypes also showed that overactivation in keratinocytes of  
molecular cascades, such as STAT3- or RAS pathways, deter-
mines the development of psoriasiform lesions that closely  
resemble human psoriasis. Similarly, the abrogation of JunB  
in keratinocytes triggers a skin phenotype with the histologic  
features of psoriasis, including marked hyperplasia of the  
epidermis and dense dermal inflammatory cell infiltrates.

FIG. 64.6 CD3+ T Lymphocyte Pattern in Psoriasis. Both acute 
and chronic phases of psoriasis can be found within the same 
psoriatic plaque, being comprehensive of nonlesional (NLS) 
proximal to perilesional and lesional areas, with markers of 
chronic inflammation (i.e., CD3+ T cell accumulation in the der-
mis) predominantly present in lesional skin. Psoriatic skin also 
shows inflammatory CD3+ T cells in the epidermal compart-
ment, which contribute to epidermal hyperplasia and an inflam-
matory milieu. NLS, Nonlesional skin.
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Innate Immune Cells Are Fundamental for the Induction 
of Psoriatic Processes
Several studies have demonstrated the role of innate immu-
nity cells in the development of inflammation in psoriasis pa-
tients (see Fig. 64.5). Among them, ILC is a class of immune 
cells bearing lymphoid morphology but no immune cell lineage 
markers.10 ILC in situ mapping in psoriatic skin revealed that 
lesions contained a prominent population of T-bet+ ILC1 and 
RORγ+ ILC3 subsets, with nearly absent GATA3+ ILC2. ILC1s 
are similar to Th1 cells and secrete type 1 cytokines, such as 
IFN-γ and TNF, whereas ILC3s can be divided into natural 
cytotoxicity receptor (NCR)+ ILC3s and NCR− ILC3s17 and 
produce IL-17 and/or IL-22. These subsets of ILCs were found 
to reside beneath the dermal–epidermal junction and in close 
proximity to T lymphocytes, suggesting a potential functional 
relationship between these cells. This provides new insight into 
shared mechanisms between psoriasis and innate immunity.10 
Driving of ILC3 responses and IL-17 production are strongly 
dependent on IL-23, which can be also produced by infiltrating 
macrophages during the early phase of the disease. It has been 
proposed that the IL-23/IL-17 axis could be established early 
in psoriatic skin by innate immunity cells and precede adaptive 
immune responses.

Together with ILC, the γδ T cells, an innate-like T-cell pop-
ulation involved in surveillance of epithelial surfaces, are also 
critical contributors to plaque development by releasing con-
siderable levels of IL-17 and IL-22. Similarly, mast cells and 
neutrophils can represent innate sources of IL-17 in psoriatic 
skin. Neutrophils also release IL-36, and in turn induce IL-36 
in keratinocytes, thereby establishing neutrophil extracellular 
trap (NET)osis, a defense mechanism operating in psoriasis and 
based on the formation of cytosolic granule proteins contain-
ing autoantigens. NETosis is also fundamental for macrophage 
priming, Th17 activation, and immune cell recruitment in early 
psoriasis.20

Finally, macrophages can produce high levels of psoria-
sis-associated cytokines (e.g., IL-23 and TNF). The latter are  
produced mainly in response to IL-36, which acts on IL-36R–
bearing antiinflammatory M2 macrophages, driving them to a 
proinflammatory M1 phenotype.20

including pDCs, ILCs, neutrophils, and macrophages, and the  
generation of effector T cells that migrate into the psoriatic skin 
lesions and expand there. Cross-talk between keratinocytes 
and immune cells amplifies inflammation and is responsible  
for chronicity. Recent research has identified a number of  
immunologic mechanisms involved in psoriasis progression. 
This has led to the development of new, pathogenesis-based  
therapies. Although recent progress is remarkable, much remains  
unknown, especially regarding how to prevent the condition 
and how to develop drugs with appropriate risk–benefit and 
long-term profiles. Future work must take into account these 
aspects to establish therapeutic and preventive approaches that 
lead to improved patient outcomes.
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ON THE HORIZON
• Continued development of immunomodulatory biologics that target

pathogenic molecules. These agents are potentially highly effective in
psoriasis and include anti–tumor necrosis factor (TNF) biologics, anti-
interleukin (IL)-12/23 inhibitors, anti–IL-17 and IL-17R inhibitors, and
anti–IL-23p19 drugs.

• Correlation between drug response variability and the presence of
specific genetic variants.

• Validation of these results in adequately powered patient cohorts.
• The discovery of new pharmacogenomic biomarkers, simultaneously

present in different genes involved in intersected pathogenic path-
ways, which could be predictive for the responsiveness of psoriatic
patients to biologic drugs.

CONCLUSIONS
Psoriasis results from a complex interplay between environ-
mental and genetic factors. Early upstream events occurring 
in the disease include activation of innate immunity cells,  
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Myasthenia gravis (MG) is a rare immune disease with a preva-
lence of 200 to 400 cases per million.1 Patients have characteris-
tic weakness that is worsened with activity. Muscle weakness is 
mediated by pathogenic autoantibodies that impair neuromus-
cular transmission by targeting functionally important proteins 
of the neuromuscular junction (NMJ), primarily the nicotinic 
acetylcholine receptor (AChR). However, non-AChR compo-
nents of the NMJ, such as muscle-specific kinase (MuSK) and 
low-density lipoprotein receptor-related protein 4 (Lrp4), are 
also targeted in a minority of patients negative for AChR anti-
bodies. Although the use of experimental animal models of MG 
has led to well-defined roles of autoantibodies in contributing 
to immunopathology of the disease, the cellular basis for the 
development and maintenance of pathogenic antibodies is mul-
tifactorial and less well understood. This chapter focuses on the 
structure and function of myasthenic autoantigens at the NMJ 
and how pathogenic mechanisms of autoantibodies contribute 
to the spectrum of disease phenotypes in MG patients.

DISEASE DIAGNOSIS AND CLASSIFICATION
The fundamental manifestation of MG is fluctuating muscle 
weakness that worsens with repeated muscle use and improves 
with rest. Heterogeneity in the pattern and severity of weakness 
exists among patients, but general categories can be used to define 
patients by clinical characteristics. First, patients may have disease 
limited to the ocular muscles leading to ptosis or double vision, 
so-called ocular myasthenia, while the remainder have general-
ized weakness not limited to the eye muscles. Initial presentation 
of the disease for about two-thirds of patients involves the ocular 
muscles, which progresses to generalized MG in a majority of pa-
tients.2,3 The MG Foundation of America Clinical Classification 
separates patients across the degree of severity from ocular (class 
1) to mild, moderate, and severe (classes 2 to 4) and an MG crisis
(class 5), which stipulates patients that require respiratory sup-
port. The classification further identifies class 2 to 4 patients hav-
ing predominant weakness of cranial nerve innervated muscle 
with limited general weakness (subclass b) or the reverse (sub-
class a). Patients rarely have remarkably isolated weakness (e.g., 
weakness limited to the neck extensor muscles producing “head 
drop” or foot drop from ankle dorsiflexor muscles or breathing 
muscle weakness in absence of more general weakness).

The clinical diagnosis can be confirmed using serological 
testing. In about 85% to 90% of patients, anti-AChR antibod-
ies are detected in serum, whereas a minority (5% to 10%) of 
the patients produce antibodies targeting other proteins in the 
muscle or NMJ, such as MuSK or Lrp4.4 About half of ocular 
MG patients produce AChR antibodies with the remainder 
being seronegative. MuSK antibody patients rarely exhibit 

CLINICAL PEARLS
• Essentially all patients will have ptosis or double vision at some time

during their illness
• Pupillary response, sensation, and reflexes are always normal in my-

asthenia gravis.
• Significant variation in weakness occurs over a day and over weeks to 

months

purely ocular MG. In patients without serum autoantibodies,  
electrophysiological testing can confirm diagnosis. In upwards 
of 80% of patients, a decremental pattern is seen following  
repetitive nerve stimulations (Fig. 65.1).

Single fiber electromyography evaluates variations in timing of 
junctional activation and may be detected in expert hands in over 
90% of patients.2 The classic diagnostic evaluation (edrophonium 
test) involves the administration of cholinesterase inhibitor with 
an examiner monitoring for unequivocal improvement in muscle 
strength. In the United States the edrophonium test is not com-
monly performed because of drug availability and safety concerns; 
however, the evaluation can be an extremely useful adjunct in diag-
nosis of seronegative patients.

As the pathophysiological heterogeneity of MG has been re-
fined, categorization has been further refined. AChR antibody-
positive patients are subdivided based on disease onset (early onset 
<45 years [EOMG] or late onset >45 years [LOMG]). The EOMG 
subtype patients are more likely to have thymic hyperplasia with 
high levels of AChR antibodies. In contrast, LOMG patients are 
considered to more often have thymic atrophy, although a recent 
study of specimens from a surgical study did not support this con-
tention.5 Thymoma-associated MG patients essentially always have 
AChR antibodies and tend to have a worse clinical course. As dis-
cussed, patients are also categorized by autoantibody status.

NEUROMUSCULAR TRANSMISSION
The NMJ is a chemical synapse formed between the terminal end 
of the motor neuron and the muscle fiber that is critical for trans-
mitting signals to the fiber for muscle contraction. Neuromuscu-
lar transmission involves release of acetylcholine (ACh) from the 
nerve ending into the junctional cleft, which then binds to the nico-
tinic AChR highly concentrated on the postjunctional membrane 
of the muscle, known as the motor endplate. The binding of ACh 
to AChR results in opening of ligand-gated ion channels with re-
sultant influx of primarily sodium ions, leading to endplate depo-
larization that stimulates an action potential generation to initiate 
muscle contraction. The endplate potential (EPP) is terminated by 
diffusion of ACh and its rapid hydrolysis by acetylcholinesterase 
(AChE) anchored to the basal lamina of the synaptic cleft.
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The spontaneous release of ACh from a synaptic vesicle with 
subsequent binding to AChRs leads to measurable depolariza-
tion, known as a miniature endplate potential (MEPP). As a 
result of motor nerve activation multiple vesicles release ACh 
to produce summation of MEPPs and an EPP that exceeds 
the threshold necessary to produce an action potential of the 
muscle. The ratio between the EPP and threshold required to 
generate an action potential is known as the safety factor. Post-
synaptic folding, the density of AChR, and endplate sodium 
channels all determine the magnitude of the safety factor. If the 
EPP fails to reach the threshold for depolarization, an action 
potential is not generated and the muscle does not contract.

In 1964, electrophysiological studies of a muscle biopsy taken 
from an MG patient demonstrated that the amplitude of MEPPs 
was diminished.6 Studies of the motor endplate ultrastructure 
in MG muscle determined several postsynaptic abnormalities, 
including simplification of postsynaptic regions, accumula-
tion of debris in the synaptic space, and a reduction in AChR. 
The deficiency of AChR decreases the amplitude of MEPP and 
subsequent EPP, reducing the safety factor for neuromuscular 
transmission. Any additional stressor, such as repetitive activity, 
will lead to a greater likelihood of transmission failure among 
those endplates that have a compromised safety factor.

Differential Muscle Involvement in Myasthenia Gravis
The pattern of muscle weakness markedly varies across patients, 
but the reasons are poorly understood. Differences in the physi-
ological properties of the NMJ across muscles and their response 
to autoantibody-mediated injury are likely to play a part in mus-
cle susceptibility, as well as the specific autoantibody profile of an 
individual MG patient. Extraocular muscles (EOM) are particu-
larly susceptible to MG and several differences between skeletal 
muscle and EOM may account for their increased susceptibility 
to injury. Simple histological assessment and gene expression 
profiling differentiate EOM. The NMJ of EOM are anatomi-
cally distinct in that they contain both singly and multiply in-
nervated muscle fibers. These NMJs morphologically exhibit less 
prominent synaptic folds, and few postsynaptic AChRs, leading 
to a lower safety factor.7 In EAMG models, changes in RNA  

expression profiles related to muscle injury and decreases in 
mRNA level for several cell-surface complement regulators was 
observed in EOM.8 Collectively, these observations suggest that 
the selective involvement of EOM in MG may be due to subtle 
differences in properties of NMJs across muscles.
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FIG. 65.1 Neuromuscular Transmission in Normal and Myasthenic Subjects. With repetitive stimulation there is a reduction in the 
efficiency of acetylcholine (ACh) release, with a subsequent recovery in efficiency as the train of stimuli continues. Although the endplate 
potential (EPP) fluctuates at the normal junction, sufficient current is generated to stimulate an action potential of constant magnitude. At 
the myasthenic junction, however, the amplitude of the EPP in response to a given amount of ACh is reduced. Under conditions of inef-
ficient ACh release (for example, repetitive stimulation), the minimum current for conduction is not generated, resulting in a profile of action 
potentials that shows a progressive decline or “decrement” with subsequent recovery.

• Anti-acetylcholine receptor antibodies are found in the serum of 85%
to 90% of patients with MG

• IgG and complement are deposited at the postsynaptic junction
• Transfer of serum IgG from patients with MG to mice induces neuro-

muscular blockade

KEY CONCEPTS
Involvement of Anti-Acetylcholine Receptor  
Antibodies in the Pathogenesis of Myasthenia 
Gravis (MG)

AUTOANTIGENS IN MYASTHENIA GRAVIS 
AND THEIR ROLES IN NEUROMUSCULAR  
TRANSMISSION

Neuromuscular transmission is dependent on highly specialized 
transduction machinery present at the postsynaptic membrane. 
The specialized postsynaptic ultrastructure at the motor endplate is 
highly organized to efficiently and rapidly respond to neurotrans-
mitters released from the nerve terminal, which requires properly 
clustered AChRs and a complex pattern of synaptic folds on the 
postsynaptic membrane. The aggregation of AChRs is an intricate 
process that relies on the agrin-Lrp4-MuSK signaling cascade.

Agrin, a heparan sulfate proteoglycan, is released by motor 
nerve terminal and binds Lrp4, which then bind MuSK to stimu-
late homodimerization and transphosphorylation of MuSK. These 
events stimulate intracellular signaling events that include adaptor 
proteins Dok7, Tid1, and rapsyn, and result in AChR clustering 
and stabilization. The autoantibodies against extracellular or trans-
membrane proteins are pathogenic in MG either directly or indi-
rectly by affecting AChR function and quantity, ultimately resulting 
in structural alteration or tissue injury (Fig. 65.2).
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Acetylcholine Receptor
The nicotinic AChRs are located on top of the postsynaptic folds 
at the motor endplate at a density of 10,000/μm2. AChRs are 
membrane proteins belonging to a superfamily of ligand-gated 
ion channels consisting of five transmembrane subunits: two 
α1 subunits, one β1 subunit, one δ subunit, and either one γ sub-
unit (embryonic) or ε subunit (adult) to form an ion channel 
(Fig. 65.3)

Ion channels are gated pores that allow passive flow of ions 
down electrochemical gradients to induce a cellular response. 
Upon ligand binding (ACh) to the α subunit, the receptor struc-
ture is converted into a channel opening within microseconds 
to allow the flow of positive ions, leading to endplate depolar-
ization and initiation of action potential. The concentration and 
arrangement of AChRs at the postsynaptic membrane is criti-
cal to ensure successful synaptic transmission. Maintaining the 
concentration is dependent on signals from the motor neurons 
to accumulate and stably maintain AChRs and other postsynap-
tic proteins at restricted synaptic sites.

Muscle-Specific Kinase
The release of agrin, a sulfated proteoglycan secreted by motor 
neurons, induces the assembly of AChR clusters by interacting 

with Lrp4 and activation of MuSK. MuSK is selectively expressed 
in skeletal muscles, co-localizes with AChRs in the postsynaptic 
membrane, and plays an important role in regulating the high 
density and clustering of AChRs at the NMJ. Genetic studies have 
shown that reducing expression of MuSK in mice destabilizes and 
disassembles postsynaptic membranes, signifying it is a key com-
ponent in maintaining synaptic function.9

MuSK is a member of the RTK class of protein kinases, which 
consist of an extracellular ligand-binding domain, a single 
transmembrane spanning region, and a cytoplasmic region that 
includes a tyrosine kinase domain.10 MuSK, however, is not a 
typical tyrosine kinase that relies on ligands that bind directly to 
the receptor. Rather, it is activated by ligands that do not directly 
bind it and instead bind a separate accessory component. The 
extracellular region, or ectodomain, of MuSK contains three 
immunoglobulin (Ig)-like domains that mediate ligand binding 
critical for MuSK activation. Biochemical and structural studies 
determined that the first and second Ig-like domains are impor-
tant for binding agrin and its co-receptor, Lrp4.11 MuSK activa-
tion triggers homodimerization and autophosphorylation that 
results in a signaling cascade, resulting in the redistribution of 
muscle-derived proteins including AChRs, rapsyn, and MuSK 
at the postsynaptic site and become stably localized in clusters 
beneath the nerve terminal.
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Postsynaptic 
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FIG. 65.2 Schematic Representation of the Neuromuscular Junction. Vesicles of acetylcholine (ACh) released from the motor neuron 
into the synaptic cleft in response to impulses conducted down nerve axons. ACh binds AChRs, with the opening of the ion channel and 
generation of endplate potential. Postsynaptic organization in the skeletal muscle includes AChR clusters at the top of the postsynaptic folds 
and voltage-gated sodium channels in the troughs. The agrin-Lrp4-MuSK complex is critical for proper AChR clustering. Agrin released from 
the motor neuron binds MuSK-coreceptor Lrp4 and induces MuSK autophosphorylation. Activation of MuSK stimulates signaling pathways 
that promote rapsyn-induced clustering of AChR. (Figure generated using BioRender). AChR, Acetylcholine receptor; Lrp4, low-density  
lipoprotein receptor-related protein 4; MuSK, muscle-specific kinase.
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autoantibodies in impairing neuromuscular transmission, but 
also in investigating novel therapeutic approaches.

MECHANISMS OF IMMUNOPATHOGENESIS
MG fulfills the Witebsky postulates that define the criteria of au-
toimmune disease, which require (1) an autoimmune reaction in 
the form of autoantibodies or cell-mediated immune reactions, 
(2) that the autoantigen is known, and (3) an autologous response 
causes similar disease in an animal model.13 The immunopathol-
ogy of MG has been attributed to IgG class autoantibodies specific 
to the proteins at the postsynaptic membrane of the NMJ and cause 
organ-specific damage. This is further supported by the short-term 
improvement of NMJ transmission and muscular strength for pa-
tients undergoing plasmapheresis to remove autoantibodies. Anti-
AChR antibodies (IgG1 and IgG3 subtypes) are detected in 85% to 
90% of MG patients, whereas 5% to 10% of patients are anti-AChR 
negative and have antibodies against MuSK (IgG4 subtype) and 
Lrp4 (IgG1 and IgG2 subtypes). Passive transfer of human antibod-
ies to rodents recapitulates the disease in animals, demonstrating 
that these autoantibodies are responsible for impaired neuromus-
cular transmission. Furthermore, these autoantibody deposits have 
been detected at the NMJ in patients and in experimental animal 
models. These autoantibodies, however, exhibit both structural and 
functional heterogeneity, which likely contributes to the broad and 
variable spectrum of muscle group involvement in MG patients.

Role of Pathogenic B cells
B cells play a critical role in the immunopathogenesis of MG as they 
secrete autoantibodies that target the NMJ, making them an attrac-
tive target for therapeutic intervention. The depletion of plasma 
cells, or antibody-producing cells, with bortezomib reduced anti-
AChR titers and weakness in rats.14 Treatment of MG patients with 

Low-density Lipoprotein Receptor-related Protein 4
Lrp4 is a receptor for neural agrin and subsequently forms a 
complex with MuSK. Members of the low-density lipoprotein 
(LDL) receptor-related protein (LRP) family have diverse bio-
logical functions, including specific roles in the development 
and function of the mammalian nervous system. Lrp4 is a 
single subunit transmembrane protein with a large extracellu-
lar domain that contains low-density lipoprotein repeats and is 
concentrated at the NMJ. Like MuSK- and agrin-deficient mice, 
genetic screens revealed that mice with mutations in lrp4 died at 
birth and did not form NMJ.12 Thus, Lrp4 plays a role in main-
taining and stabilizing the NMJ structure and functions by in-
creasing MuSK activity.

EXPERIMENTAL MODELS TO STUDY MYASTHENIA 
GRAVIS
Experimental autoimmune MG (EAMG) is induced by immu-
nization of MG autoantigen (AChR, MuSK, or Lrp4). Another 
model is referred to as passive transfer MG (PTMG) and is the 
result of injection of pathogenic autoantibodies. The availability 
of transgenic and knockout mice is an important instrument 
in identifying the molecular mechanisms underlying the dis-
ease. However, several important differences between human 
and rodent immune responses exist that may impact the appli-
cability to translational work, such as differences in antibody 
isotype production in response to immunization and species-
specific differences in complement activity. Furthermore, there 
are several aspects of MG pathogenesis that cannot be studied 
using these models, including the absence of spontaneous dis-
ease and lack of thymic involvement and pathology. EAMG has 
been a critical tool in elucidating the pathogenic mechanisms of  
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FIG. 65.3 The Acetylcholine Receptor. The subunits of the acetylcholine receptor—α, β, δ, and γ or ε—are arranged like barrel staves 
around the central ion pore. Each subunit winds through the junctional membrane four times (sites M1, M2, M3, and M4). In the 
unfolded view of the α subunit, the amino-terminal end of the α subunit is extracellular, where it is accessible to acetylcholine, which 
binds at the site shown (amino acids 192 and 193). In myasthenia gravis, autoantibodies may bind to various epitopes of all subunits, 
but a high proportion of autoantibodies bind to the main immunogenic region of the α subunit.
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rituximab, a treatment targeting CD20+ B cells, has been shown 
to be effective in refractory MuSK+ MG patients.15 However, the 
study of these pathogenic B cells is limited by the exceptionally low 
frequency of 0.1% to 1% of these cells in peripheral blood. Recent 
advances in molecular biology are advancing ways to better isolate 
and characterize these B cells. Novel technologies such as single cell 
RNA sequencing provide an exciting way forward to better char-
acterize these rare subpopulations of autoreactive B cells and gain 
further insights in understanding the cellular basis for disease that 
may lead to novel therapies to target these cells.

The immunological mechanisms contributing to the develop-
ment and maintenance of autoreactive B cells in MG that produce 
these autoantibodies are not well understood. Defects in B-cell 
tolerance checkpoints were found in both AChR and MuSK MG 
patients.16 Apoptosis is an important mechanism in central B-cell 
tolerance that eliminates self-reacting immature B cells from the 
repertoire of naïve immature B cells in the bone marrow. However, 
a fraction of B cells is able to escape this stringent selection process. 
The selection and maturation of these autoreactive B cells in the pe-
riphery relies on the strength of the B-cell receptor (BCR) signals it 
receives as well as survival signals such as B-cell-activating-factor 
(BAFF). Serum levels of BAFF are elevated in MG patients, but do 
not correlate with disease severity. Autoreactive B cells from MG pa-
tients and EAMG models express an anti-apoptotic marker known 
as survivin.17 Furthermore, survivin vaccination in EAMG attenu-
ated disease severity and decreased survivin-positive CD20+ cells, 
suggesting it plays a role in maintenance of autoreactive B cells. The 
factors that regulate and promote survivin expression in several au-
toimmune diseases, including MG, have yet to be elucidated.

Pathogenic Autoantibodies
The differences in clinical phenotypes associated with the sub-
types of MG can be attributed to their differences in serum  
autoantibody targets. Here, we discuss the well-characterized 
molecular pathogenic mechanisms of autoantibodies in MG 
and their contribution to disease outcomes.

could contribute to disease severity, such as genetic factors, 
 capacity of autoantibodies to activate the complement system, 
and qualitative differences in antibodies, including variations in 
IgG isotype distribution, epitope specificities, and binding avid-
ity to AChR.

There are three known effector mechanisms of AChR anti-
bodies that reduce the density of AChR and affect the structural 
integrity of the postsynaptic region, resulting in impaired neu-
romuscular transmission (discussed below).

Complement Activation and Destruction of Neuromuscular 
Junction
The classical pathway (CP), an antibody-dependent activation of 
the complement system leading to direct lysis of targeted cells, is 
considered the major contributor to destruction of the postsyn-
aptic membrane in MG. AChR antibodies that bind the NMJ ac-
tivate the CP and result in membrane attack complex (MAC) for-
mation. The presence of immune complexes and C3 at the motor 
endplate, the localization of the MAC at the junctional folds, and 
evidence of injury of the postsynaptic membrane in MG patients 
demonstrates a role for complement contributing to loss of AChR 
and NMJ ultrastructure. EAMG-induced mice deficient in com-
plement proteins C3 and C4 were resistant to EAMG. The pres-
ence of immune complexes at the NMJ in these EAMG animals 
did not result in the MAC and reduced AChR. Furthermore, ad-
ministration of C5 complement inhibitor, an siRNA to silence C5 
expression, or anti-C5 antibody was shown to limit the severity of 
EAMG by ameliorating weakness and reducing C9 deposition at 
the NMJ.19 Recently, treatment of MG patients with eculizumab, 
an antibody that prevents the enzymatic cleavage of C5, has been 
demonstrated to reduce severity of generalized AChR-antibody-
positive MG.19

Experimental targeting of CP-specific components such as 
C1q and C4 have shown to be effective in alleviating EAMG. 
However, the alternative pathway (AP) is estimated to contrib-
ute up to approximately 80% of C3b activation, which rapidly 
amplifies complement activation and deposition by utilizing 
CP C3b to generate AP C3 convertases. Recently, an antibody 
blocking AP convertase formation by targeting Factor B pro-
tected rats from EAMG and MuSK positive MG patients were 
shown to exhibit higher consumption of AP Factor B, but not 
CP component C4,20,21 suggesting a possible role for the AP in MG. 
Both soluble and membrane-bound regulators play an important 
role in regulating the AP amplification loop on cell surfaces. 
Studies have shown that membrane bound decay accelerating 
factor (DAF) is critical for protecting from exacerbated disease 
in EAMG models.19 Furthermore, a single nucleotide polymor-
phism (SNP) in the human DAF gene has been associated with 
severe ocular MG.22 Thus, these findings indicate that targeting 
multiple points of complement system activation is an impor-
tant clinical target for MG treatment.

Acceleration of Acetylcholine Receptor Degradation 
(Antigenic Modulation)
The main antigenic region (MIR) of AChR consists of confor-
mational-dependent epitopes targeted by a majority of AChR 
antibodies. AChR antibody binding to MIR is oriented in a way 
that promotes cross-linking of two AChRs by a single antibody. 
Early studies indicated that AChR antibodies increased the rate 
of AChR degradation. The bivalent nature of IgG autoantibodies 

Acetylcholine Receptor Autoantibodies
The pathogenicity of AChR antibodies was first reported in the 
1970s. Passive transfer of either human AChR antibodies or im-
munization of animals with AChR has been shown to induce 
EAMG in rodents.18 These antibodies are polyclonal and het-
erogeneous, primarily of the IgG1 and IgG3 subtypes, and are 
directed against the α1- extracellular domains containing the 
immunogenic region of overlapping epitopes. Together, these 
antibodies decrease levels of AChR and reduce postsynaptic 
folding. However, disease severity does not correlate with se-
rum levels of AChR antibodies and patients with AChR-antibody  
positive MG exhibit high variability in the distribution of muscle 
weakness. These observations indicate that additional  factors 

KEY CONCEPTS
Effects of anti-AChR antibodies in MG pathology:
• Reduced numbers of receptors
• Widening of synaptic cleft
• Injury to synaptic membrane
Mechanisms of damage and reduced neuromuscular transmission:
• Complement-dependent damage to muscle endplate
• Enhanced rate of AChR degradation
• Block of cholinergic binding sites
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promotes cross-linking of AChRs in the membrane, resulting in 
rapid endocytosis and degradation and further contributing to a 
reduced number of AChR at the postsynaptic membrane.23

Receptor Blockade
AChR antibodies in MG sera are polyclonal and exhibit hetero-
geneity in antigenic specificity. Not all AChR antibodies have the 
capacity to cross-link two AChRs or activate complement, and 
thus may exhibit different functionalities. AChR antibodies were 
additionally shown to block the alpha-bungarotoxin binding site 
of the receptor24 and thus are characterized by their ability to 
block the ACh-binding sites and interfere with ACh released at 
the NMJ to impair neuromuscular transmission.

Muscle-Specific Kinase Autoantibodies
About 5% to 10% of MG patients have autoantibodies against 
MuSK. Either immunization with MuSK or passive transfer 
of human MuSK antibodies have also been shown to induce  
pathology in mice. Patients with these autoantibodies have 
more prominent involvement in facial and bulbar weakness and 
exhibit more respiratory crises, whereas limb weakness is not 
common. These antibodies are typically subtype IgG4, and un-
like AChR antibodies, do not activate complement or bind Fc 
receptors. Furthermore, the IgG4 antibodies have structural dif-
ferences in the Fc region and can exchange Fab arms with other 
IgG4 molecules, which renders them bispecific (i.e., recognizing 
two different antigen) and functionally monovalent; hence they 
do not cross-link antigen.

The pathogenic mechanisms of MuSK antibodies that lead to 
failure of neuromuscular transmission are distinct from those  
observed in AChR MG. Passive transfer of human MuSK antibod-
ies to mice revealed structural changes at the postsynaptic mem-
brane, such as diminished AChR and MuSK densities, suggesting 
that the mechanisms in MuSK MG may involve changes in the 
function and distribution of key molecules at the NMJ.25,26 Epitope 
mapping and functional studies of MuSK antibodies demonstrat-
ed they predominately recognize the N-terminal Ig-like domain of 
MuSK, inhibiting the MuSK-Lrp4 interaction, preventing MuSK 
dimerization and autophosphorylation, impairing the cluster-
ing of the AChR, ultimately resulting in impaired neuromuscular 
transmission.27 However, MuSK antibodies are also heterogeneous, 
containing other IgG subclasses and recognizing other domains 
on MuSK. The pathogenic mechanisms of these antibodies are not 
yet well understood. Importantly, the distinct immunopathogen-
esis of MuSK antibodies indicates that therapies targeting comple-
ment would not be suitable treatment for this MG patient subtype.

Lrp4 Autoantibodies
Some patients without AChR and MuSK antibodies have been 
identified to possess autoantibodies that bind Lrp4. Mice im-
munized with Lrp4 or passive transfer of Lrp4 antibodies to na-
ïve mice promoted weakness and NMJ defects similar to those 
of MuSK-EAMG.28,29 Furthermore, Lrp4 antibodies from mice 
immunized with Lrp4 were shown to diminish agrin-induced 
MuSK phosphorylation of C2C12 myotubes and fix complement 
in vitro, demonstrating potential pathological mechanisms of 
these antibodies.

Role of Thymus Pathology
The thymus is a primary lymphoid organ that provides a spe-
cialized environment for T-cell development, maturation, and 

negative selection of self-reactive T cells. Most AChR antibody-
positive MG patients have thymic pathology, indicating a strong 
likelihood that the thymic abnormalities are critical for develop-
ment of MG. Follicular hyperplasia is most commonly observed 
in 65% to 75% of early-onset patients, whereas 10% of patients 
have a thymoma. Thymectomy in these patients is associated 
with clinical improvement and a decrease in AChR antibodies. 
However, the exact mechanisms by which these thymic patholo-
gies promote autoreactivity in MG is not clear.

Thymuses with follicular hyperplasia in MG have increased 
numbers of lymphoid germinal centers that is not typical. In 
AChR antibody positive MG, the degree of follicular hyperplasia 
often correlates with serum levels of AChR antibodies, suggesting 
thymic hyperplasia is associated with autoantibody production. 
Several pathological alternations of the hyperplastic thymuses 
in MG patients cumulatively provide a rich microenvironment 
for immune sensitization to AChR. First, both medullary thymic 
epithelial cells and myoid cells have been shown to express AChR 
or AChR-like proteins.30 Second, both thymic effector and regu-
latory T cells in these MG patients exhibit immunoregulatory 
defects. Lastly, the presence of increased germinal centers in the 
thymus is associated with a heterogeneous population of B cells 
that have undergone clonal expansion and somatic hypermuta-
tion.31 MG patients with thymic hyperplasia have high levels of 
CXCL13, a chemokine involved in homing B cells to lymphoid 
tissue, in serum and in the thymus.32 The expression of BAFF and 
APRIL, two critical B-cell survival factors, is also abundant in hy-
perplastic thymuses,33 which could play a role in differentiation 
and survival of autoreactive B cells.

About 10% of MG patients have a thymoma. These thymic 
tumors in MG patients are derived predominately from cortical 
epithelial cells and exhibit reduced medullary areas. The lack 
of a functional medulla in thymoma patients may play a role of 
promoting dysregulated tolerance mechanisms, which includes 
altered expression of autoimmune regulator AIRE and regula-
tory T cells (Tregs) and defective expression of human leukocyte  
antigen (HLA) class II molecules. Furthermore, the epithe-
lial cells are surrounded by mature T cells and express muscle 
protein epitopes such as AChR, allowing for intrathymic auto-
sensitization to self-antigen. The presence of follicular helper T 
cells, which play a role in germinal center formation, B-cell mat-
uration, and antibody production, may also play a role in these 
processes. Together, these studies strongly suggest that thymic 
pathology in MG patients is associated with a microenviron-
ment associated with dysregulated self-tolerance mechanisms.

KEY CONCEPTS
Pathogenic Roles of Thymus in Myasthenia Gravis

Pathological
• 65% to 75% of MG patients have follicular hyperplasia with germinal

centers
• 10% have thymoma

Clinical
• Improvement after thymectomy
• Decrease in AChR antibodies

Immunological
• AChR subunits expressed on myoid cells and thymic epithelial cells
• AChR-reactive T and B cells localized in the thymus
• AChR antibodies secreted by thymic B-cell lineage
• Decreased thymic regulatory T cell (Treg) function
• Overexpression of proinflammatory cytokines and chemokines
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Role of T cells
MG is a B-cell-mediated T-cell-dependent disease. B cells re-
quire interactions with CD4+ helper T cells to generate high-
affinity AChR antibodies. Autoreactive T cells specific for AChR 
have been detected in both generalized and ocular MG patients. 
It is unclear how these T cells break tolerance and regulate au-
toantibody production, but evidence suggests that different sub-
populations of CD4 T helper cells and their effector cytokines 
may be involved in the pathogenesis of MG. Tregs play a role 
in regulating helper T cells by maintaining immune homeosta-
sis and regulating autoreactive cells. Both circulating and thy-
mic Tregs from MG patients are unable to suppress responder  
T cells and were associated with reduced levels of Foxp3.34 Th17 
cells have also been implicated, as their frequency and their 
cytokines are both increased in MG patients with thymoma. 
Recently, a novel T-cell library assay to screen for rare antigen-
reactive T cells demonstrated that CCR6+ memory T cells from 
MG patients, but not healthy controls, produced INF-γ and  
IL-17 in response to AChR.35 The subpopulations of helper 
T cells prominent in MuSK MG is not yet defined; however,  
cytokine analyses of T cells from these patients demonstrate 
that CD4 and CD8 T cells also have increased Th1 and Th17  
cytokine responses upon in vitro stimulation.36

EAMG models have also been used to investigate and vali-
date the role of T cells and their effector cytokines in the patho-
genesis of MG. Studies investigating the role of Th1 effector 
IFN-γ in EAMG are contradictory in their phenotypes. Howev-
er, IL-12/IL-23 and IFN-γ double knock-out mice were shown 
to develop EAMG, indicating Th1 cells may not be necessary to 
induce an autoimmune condition.37 These DKO mice exhibited 
a similar level of IL-17 production and had reduced Treg sup-
pressive activity compared to wild-type mice, suggesting these 
Th subsets may play an important role. Another study demon-
strated that the balance of helper T-cell subsets is dysregulated 
during the development of disease, with a particular upregula-
tion of Th17 cells.38 However, based on these studies, how these 
effector cells contribute toward the development of EAMG  
is not clear.

Recently, evidence of locally produced complement by acti-
vated lymphocytes has demonstrated a novel role for the com-
plement system in regulating the function of T cells. Autocrine 
signaling through anaphylatoxin receptors C3aR and C5aR 
promotes Th1 and Th17 effector responses, and absence of this 
signaling results in polarization of Foxp3+ Tregs in the mu-
rine model (reviewed in Le Friec et al.39). Deficiency in DAF, 
a membrane-bound regulator of complement activation, also 
results in enhanced T-cell responses and leads to exacerba-
tion of several experimental autoimmune diseases, indicating 
a suppressive role in T-cell function. Interestingly, early-onset 
MG patients with thymic pathologies demonstrated increased 
complement activation in the thymus, with increased levels 
of C1q and C3, increased expression of anaphylatoxin recep-
tors (C3aR, C5aR), and decreased expression of complement 
regulatory proteins CD46 and CD55.40 However, the role of 
complement regulation of T cells has not yet been investigated 
in the context of MG. Given the evidence of complement acti-
vation in the thymus and its known role in regulating effector 
T-cell responses, this novel line of inquiry could provide addi-
tional insight into possible mechanisms of dysregulated T-cell 
responses in MG.

Epigenetic Factors: Role of miRNAs
Genetic studies and genome-wide association studies have 
identified several important genetic loci associated with disease 
and development of MG, including several HLA alleles, TNIP1, 
and TNF-α (reviewed in Avidan et al.41). Environmental factors, 
such as infection, microbiota, drugs, and pollutants can also 
cause epigenetic changes that may contribute to MG. The initia-
tion of MG is thought to be multifactorial, involving genetic and 
environmental influences.

Emerging evidence of aberrant microRNA expression has 
been associated with several diseases, including autoimmunity. 
These regulatory small non-coding RNAs regulate posttranscrip-
tional gene expression by binding to complementary sequences 
in the 3′ untranslated regions (UTRs) of target mRNAs. Several 
miRNAs that are known to regulate immunity through prolifera-
tion, apoptosis, and differentiation of immune cells have recently 
been found to be differentially expressed in MG patients.42,43 The 
thymus pathology in MG, as described above, involves changes in 
the miRNA express for AChR+ EOMG, and TAMG. Regulation 
of these miRNAs is associated with germinal center formation, 
such as miR-7, miR-24, miR-139, miR-143, miR-145, miR-146, 
miR-150, miR-452, miR-548, or thymic inflammation, such as 
miR-125b, miR-146, or miR-29.44 The changes in the miRNAs 
due to MG do not reflect the miRNAs necessary for development 
of the thymus, suggesting the mechanism of dysregulation does 
not involve upregulation of fetal pathways. Circulating miRNA 
demonstrate differences based on MG classification. General-
ized AChR+ EOMG and LOMG express elevated miR-150-5p 
and miR-21-5p and is reduced with immunosuppression. How-
ever, miR-30e-5p is also elevated in generalized LOMG AChR+ 
patients’ sera. With circulating miRNAs, MuSK+ MG patients 
demonstrate higher levels of the let-7 family. The expression of 
elevated miRNA-150-5p in circulation is lowered with thymec-
tomy. Thus, circulating miRNAs may serve as biomarkers for 
disease progression or therapeutic response. miRNAs in MG 
may also function to regulate genes involved in immune B-cell 
survival and cytokine production, which can contribute to MG 
pathogenesis and thus can also serve as therapeutic targets. Due 
to the multiple binding sites and regulation of miRNA on various 
pathway, the role of specific miRNAs in MG remains unknown 
and requires further investigation.

TREATMENT
Treatment of MG needs to be individualized based on a patient’s 
severity of weakness, autoantibody status, age, gender, and  
comorbidities. Guidelines for therapeutic approaches have been 
proposed by groups across the globe. Although there is com-
monality, there are also differences that highlight variations in 
care patterns across nations.45–47 The following sections provide 
a brief overview of therapies that is not designed to guide 
therapy. For a comprehensive review of MG treatment, see  
reference Wang et al.48

ACETYLCHOLINESTERASE INHIBITORS
For mild to moderate weakness, AChE inhibitors, most com-
monly pyridostigmine bromide, are the first line of treatment 
and for some are the only therapy required.49 By retarding 
the hydrolysis of ACh at the NMJ, they increase the chance of 
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achieving an EPP to activate an action potential at the injured 
NMJ. Despite the elegant solution to the electrophysiological 
defect, pyridostigmine usually does not resolve weakness, must 
be dosed every few hours, and patients often have adverse ef-
fects of activation of the muscarinic cholinergic receptors, in 
particular nausea, bloating, and diarrhea.

CORTICOSTEROIDS
Oral corticosteroids are the most consistently effective medica-
tion for MG but also have the poorest adverse-effect profile.50 
Expert opinion and investigations vary considerably in what the 
ideal dosing should be, but all regimens are provided for months 
and often years at doses that produce complications.4,47 A large 
minority, perhaps a third of patients respond poorly or are in-
tolerant. Treatment resistance is likely related to variations in 
lymphocyte sensitivity to corticosteroids and unknown factors 
that define disease severity. Corticosteroids act by binding the 
glucocorticoid receptor and thereby influence transcriptional 
pathways that are known to impact apoptosis of lymphocytes 
and reduce proinflammatory cytokine activity.

THYMECTOMY
As described above, thymic pathology is a hallmark feature of 
MG for many patients and removal of the thymus in AChR-
antibody-positive MG was found to be beneficial in a random-
ized controlled trial compared to prednisone therapy alone.51 
However, upwards of 30% of patients did not derive significant 
benefit, indicating that there continues to be a maintenance of 
pathogenic antibody production. All patients with a thymoma 
must have it removed to prevent local spread or more malignant 
transformation, but resection of the tumor and residual thymus 
does not produce remission. Patients who are seronegative or 
with MuSK antibodies are not thought to have thymic pathol-
ogy and thymectomy is generally not performed.

IMMUNOSUPPRESSANTS
Because of the limitations of corticosteroids, a number of immu-
nosuppressants are used in the treatment of MG, usually to re-
duce the burden of corticosteroid treatment. The importance of 
steroid sparing is so important that many clinical trials have used 
reduction of overall corticosteroid dose as a primary outcome 
measure for efficacy. The first agent to be used was azathioprine,4 
which inhibits purine synthesis leading to inhibition of lympho-
cyte replication.52,53 Azathioprine may take more than a year to 
have a treatment effect and carries an increased risk of neoplasia, 
particularly lymphoma, with long-term use. Azathioprine also 
carries a risk of significant hepatotoxicity and myelosuppression. 
A commonly used agent in the United States is mycophenolate 
mofetil, which inhibits the de novo pathway for purine synthe-
sis54 leading to selective inhibition of lymphocyte proliferation. 
Several months are required to observe a treatment effect. Over-
all, mycophenolate is well-tolerated, but significant leukopenia 
and atypical infections may occur. Mycophenolate is a teratogen 
and should not be used for women intending to become preg-
nant and may increase the risk of malignancy. Tacrolimus and 
cyclosporine are calcineurin inhibitors, which produce modula-
tion of T-cell activation. Cyclosporine was first applied to MG 
treatment in the 1980s, demonstrating a steroid-sparing effect 
but with significant renal toxicity and increased rates of hyper-
tension. Tremor and paresthesias may also occur and  generally 

resolve after dose adjustment. Tacrolimus has a better safety pro-
file and is widely used in Japan and in Europe.

Other immunosuppressives have been less commonly used. 
Methotrexate is another inhibitor of pyrimidine and purine syn-
theses and expected to inhibit cellular proliferation of autoreac-
tive lymphocytes. Despite its frequent use in other autoimmune 
disease, it is not often used for MG and a randomized controlled 
trial of methotrexate did not find a steroid-sparing effect. Meth-
otrexate can cause liver injury and significant anemia. Oral and 
intravenous cyclophosphamide has been used for patients fail-
ing other therapies. Cyclophosphamide inhibits lymphocyte 
replication and has been found to affect the balance of Th2 and 
Th1 cells, reduce proinflammatory cytokines, and modulate 
dendritic cell activation. Autologous hematopoietic stem-cell 
transplantation has been used in combination with cyclophos-
phamide. Cyclophosphamide can produce severe adverse effects 
including having carcinogenic and teratogenic potential.48

INTRAVENOUS IMMUNOGLOBULIN AND PLASMA 
EXCHANGE
Intravenous immunoglobulin (IVIG) and plasma exchange are 
used for significant MG exacerbations, with both therapies de-
signed to reduce levels of pathogenic antibody rapidly but with 
no effect on antibody production. In rare situations, patients are 
provided chronic treatment in order to avoid adverse effects of 
prednisone and immunosuppression, but remission would not 
be expected with such a treatment plan. IVIG has been con-
sidered to have multiple effects on the immune system, but the 
predominant effect is likely through anti-idiotype recognition 
and interference with antibody recycling through neonatal Fc 
receptor (FcRn) pathways. Improvement from IVIG infusion 
may be seen within days but is often on the order of weeks. 
Headache is common during and soon after infusion and some 
patients experience flu-like symptoms and mild rash. Rarely, 
thrombosis may occur, leading to pulmonary embolism, stroke, 
and myocardial infarction. Plasma exchange is performed 
with resins designed to remove proteins of certain molecular 
weights, particularly circulating antibodies. A total of no more 
than six exchanges are done with benefit observed at times after 
one exchange; however, patients may take 2 weeks to improve. 
Significant complications are related to the large-bore catheters 
used by some centers to perform exchanges. Plasma exchange 
and IVIG have similar efficacy, with IVIG having fewer adverse 
events.

ECULIZUMAB
Eculizumab was approved for use by the US Food and Drug 
Administration (FDA) for generalized AChR-antibody-posi-
tive MG in 2017. The drug is a monoclonal antibody directed 
against the C5 component of complement. From use in other 
complement-mediated diseases and MG, eculizumab has been 
found to have a good safety record, but does carry the poten-
tial risk of infection with capsulated bacterium, particularly 
meningococcus, leading to the requirement for appropriate 
pre-treatment vaccination. Rarely a patient may be treatment 
resistant because of a genetic variant of the C5 epitope to which 
it binds. Eculizumab also suffers from being an extremely ex-
pensive drug with a cost of several hundred thousand dollars 
per year in the United States. Clinical trials have shown benefit 
for use of eculizumab in AChR+MG patients.55 Eculizumab 
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has been the first therapeutic to be approved for treatment of 
MG through the FDA.

THERAPIES UNDER DEVELOPMENT
In the last decade there has been an explosion of therapeutic 
development for MG. There are several motivations for this, but 
the detailed understanding of key aspects of MG pathophysiolo-
gy, as described above, is the key driver, coupled with significant 
unmet need. For detailed and more expansive discussion please 
see reference Wang et al.48 Below we describe therapies that have 
been under evaluation.

REDUCING EFFECTOR ACTIVITY: MODERATION 
OF AUTOANTIBODY LEVELS AND COMPLEMENT 
INHIBITION
Inhibition of IgG recycling is the subject of two phase 3 trials. IgG 
molecules in circulation undergo endocytosis by endothelial cells, 
where the IgG binds the FcRn, and are then returned to the cir-
culation.56 Monoclonal antibodies against the FcRn disrupt FcRn-
IgG interaction, which results in IgG catabolism leading to a re-
duction of serum IgG levels, including pathogenic antibodies. The 
validation of complement inhibitor therapy has led to motivation 
to improve on eculizumab. A small-molecule inhibitor of C5, ad-
ministered as a daily subcutaneous injection, was found safe with 
a signal efficacy in a phase 2 study.57

MODERATING PROINFLAMMATORY SIGNALS
Focused moderation of proinflammatory signals has been a tar-
get of therapy with disappointing results. Etanercept, a TNF-α 
inhibitor, reduced steroid requirements in a small number of 
patients; however, some patients worsened with treatment. 
 Because of elevated BAFF, serum levels and its role in promot-
ing B-cell activation, as well as promising preclinical data, be-
limumab, an antibody directed toward BAFF, was initiated but 
failed to show an efficacy signal.58

Lymphocyte-Targeted Therapy
Nearly all B cells express the cell-surface antigen CD20. Ritux-
imab, a chimeric IgG1 monoclonal antibody that targets CD20, 
is commonly used in clinical practice, but to date there has not 
been a clinical trial to confirm its efficacy. A phase 2 trial for pa-
tients with AChR antibody-positive MG failed to show reduc-
tion of corticosteroid dose. In a prospective, non-randomized 
study of MuSK antibody-positive patients, rituximab reduced 
the prednisone dose together with clinical improvement. An-
tibody-producing cells are mostly CD20 negative and would 
not be directly affected by rituximab. Bortezomib and ixazomib 
are proteasome inhibitors used in the treatment of cancers of 
lymphocytic origin. Each has been assessed in animal models of 
MG with benefit and applied to other autoimmune diseases but 
has not moved to clinical testing. CD19-directed antibodies are 
also being considered for clinical trials in MG. With the central 
role of lymphocytes in autoantibody production one could ex-
pect a significant therapeutic benefit; however, the emergence 
of the COVID-19 pandemic leads to a significant concern of 
exacerbation of the severity of the infection and a poor response 
to vaccination, if used.

As described above, T cells drive the B-cell activity of MG. 
Abatacept is a drug composed of the extracellular domain of 

human cytotoxic T-lymphocyte-associated antigen 4 (CTLA-4) 
and a modified Fc region of human immunoglobulin leading 
to blockade of the co-stimulatory signal to activate T cells that 
is mediated by CD80/CD86. Abatacept inhibits T-cell activa-
tion, resulting in reduced levels of proinflammatory cytokines 
that are implicated in MG. Monoclonal antibodies targeting 
the CD40–CD40L interaction are undergoing clinical trials 
(NCT02565576). Antigen-presenting cells constitutively ex-
press CD40 on their surface. Activated CD4 T cells interact with 
CD40 through CD40L (CD154), leading to enhanced humoral 
immune responses. Preclinical studies have been positive.

Induction of Tolerance
Several preclinical studies have been performed to induce toler-
ance by administration by various routes of nonpathogenic por-
tions of the AChR. A phase 1b study of CV-MG-101 is underway. 
CV-MG01 is a combination of two synthetic peptides that comple-
ment the structure of the main immunogenic region of the AChR. 
The hope is for the exogenous peptide to induce anti-idiotypic and 
anti-clonotypic responses against binding sites of antigen receptors 
on autoreactive lymphocytes and reduce their activation. Stem-cell 
transplantation approaches have also been used in a limited num-
ber of patients to re-induce a state of tolerance as the new immune 
system repopulates. This is reserved for a small number of highly 
treatment-resistant patients and has had mixed results.

ON THE HORIZON
Future Directions for the Development of 
Immunomodulatory Therapies

Development of MG-specific immunotherapies based on immunopatho-
genic events:
• Molecular pathways driving autoantibody production
• B-cell-lineage inhibitors
• Anti-apoptotic markers on autoreactive B cells
• Aberrant microRNA expression
• Complement inhibitors targeted to the NMJ

FUTURE STUDIES
MG has long been considered to be among the best understood 
autoimmune disorders, fulfilling strict criteria of autoimmunity. 
With the discovery that autoantibodies drive its final effector 
mechanism, antibody removal approaches, such as plasma ex-
change, IVIG, and FcRn inhibition, have been applied as thera-
pies. Definition of complement destruction as a driver of NMJ 
injury spanned application of complement inhibitors for MG. 
Although these treatments can produce dramatic improvement, 
they also identify patients who remain treatment resistant and 
do not ultimately moderate autoantibody generation. Existing 
immunosuppressive therapies act broadly and also do not ef-
fectively eliminate production of autoantibodies. Although the 
presence of autoantibodies is a good biomarker for disease diag-
nosis, autoantibodies do not predict the response to treatment, 
disease progression, or disease severity. In order to improve 
therapeutic development, including reducing the time of clinical 
trial, improvement in biomarkers, and illuminating the defects 
leading to induction, as well as maintenance of autoantibody  
production, additional study will be required. Given the ad-
vances in the last decade we can hope that the next decade will 
bring the field closer to these discoveries.
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Multiple sclerosis (MS), a chronic inflammatory demyelinating 
disorder of the central nervous system (CNS), is the most frequent 
cause of nontraumatic neurologic disability among young adults 
in the Western Hemisphere. Although MS is widely considered 
a disease of North America and Europe, there is increasing evi-
dence that it is more common in other regions of the world than 
previously appreciated, including Asia and the Middle East. The 
median age of presentation is between 28 and 31 years, in part 
responsible for the disproportionately high social and economic 
toll of the disease. Furthermore, the incidence of MS is increas-
ing for unknown reasons. Fortunately, there have been dramatic 
advances in the treatment of relapsing forms of MS over the past 
20 years, spurred by the introduction of a growing number of 
disease-modifying therapies (DMTs), and more are actively un-
der development. These treatments significantly decrease the risk 
of future relapse and lesion formation. Consequently, the impli-
cations of a relapsing-remitting (RR) MS diagnosis have changed 
considerably in the span of a generation. Despite this success, sig-
nificant challenges remain. There is a dire need for more effective 
treatments that slow or halt disability accumulation in patients 
with progressive forms of MS, and for interventions that restore 
lost neurologic functions across MS subsets.

CLINICAL SUBSETS AND PHENOMONOLOGY

Relapsing-Remitting Multiple Sclerosis
In the majority of cases (85% to 90%), MS presents with a RR 
course, characterized by discrete episodes of neurologic dys-
function (relapses) separated by clinically quiescent periods 
(remissions). The frequency of relapses can vary widely between 
people with MS, as well as during different time periods of an 
individual’s disease course. Currently, no clinical features or 
biomarkers have been identified that are predictive of relapse 
rate. The signs and symptoms of relapses are also diverse and 
unpredictable, because lesions can form at any site in the CNS, 
spanning the cerebrum, brainstem, cerebellum, optic nerves, 
and spinal cord. The peripheral nervous system is spared.

MS lesions are visualized in CNS white matter via magnetic 
resonance imaging (MRI) (Fig. 66.1). Symptomatic lesions gen-
erally occur in locations where nerve fibers converge to subserve 
a common function. Typical presentations of RRMS include op-
tic neuritis with monocular visual deficits (secondary to lesions 
in the optic nerve); myelitis with weakness and numbness in the 
extremities, sometimes accompanied by incontinence (due to 
spinal cord lesions); and brainstem syndromes manifested by 
imbalance, tremor, double vision, slurred speech, or swallow-
ing difficulties. Serial MRI studies have demonstrated that the 

majority of MS lesions are actually clinically silent; redundant 
nerve fiber tracts are abundant, and large areas of cerebral white 
matter are committed to personality traits and cognitive skills. 
Consequently, CNS tissue damage may be inflicted surrepti-
tiously during clinical remissions, making MRI a more sensitive 
indicator of disease activity than the history or neurologic exam.

People with MS often recover function following a clinical 
relapse, partially or fully, particularly during the early clinical 
course. Old symptoms can temporarily reemerge when core 
body temperature is elevated due to infection, strenuous exercise, 
or environmental conditions. This unmasking of latent deficits, 
called the Uhthoff phenomenon, is a consequence of the physio-
logic slowing of axon signal propagation that normally occurs at 
high core body temperatures. In healthy individuals the degree 
of slowing has no clinical consequence, but in MS patients it may 
precipitate the decompensation of white matter tracts already 
compromised by demyelination and axonal drop out.

Secondary Progressive Multiple Sclerosis
During the course of RRMS, relapses decrease in frequency over 
time and sometimes disappear completely. In the vast majority 
of cases they are replaced by an insidious, gradual accumulation 
of disability, referred to as the secondary progressive (SP) stage. 
Progressive myelopathy, hemiparesis, and/or gait imbalance 
are common. Subcortical dementia is increasingly recognized 
as a feature of the disease. Longitudinal natural history studies 
conducted before DMTs were widely available found that the 
majority of RRMS patients transitioned to an SP stage within 15 
to 25 years of initial disease presentation. A 2010 epidemiologic 
study of MS patients in British Columbia found that the median 
time to secondary progressive multiple sclerosis (SPMS) onset 
was 21.4 years.1 Factors that are associated with both a shorter 
time to, and younger age at, evolution to SPMS include male 
gender, the presence of motor symptoms at clinical onset, and 
history of poor recovery from relapses. Previous longitudinal 
observational and retrospective cohort studies that investigated 
whether treatment with first-generation DMTs alters the time to 
reach SPMS yielded conflicting results. However, a prospective 
study of 517 patients actively treated with second-generation 
DMTs found that rates of worsening and evolution to SPMS 
were substantially lower when compared with earlier natural 
history studies of untreated patients.2

The cellular and molecular mechanisms underlying the 
conversion from an RR to an SP course are poorly understood. 
Some investigators have questioned the relevance of neuro-
inflammation during the SP stage and have evoked neuro-
degeneration (in the form of neuronal death, mitochondrial 
dysfunction of axons, wallerian degeneration, and gliosis) as 
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primarily responsible for the clinical deterioration that en-
sues following an initial period of immune-mediated damage.3 
Conversely, there is evidence of persistent immune dysregula-
tion in SPMS, although it may differ from RRMS with regard 
to the cytokine networks and leukocyte subsets involved, as 
well as the distribution of infiltrating cells within the CNS.4–6 
Previously, a number of DMTs that are therapeutically ben-
eficial in RRMS were found to be ineffective in slowing dis-
ability accumulation in SPMS.7 However, potent lymphocyte-
targeting therapies (cladribine and siponimod) were recently 
shown to curtail CNS tissue damage and clinical progression 
in subsets of individuals with SPMS, particularly those with 
ongoing or recent inflammatory activity (“active SPMS”), as 
indicated by superimposed clinical relapses and/or new T2 or 
enhancing lesion formation.8,9 The management of SPMS still 
largely involves alleviation of symptoms, optimization of re-
sidual functions, and prevention of complications.

Primary Progressive Multiple Sclerosis
Primary progressive multiple sclerosis (PPMS) is distinguished 
from SPMS by the absence of an antecedent RR phase. Oth-
erwise, the clinical features of SPMS and PPMS can be indis-
tinguishable. The most common clinical phenotype is spastic 
paraparesis, followed by cerebellar dysfunction, and hemiple-
gia. There are striking demographic differences between PPMS 
and RR/SPMS. PPMS tends to present at an older age (peaking 
in the fifth and sixth decades) than RRMS (which peaks in the 
third and fourth decades). Although RRMS occurs two to three 
times more frequently in females than males, in PPMS the sex 
ratio is closer to 50:50. The neuropathologic and radiologic fea-
tures of PPMS overlap extensively with those of SPMS, leading 
some investigators to conclude that PPMS and SPMS belong to 
the same disease spectrum. Familial clusters of MS that include 
members with PPMS and others with RR/SPMS, support that 
viewpoint. Possibly, analogous to SPMS, acute inflammatory le-
sions form during early stages of PPMS, prior to overt clinical 
progression, but happen to arise exclusively in clinically silent 

areas. Other investigators have argued that PPMS is a distinct 
disease entity driven initially and primarily by neurodegenera-
tive processes.3 This stance is supported by the general failure 
of first-generation immunomodulatory agents to attenuate the 
course of PPMS. Conversely, treatment with ocrelizumab, a B 
cell–depleting monoclonal antibody, delayed disability progres-
sion in a subset of relatively young subjects with PPMS.10 The 
positive trial of siponimod in active SPMS is reminiscent of the 
positive trial of ocrelizumab in PPMS.9 The pathogenesis of pro-
gressive MS, including PPMS, appears heterogeneous; the rela-
tive contributions of inflammation and neurodegeneration to 
clinical outcomes likely vary between patients.

A B

FIG. 66.1 (A) T2-weighted fluid-attenuated inversion recovery 
(FLAIR) magnetic resonance imaging (MRI) image of the brain 
of a multiple sclerosis patient showing hyperintense lesions lo-
cated in the periventricular and subcortical white matter. (B) T1-
weighted MRI image showing T1-black holes (arrows), indicative 
of profound axonal loss, and generalized atrophy with enlarged 
ventricles.

CLINICAL PEARLS
• Multiple sclerosis (MS) presents with a relapsing-remitting course in

the majority of cases (85%–90%).
• The symptoms and signs experienced by MS patients are diverse;

lesions can form at any site in the central nervous system, including
the optic nerves, cerebrum, brainstem, and spinal cord.

• The rate, severity, and symptoms of relapses are highly variable and
unpredictable.

• Most MS lesions form silently; magnetic resonance imaging scans
are a more sensitive gauge of disease activity than the history or neu-
rologic exam.

• Acute relapses tend to decrease in frequency over time and are typi-
cally replaced by a gradual accumulation of disability. This later phase
of disease is referred to as secondary progressive MS (SPMS).

• Less frequently, MS begins with a progressive course, referred to as
primary progressive MS (PPMS).

DIAGNOSIS
The McDonald criteria are the most widely used guidelines for 
diagnosing MS. Originally proposed by the International Panel 
on Diagnosis of Multiple Sclerosis in 2001, they were revised 
most recently in 2017 (Table 66.1).11 An MS relapse is “a clinical 
episode with patient-reported symptoms and objective findings 
typical of MS, reflecting a focal or multifocal inflammatory de-
myelinating event in the CNS, developing acutely or subacutely 
with a duration of at least 24 hours, with or without recovery, 
and in the absence of fever or infection.” RRMS is, by definition, 
a dynamic multifocal inflammatory demyelinating disease of 
the CNS. Therefore the demonstration of lesion dissemination 
in time and space is essential for diagnosis. Dissemination in 
space can be demonstrated by objective clinical evidence of in-
volvement of two or more sites in the CNS (based on neurologic 
exam and/or delayed latencies on evoked potential testing) or by 
the presence of T2-weighted MRI lesions in at least two of 
the  following areas in the CNS: periventricular, juxtacortical/ 
cortical, infratentorial, and spinal cord. The criterion for dis-
semination in time can be satisfied by either two or more distinct 
clinical relapses, one relapse followed by the interval appearance 
of a new lesion on serial MRI scans, or the simultaneous pres-
ence of gadolinium-enhancing (i.e., acute inflammatory) and 
nonenhancing MRI lesions. The presence of cerebrospinal fluid  
(CSF)-specific oligoclonal bands may substitute for clinical and/
or radiographic demonstration of dissemination in time.

When a patient has had one clinical attack typical of inflam-
matory demyelination, and the criterion for dissemination in 
time is not satisfied, the diagnosis is clinically isolated syn-
drome (CIS). The presence of two or more typical demyelin-
ating lesions on MRI, that do not localize with the presenting  



845CHAPTER 66 Multiple Sclerosis

neurologic deficit(s), substantially increases the risk that CIS will 
 convert to clinically definite MS in the following 5 to 10 years.  
With increased utilization of MRI, CNS lesions typical of demy-
elinating plaques may be incidentally discovered in an individ-
ual with no history of clinical exacerbations suggestive of CIS 
or MS. This condition has been termed radiologically isolated 
syndrome (RIS). In one study of 451 RIS subjects, 34% of indi-
viduals experienced an acute neurologic episode consistent with 
a demyelinating event, or progressive neurologic decline lasting 
at least 12 months, within a 5-year period from the first brain 
MRI study.12 Interestingly, of those who developed symptoms, 
9.6% fulfilled criteria for PPMS.

There are no clinical features or biomarkers that are patho-
gnomonic for MS; it is essential to rule out competing  diagnoses. 
The presence of unique oligoclonal bands and/or elevated im-
munoglobulin G (IgG) index in the CSF (indicative of primary 
antibody production in the CNS/intrathecal compartment) sup-
ports a diagnosis of MS. However, both findings are observed in 
a wide range of neuroinflammatory conditions, including sub-
acute sclerosing panencephalitis, neurosarcoidosis, Lyme dis-
ease, and systemic lupus erythematosus with CNS involvement.

A diagnosis of PPMS requires 1 year of disease progression 
independent of relapses, plus two of the three following crite-
ria: (i) at least one T2 hyperintense lesion in the periventricular, 
juxtacortical/cortical, or infratentorial regions; (ii) at least two 
T2-hyperintense spinal cord lesions, and (iii) the presence of 
oligoclonal bands on CSF analysis.

RISK FACTORS

Genetic Risk Factors
A monozygotic twin whose co-twin has MS has a 20% to 30% 
risk of developing the disease, and the corresponding risk for a 
dizygotic twin is 2% to 5%. The incidence of MS in the general 
population is approximately 0.1%. The risk of MS drops with in-
creasing genetic distance, suggesting genes play a significant (but 
incomplete) role in determining MS susceptibility. The human 
leukocyte antigen (HLA) region of chromosome 6p 21.3 repre-
sents the strongest MS susceptibility locus genome wide and has 
been implicated in all ethnic populations thus far studied. It ac-
counts for up to 10.5% of genetic variance underlying risk.13 The 
primary signal maps to the HLA-DRB1 gene in the class II seg-
ment of the locus (in particular the variant HLA-DRB1*15:01), 
implicating a role of CD4 T-cell responses in MS pathogenesis.14 
A class I variant (implicating CD8 T-cell responses), HLA-A*02, 
has been associated with protection from MS.14 Genome-wide 
association studies (GWAS) have revealed more than 100 non-
HLA susceptibility loci, each of which contributes a small amount 
to MS risk. Strikingly, most of these map to regions containing 
genes implicated in immunologic, rather than neuronal or glial, 
pathways. Genes involved in T helper (Th) cell differentiation 
are overrepresented, including the interleukin (IL)-2 receptor 
α chain and the IL-7 α chain, which modulate T-cell prolifera-
tion and survival. More than one-third of the MS susceptibility 
loci overlap with regions previously identified in GWAS of other 
autoimmune diseases, including celiac disease, type 1 diabetes, 
rheumatoid arthritis, and/or inflammatory bowel disease. To-
gether these data provide support for a primary immunologic, 
as opposed to neurodegenerative, etiology of MS. An unresolved 
question is whether genetic variants affect the clinical course of 
RRMS, including such features as relapse rate or severity, and 
time to conversion to the SP stage. Genetic variants have yet to be 
identified that are predictive of responsiveness to DMT. Epigen-
etic modifications are a growing area of interest.

Environmental Risk Factors
Twin concordance rates in MS have been used to highlight the 
importance of heredity in MS susceptibility. Paradoxically, the 
same data can be used to argue for the importance of environ-
mental influences; more than 70% of monozygotic twins of in-
dividuals with MS do not develop the disease. Despite arduous 
attempts, no convincing evidence has been produced for ge-
netic, epigenetic, or transcriptome differences that explain MS 
discordance among monozygotic twin pairs. The risk of MS ap-
pears to be predicated on a complex interplay between genetic 
and environmental factors.

Geographic Prevalence Patterns
One of the most convincing illustrations of the impact of the 
environment on the development of MS is its geographic dis-
tribution. The prevalence of MS is highest in the Scandinavian 
countries, Canada, and Scotland and lowest in the equatorial re-
gions. Kurtzke and colleagues described a latitudinal gradient in 
MS prevalence across the United States, peaking in the North-
ern states and gradually declining towards the South.15 Similar 
latitudinal gradients have been observed in Europe, Australasia, 
and Japan. Prepubescent children who migrate assume the risk of 
their adopted country, whereas adults carry forward the risk of 
the location where they spent their childhood. An environmental 

TABLE 66.1 Revised McDonald Criteria 
for Diagnosis of Relapsing-Remitting  
Multiple Sclerosis (in a patient presenting 
with a clinical attack)

Num-
ber of 
Clinical 
Attacks

Number of 
Lesions With 
Objective Clinical 
Evidencea

Additional Data Needed 
for Diagnosis

≥2 ≥2 None
≥2 1, with clear-cut 

historical evidence 
of a previous attack 
involving a distinct 
neuroanatomic 
location

None

≥2 1 Dissemination in space (an 
additional clinical attack impli-
cating a different CNS region 
or by MRI)

1 ≥2 Dissemination in time (an 
additional clinical attack or a 
new T2-hyperintense lesion or 
gadolinium-enhancing lesion 
on subsequent MRI)

or
CSF-specific oligoclonal bands

1 1 Dissemination in space
and
Dissemination in time or CSF-

specific oligoclonal bands

aObjective clinical evidence includes an abnormality on neurologic examination, MRI, 
optical coherence tomography, or evoked potential testing, corresponding to the 
neuroanatomic location suggested by the clinical attack.
CNS, Central nervous system; CSF, cerebrospinal fluid; MRI, magnetic resonance 
imaging.
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IL-10, and transforming growth factor-β (TGF-β), have been 
implicated in the protection. Several small prospective stud-
ies showed that MS patients naturally infected with different 
species of parasitic worms had a milder disease course and 
lower MRI inflammatory activity than uninfected patients.21 
Antiparasite treatment was associated with exacerbation of 
MS. Mechanistic substudies suggest that parasites modulate  
MS disease activity by boosting the frequency of IL-10 and 
TGF-β–producing regulatory T and/or B cells.

Obesity
Early adulthood obesity, measured by elevated body mass index 
(BMI), confers an approximately twofold increased risk of MS.14 
Obesity in girls is associated with an increased risk of pediatric 
MS or CIS. Higher weight in adolescence and young adulthood 
is associated with an earlier age at the onset of MS. A mende-
lian randomization analysis of large GWAS for MS and BMI, 
respectively, found that one standard deviation increase in ge-
netically-determined BMI conferred a 41% increase in the odds 
of MS.22 A number of theories have been proposed for a mecha-
nistic link between obesity and MS risk. First, obesity is known 
to cause a systemic proinflammatory state, possibly mediated by 
adipose-derived hormones that create a milieu conducive to the 
differentiation and/or activation of autoimmune effector cells. 
Alternatively, there is evidence that genetically elevated BMI 
decreases 25-hydroxyvitamin D levels. It is unknown if obesity 
influences MS disease course.

Cigarette Smoking
A substantial body of literature indicates that cigarette smok-
ing increases the risk of MS. A meta-analysis revealed a dose– 
response relationship between cigarette pack-years and MS risk.23 
Based on data collected from the Swedish National MS Regis-
try, it was estimated that each additional year of smoking after 
diagnosis accelerates the time to conversion to SPMS by 4.7%; 
the association between cigarette smoking and risk of conversion 
from RRMS and SPMS has borne out in meta-analysis.24 There 
is growing evidence that passive exposure to smoking may be a 
risk factor for MS, although data are mixed. Cigarette smoking 
may interact with HLA and other genetic variants to increase MS 
risk.14 It is postulated that cigarette smoking promotes an inflam-
matory environment in the respiratory system, stimulates autore-
active lymphocytes via cross-reactivity, and promotes breakdown 
of the blood-brain barrier (BBB). Cigarette smoking may have 
direct toxic effects on neurons and/or glia.

Sex Hormones
Similar to other autoimmune diseases, MS prevalence is higher 
among women (2:1 to 3:1), but men with MS often have a worse 
prognosis.25 MS relapse rates decline during pregnancy, particu-
larly in the third trimester, and rebound in the first 3 months 
postpartum before returning to the prepregnancy rate. Parity 
may impact the risk of MS. These observations have led to the 
hypothesis that certain female sex hormones may play a protec-
tive role in RRMS. Estriol is an estrogen unique to pregnancy. 
Synthesized by the fetal–placental unit, estriol reaches its high-
est levels in the last trimester. A randomized, double-blinded, 
placebo-controlled phase 2 trial of estriol in combination with 
glatiramer acetate (GA) versus placebo plus GA showed a re-
duction in the annualized relapse rate at 2 years in the estriol-
treated group.26 Animal model studies indicate that estrogens, 
including estriol, have antiinflammatory and neuroprotective 

agent encountered in childhood that acts as a predisposing factor 
for the development of MS later in life has yet to be identified.

Vitamin D
Vitamin D modulates multiple components of the adaptive and 
innate immune responses, likely suppressing autoimmune in-
flammation. The discovery of a protective role of vitamin D in 
MS may explain, in part, the geographic distribution of MS. Ul-
traviolet light catalyzes the conversion of vitamin D to its bioac-
tive form, and the prevalence of MS is highest in regions with 
relatively low annual sunlight exposure. In a large prospective 
study, the risk of MS decreased with increasing serum levels 
of 25-hydroxyvitamin D.16 Therefore interventions that raise 
the level of 25-hydroxyvitamin D might have a prophylactic  
protective effect on healthy individuals who are predisposed to 
develop MS, such as the first-degree relatives of MS patients. 
Numerous independent prospective studies have found an in-
verse relationship between dietary or supplemental vitamin D 
intake in adults and future risk of MS. There is accumulating 
evidence that low serum 25-hyroxyvitamin D levels and low di-
etary vitamin D intake during pregnancy increase the risk of 
MS in the offspring. Prospective and retrospective studies have 
found an association between higher levels of 25-hydroxyvita-
min D and lower risks of relapse and radiologic disease activity 
in individuals with established MS.16 Multiple add-on studies 
examining vitamin D supplementation support a beneficial  
effect on MS disease activity. A randomized controlled trial of vi-
tamin D supplementation in RRMS is currently underway in 16 
academic centers (ClinicalTrials.gov identifier: NCT01490502).

Infection
Another prognostic factor for development of MS is primary in-
fection with Epstein-Barr virus (EBV) as an adult, indicated by 
emergence of EBV-specific IgM antibodies in the serum.17 The 
odds of MS risk are estimated to be more than 10 times higher 
among EBV-positive than EBV-negative persons. EBV infection 
could promote MS pathogenesis via “molecular mimicry,” in 
which a microbial epitope shares sequence similarities with a self-
peptide (see Chapter 51). T-cell receptors (TCRs) that cross-react 
with structurally homologous EBV and myelin antigens have 
been discovered in the 1 peripheral CD4 TCR repertoire of indi-
viduals with MS.18 Peripheral CD4 T cells that express such cross-
reactive TCRs could be activated during EBV infection, enabling 
them to cross the blood–brain barrier (BBB), encounter their 
cognate myelin antigen within the CNS white matter, and initiate 
MS lesion formation. An alternative theory involves CNS infiltra-
tion by EBV-infected B cells. B cells expressing EBV messenger 
RNA and proteins have been detected in meningeal follicle-like 
structures and inflamed cortical lesions in SPMS brain tissue.19 
EBV-driven expansion and activation of meningeal B cells could 
potentially contribute to the formation of the follicle-like struc-
tures, which have been associated with large subpial cortical MS 
lesions and a more aggressive clinical course.6

Although infectious agents such as EBV have been implicat-
ed in MS pathogenesis, other pathogens may have a therapeutic 
effect. Cytomegalovirus (CMV) seropositivity has been associ-
ated with reduced risk of MS.14 It has been proposed that, in 
addition to high levels of sunlight exposure, endemic helminth 
infection is one of the factors responsible for the low prevalence 
of MS in tropical regions. Infection with helminths is protective 
in animal models of MS.20 Regulatory B cells, Th2 cells, and/
or eosinophils and immunosuppressive cytokines, such as IL-4,  
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effects through engagement of estrogen receptors expressed on 
leukocytes and CNS-resident cells, respectively.

Testosterone has neuroprotective effects in animal models of 
MS, and decreased testosterone levels in males with MS were 
reported to be associated with disability. In a small open-label 
phase 2 clinical trial, testosterone treatment appeared to arrest 
gray matter (GM) loss (and even to reverse GM atrophy in the 
right frontal cortex), as quantified using voxel-based morphol-
ogy, in 10 male patients with MS.27

Microbiome
Commensal microorganisms of the intestines (gut microbiota) 
influence immune homeostasis, possibly playing a role in auto-
immune disease. Germ-free mice (wild-type mice treated with 
oral antibiotics to eliminate commensal bacteria) are relatively 
resistant to the induction of experimental autoimmune enceph-
alomyelitis (EAE), the most widely used animal model of MS.28 
Germ-free mice that are colonized with segmented filamentous 
bacteria or that received fecal transplants from MS patients 
develop EAE.29 Collectively, these observations have led to the 
contention that specific microbiota promote encephalitogenic 
T-cell responses, via expression of bacterial proteins that cross-
react with myelin antigens or production of metabolites that 
drive effector T-cell polarization. Certain microbial products 
could cross the BBB and activate glial cells. The majority of pub-
lications on the MS microbiome have found no major difference 
in gut microbiota diversity between MS cases and controls.30 
However, subtle taxonomic differences have been detected, with 
consistent patterns emerging across studies. In some studies, 
exposure to immunomodulatory drugs was associated with in-
dividual taxonomic differences. Of note, these studies were gen-
erally too small to adequately assess potential effect modifiers. 
Several larger studies are ongoing.

PATHOLOGIC FEATURES OF MULTIPLE SCLEROSIS

White Matter Lesions

The hallmark of MS pathology is the focal demyelinated lesion, 
or “plaque,” present in the white matter of the optic nerves, 
brain, and spinal cord. Acute lesions are invariably associated 
with focal breakdown of the BBB and perivascular inflamma-
tory infiltrates. MS infiltrates are dominated by T cells (with 
a relatively high CD8:CD4 ratio) and myeloid cells (blood-
derived monocytes/macrophages and activated microglia). 
Macrophages/monocytes and activated microglia are spatially 

associated with disintegrating myelin sheaths and they actively 
take up myelin debris. Oligodendrocyte apoptosis and loss var-
ies widely between lesions. Frequent sites of lesion formation 
include the subcortical and periventricular cerebral white mat-
ter, middle cerebellar peduncles, and posterior columns of the 
cervicothoracic spinal cord. In the brain, infiltrates frequently 
follow the course of pericallosal venules, resulting in “Dawson 
fingers,” which are oblong lesions oriented perpendicular to the 
long axes of the lateral ventricles (Fig. 66.2).

Classic actively demyelinating plaques are primarily seen 
during the RR stage of disease and generally drop in frequency 
with increasing disease duration. Lesions more typical of pro-
gressive forms of MS have been termed “chronic active” or smol-
dering, and “chronic silent” or inactive. Chronic active plaques 
are distinguished by a rim of activated microglia and deposits 
of complement at the lesion edge, surrounding a hypocellular 
and gliotic core. They are slowly expansive as a consequence of 
active demyelination at the lesion edge. In contrast, chronic si-
lent plaques have a sharp border. Other characteristics of silent 
plaques include prominent loss of oligodendrocytes and axons, 
pronounced astrogliosis, and a paucity of macrophages and ac-
tivated microglia. Immunopathologic changes in the so-called 
normal-appearing white matter (NAWM), outside of plaques, 
are pervasive in progressive MS but have also been observed  
in RRMS. These changes consist of diffuse axonal injury and  
microglial activation, as well as scattered lymphocytes.

MS is widely classified as a demyelinating disorder. This is 
due to the fact that a large number of the nerve fiber segments 
traversing plaques demonstrate myelin loss with relative axo-
nal sparing. However, it is now recognized that axonopathy also 
occurs and is, in fact, an early and prominent feature of acute 
MS lesions. Axonal damage results in dysmorphic mitochon-
dria, focal swellings, fragmentation, and frank transections with 
terminal bulbs at the stumps. Mitochondrial abnormalities and 
focal swellings have been observed in fully myelinated axons 
within MS lesions, suggesting that they can occur indepen-
dent of demyelination.31 In animal models of MS, axons with  

FIG. 66.2 A postgadolinium T1-weighed magnetic resonance im-
age of the brain showing Dawson fingers (arrows).

KEY CONCEPTS
Risk Factors

• The risk of multiple sclerosis (MS) is determined by a combination of
genetic and environmental factors.

• The majority of MS susceptibility loci map to regions containing genes 
implicated in immunologic pathways, including human leukocyte an-
tigen (HLA) class II molecules, the interleukin (IL)-2 receptor and the
IL-17 receptor.

• Relapse rates decline during the third trimester of pregnancy, in as-
sociation with high serum levels of estriol.

• Environmental risk factors include low vitamin D levels, exposure to
the Epstein-Barr virus as an adult, cigarette smoking, and childhood
obesity. 
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abnormal mitochondria are restricted to areas of immune in-
filtration, and progressive axonal changes correlate with the 
density of infiltrates.31 Hence it is likely that the axonal damage 
is directly mediated by direct contact with inflammatory cells. 
Although demyelination can be reversed to some extent by re-
myelination, axonal transection is irreversible. Clinic-patholog-
ic investigations have found that permanent motor disability 
in MS correlates with loss of corticospinal tract axons more so 
than with degree of demyelination.

Gray Matter Lesions
MS was traditionally considered a white matter disease. It is 
now established that the gray matter (GM) is affected as well. 
Three types of cortical lesions have been described: leukocor-
tical (which span the gray and white matter), intracortical, 
and subpial. All of these lesions show demyelination and oli-
godendrocyte loss, microglial activation, neuritic transections, 
neuronal death, and reduced presynaptic terminals. Subpial le-
sions are the most common. They can cover long distances of 
the cortical ribbon and usually extend to cortical layer III or 
IV. Cortical lesions are not visible on conventional MRI scans
and require special staining to be appreciated in CNS tissue sec-
tions. This explains why they were not recognized as common 
features of MS until recently. In fact, cortical demyelination and 
GM atrophy are evident from the earliest stages of disease, even 
before a clinically definite diagnosis can be made, and continue 
to advance at an increasing rate throughout the disease course. 
Extensive cortical demyelination is evident in the forebrain and 
cerebellum during progressive MS. GM atrophy in individuals 
with MS correlates strongly with cognitive deficits and clinical 
disability.32

Meningeal Inflammation
White blood cell counts tend to be within normal limits or only 
slightly elevated in the CSF of most patients with MS. None-
theless, there is growing recognition that low-grade diffuse 
meningeal inflammation, as well as focal perivascular menin-
geal inflammation, are common. Meningeal inflammation is 
most prominent in progressive forms of MS but is prevalent 
in early MS as well. The meningeal infiltrates are topographi-
cally associated with cortical lesions. Lymphoid follicle-like 
structures, composed of proliferating B cells, T cells, and fol-
licular dendritic cells, have been observed in up to 40% of au-
topsied brains from individuals with SPMS.6 In almost every 
case the follicles reside in deep sulci and abut an underlying 
subpial lesion, suggesting that toxic factors are released by the 
inflammatory cells and diffuse into the brain parenchyma. The 
presence of lymphoid follicles has been associated with a more 
severe clinical course, shorter disease duration, and younger 
age at death.

IMMUNOPATHOGENESIS

Animal Models of Multiple Sclerosis
According to the current dogma, MS is an autoimmune disease 
mediated by CD4 T cells reactive against myelin antigens. The 
identification of HLA class II, IL-2Rα, and IL-7Rα as MS genetic 
susceptibility loci is consistent with a role of CD4 T cells in MS 
pathogenesis. An autoimmune etiology is further supported by 
the animal model, experimental autoimmune encephalomyeli-
tis (EAE). EAE is a multifocal inflammatory demyelinating dis-
ease of the CNS that has striking histologic and clinical similari-
ties to MS (Figs. 66.3 and 66.4). It has been  induced in a wide  
variety of mammalian species (including nonhuman primates, but 
most commonly in rodents) by vaccination against MHC class II- 
restricted myelin epitopes. EAE can be transferred from myelin-
vaccinated mice to syngeneic naïve hosts with purified CD4  
T-cell lines or clones. These encephalitogenic myelin-specific CD4 
T cells invariably fall within the Th1 or Th17 lineage and produce 
the proinflammatory cytokines interferon (IFN)-γ and IL-17, re-
spectively, in response to antigenic stimulation (see Chapter 11).33  
Both Th1 and Th17 cells produce granulocyte–macrophage  
colony-stimulating factor (GM-CSF), a monocyte mobilizing and 
growth factor that plays a critical role in many models of EAE. 
Upon activation in the periphery, myelin-reactive CD4 T cells 
upregulate adhesion molecules and chemokine receptors, thereby 
acquiring the ability to cross the BBB. After infiltrating the CNS, 
they are reactivated by local antigen-presenting cells (APCs), 
such as perivascular macrophages or microglia, which constitu-
tively express surface MHC class II molecules bound to myelin 
peptides. GM-CSF, as well as other Th1 and/or Th17 cytokines, 
are subsequently released in situ and initiate an inflammatory 
cascade, resulting in the production of chemokines, mobilizing 
factors, and vasoactive substances, upregulation of adhesion mol-
ecules on cerebrovascular endothelium, and, consequently, the 
recruitment of myeloid cells and lymphocytes from the circula-
tion to the nascent plaque. GM-CSF may drive the differentia-
tion of infiltrating monocytes and CNS-resident microglia into 
CD11c+ dendritic cells, which are among the most potent APC. 
Adoptive transfer studies with labeled donor T cells have dem-
onstrated that the myelin-specific T cells remain clustered in the 
perivascular space throughout lesion development. A secondary 
wave of myeloid cells infiltrates deep into the CNS white matter, 
associates with nodes of Ranvier, and directly inflicts damage to 
the myelin sheath and axons (see Figs. 66.3 and 66.4).31

Immune Dysregulation in Patients With Multiple 
Sclerosis
Studies on the frequency of myelin-reactive T cells in MS pa-
tients are conflicting; some investigators report a significantly 
higher incidence of myelin-specific peripheral blood mono-
nuclear cells (PBMCs) in individuals with MS compared with 
age- and gender-matched healthy controls (HC), whereas others 
report no significant difference.5 Many of the earlier studies that 
found no differences between patients and HC used proliferation 
as a measure of T-cell reactivity and nonhuman myelin proteins 
for antigenic stimulation. In contrast, several laboratories have 
found that untreated RRMS patients have increased frequencies 
of PBMC that produce IFN-γ or IL-17 in response to ex vivo 
challenge with human myelin basic protein (MBP), human pro-
teoplipid protein (PLP), or their constituent peptides.4,34 IFN-γ 

KEY CONCEPTS
Pathology
• The hallmark of multiple sclerosis (MS) pathology is the focal demy-

elinated lesion, or “plaque,” with perivascular inflammatory infiltration
and focal blood–brain barrier breakdown.

• Axonopathy is an early and prominent feature of acute MS lesions.
• Central nervous system damage includes demyelination, oligodendro-

cyte apoptosis and loss, and axonal swellings and transections.
• Gray and white matter are both affected.
• The pathologic features of MS are heterogeneous and evolve over time. 
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responses to PLP peptides correlated with level of clinical dis-
ability.34 T cells that coexpress IL-17 and IFN-γ T cells were iden-
tified in brain tissue of MS patients, and circulating lymphocytes 
obtained from MS patients were found to have an increased 
propensity to differentiate into IL-17/IFN-γ double producers.35 
IL-17/IFN-γ coexpressing T cells, and IL-17–producing T cells 
that convert into IFN-γ producers (so-called ex-Th17 cells), have 
been implicated in the pathogenesis of some EAE models.

There is an increasing appreciation that the cytokine dys-
regulation that occurs during EAE and MS is heterogeneous. 

Hence clinically identical forms of EAE can be induced with 
stable murine Th1 or Th17 cells independently.36 Subsets of MS 
patients were recently identified that consistently mounted ei-
ther IFN-γ– or IL-17–skewed responses to human MBP over 
the course of a year, while others exhibited mixed or oscillating 
responses.33 Diversity in the immune pathways that drive MS 
pathology holds important implications for the development of 
a more personalized approach to the management of patients in 
the future. Indeed, Th1- and Th17-mediated forms of EAE show 
different patterns of responsiveness to the same immunomodu-
latory drugs.36

Perhaps the strongest evidence of an autoimmune basis of in-
flammatory demyelination in humans comes from clinical trials of 
immunomodulatory agents. RRMS patients were treated with an 
altered peptide ligand (APL) of MBP with the intention of toleriz-
ing MBP-reactive T cells or deflecting their differentiation towards 
an immunosuppressive, regulatory, or an innocuous Th2 pheno-
type. Unexpectedly, administration of the APL was temporally as-
sociated with expansion of circulating MBP-reactive Th1 cells and 
clinical worsening in a subgroup of patients.37 In contrast, as will 
be discussed in detail later, drugs that impede lymphocyte traffick-
ing to the CNS or deplete lymphocytes from the periphery reduce 
MS relapse rates and the accumulation of MRI lesions.

DISEASE-MODIFYING THERAPIES
Prior to 1993, corticosteroids were the only class of drugs rou-
tinely used to treat MS. Corticosteroids accelerate the rate of 
recovery from acute exacerbations, but there is little evidence 
they alter ultimate clinical outcomes or prevent subsequent 
disease activity. The US Food and Drug Administration (FDA) 
approved IFN-β-1b (Betaseron) in 1993 for the management 
of RRMS, beginning a new era in MS therapeutics. A host of 
additional DMT have since been approved, all of which signifi-
cantly reduce the annualized relapse rate (ranging from 25% 
to perhaps 80%), and the frequency of gadolinium-enhancing 
(acutely inflamed) MRI lesions. The introduction of DMT has 
represented a major advance in the treatment of individuals 
with RRMS and has had a profound impact by mitigating mor-
bidity and enhancing quality of life.

Recombinant Interferon Beta
IFN-β is a type I IFN with potent antiviral properties and pleio-
tropic effects on the innate immune system. Recombinant IFN-β 
was first trialed in MS based on the contemporaneous theory 
that the disease was caused by an active viral infection of the 
CNS. Recombinant IFN-β therapy was serendipitously found to 
significantly reduce annualized MS relapse rates. It is manufac-
tured as five different commercial products, all of which are self-
administered by either subcutaneous or intramuscular injection. 
There are two distinct structural forms. IFN-β-1a is produced in 
mammalian cells and has the same sequence as the naturally oc-
curring compound, whereas IFN-β-1b is produced in modified 
Escherichia coli and has a Met-1 deletion and a Cys-17 to Ser 
mutation. IFN-β-1a is glycosylated, and IFN-β-1b is nonglyco-
sylated. Studies of the efficacy of IFN-β in RRMS have yielded 
remarkably consistent results across different formulations of 
the drug. In multiple randomized, double-blinded placebo-
controlled trials, IFN-β therapy reduced annual relapse rates by 
20% to 35%.38 However, approximately 30% of MS patients do 
not respond. Recent trials of novel DMT have used IFN-β as an 
active comparator. The mechanism of action of IFN-β in MS has 

FIG. 66.3 A mouse with experimental autoimmune encephalo-
myelitis (EAE) (arrow) and a healthy litter mate. The mouse with 
EAE has a limp tail and hind limb weakness.

FIG. 66.4 Immunofluorescent histology of spinal cord sections 
from a mouse with experimental autoimmune encephalomyeli-
tis (EAE) (left) and a healthy control (right). White matter tracks 
were stained with a monoclonal antibody specific for myelin ba-
sic protein (green). The nuclei of inflammatory cells are stained 
with 4’,6-diamidino-2-phenylindole (DAPI) (blue). The arrows 
point to areas of demyelination. MBP, Myelin basic protein.
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not been definitively elucidated. Proposed mechanisms include 
induction of the immunosuppressive cytokine IL-10, inhibition 
of pathogenic Th17 cells, and stabilization of the BBB via direct 
effects on cerebrovascular endothelium.

Glatiramer Acetate
GA is composed of a mixture of polypeptides of different lengths 
and sequences, synthesized by the randomized polymerization 
of four amino acids (glutamic acid, lysine, alanine, and tyro-
sine), and is administered subcutaneously. These are the most 
prevalent amino acids in MBP, a candidate autoantigen in MS. 
It was originally thought that GA would act as a competitive an-
tagonist of MBP peptides for binding to MHC class II molecules 
on APC. Subsequent mechanistic studies did not support that 
theory. Alternative hypotheses include immune deviation of 
myelin-reactive T cells from a destructive Th1 to an innocuous 
Th2 phenotype, increase in frequency and function of FOXP3+ 
regulatory CD4 T cells or regulatory CD8 T cells, and induction 
of antiinflammatory type II monocytes. A pivotal trial of GA 
versus placebo in 1995 demonstrated a mean reduction in the 
relapse rate of approximately 30%.38

Teriflunomide
Teriflunomide is an oral pyrimidine synthesis inhibitor ap-
proved for relapsing forms of MS. It is the active metabolite of 
leflunomide, which has been used for years in the treatment of 
rheumatoid arthritis. Teriflunomide has broad immunosup-
pressive effects, including a cytostatic effect on proliferating T 
and B lymphocytes. In a pivotal phase 3 trial, teriflunomide re-
duced annualized relapse rate by 31% compared with placebo.38

Dimethyl Fumarate and Diroximel Fumarate
Dimethyl fumarate (DMF) is the methyl ester of fumaric acid. 
Prior to being tested as a DMT in MS, DMF was used as a bio-
cide in furniture and shoes to prevent the growth of molds dur-
ing storage or transport. A combination of DMF and three other 
fumaric acid esters was marketed in Germany as a treatment 
for psoriasis. In two phase 3 trials, oral DMF was demonstrated 
to decrease the annualized relapse rate of adults with RRMS 
by approximately 34% to 50% compared with placebo.39 DMF 
therapy is often associated with lymphopenia, but therapeutic 
efficacy does not appear to be inversely related to lymphocyte 
counts. In the postmarketing setting, several cases of progressive 
multifocal leukoencephalopathy (PML), a rare viral infection of 
the brain caused by the JC virus, were reported in patients tak-
ing DMF who had persistent lymphopenia. The mechanism by 
which DMF suppresses MS disease activity remains unclear.

The most common side effects of DMF are flushing and gas-
trointestinal upset. Diroximel fumarate, a novel oral fumarate 
that causes less gastrointestinal adverse effects than DMF, was 
recently FDA approved for the treatment of relapsing forms of 
MS. DRF undergoes rapid cleavage in the gut to monomethylfu-
marate, the same pharmacologically active metabolite as DMF.

Fingolimod and Siponimod
During homeostasis, sphingosine-1-phosphate (S1P)-1-signaling 
drives lymphocyte egress from lymph nodes into the bloodstream. 
Fingolimod is an orally administered S1P1 receptor modulator 
that effectively traps myelin-specific T cells in lymph nodes so that 
they cannot reenter the circulation and gain access to the CNS. 
In a 24-month randomized, double-blinded placebo-controlled 
trial, fingolimod was shown to reduce annualized relapse rates by 

50%.38 In a phase 3 randomized, double-blind, placebo-controlled 
trial, fingolimod did not slow disease progression in patients with 
PPMS. Fingolimod does not distinguish between pathogenic and 
protective lymphocytes, and a number of opportunistic infections 
have emerged as complications of the treatment. Patients taking 
fingolimod are susceptible to herpes virus infections, particularly 
shingles. Consequently, patients are screened for immunity to var-
icella zoster before commencing treatment. In the postmarketing 
setting, PML and cryptococcal meningitis have been reported in 
fingolimod-treated patients with no, or only distant, prior expo-
sure to immunosuppressive drugs. Other potential side effects of 
fingolimod include macular edema, bradycardia, and atrioventric-
ular block, which may be secondary to cross-binding of the drug 
to the S1P1, S1P2, and S1P3 receptors in the cardiovascular system 
and on retinal endothelial cells.

Siponimod is a selective S1P receptor modulator (S1P1 and 
S1P5); this selectivity confers low risk of bradycardia and atrio-
ventricular block when the drug is appropriately titrated, while 
still reducing the risk of relapse and new lesion accumulation 
in patients with RRMS. In a phase 3 double-blind, placebo-
controlled trial in SPMS, siponimod was found to significantly  
reduce risk of confirmed disability progression at 3 and 6 
months.9 Secondary analyses suggested that patients who expe-
rienced relapses in the 2 years prior to enrollment were prefer-
entially responsive to siponimod. Siponimod is labeled for use 
in relapsing forms of MS, including active SPMS.

Cladribine
Cladribine is a synthetic purine analogue that preferentially 
depletes peripheral B and T lymphocytes.38 This preferential 
effect on B and T cells owes to relatively higher levels of de-
oxycytidine kinase, an enzyme necessary for conversion of the 
prodrug to its active form, in these cells. Intravenous cladribine 
is used for treatment of hairy cell leukemia. Oral cladribine is 
approved for treatment of RRMS and active SPMS; dosing is 
weight based and consists of repeated short courses. This dosing 
strategy intentionally induces lymphopenia and then allows for 
immune reconstitution. In a phase 3 placebo-controlled trial, 
oral cladribine reduced annualized relapse rate by approximate-
ly 58%; nearly 80% of patients remained relapse free at 96 weeks. 
Potential adverse effects include severe lymphopenia, infection 
(specifically herpes zoster), teratogenicity, and malignancy.

Natalizumab
Natalizumab is a humanized monoclonal antibody against the 
cell adhesion molecule α4-integrin, which is widely expressed 
on lymphocytes and monocytes. Natalizumab is believed to 
mediate its ameliorative effects in RRMS by blocking interac-
tions between the very late antigen (VLA)-4 (a heterodimer 
composed of the α4-and β1-integrin chains) on leukocytes with 
its cognate ligand, vascular cell adhesion molecule (VCAM)-1, 
on cerebrovascular endothelial cells. VLA-4/VCAM-1 interac-
tions are required for the passage of lymphocytes and mono-
cytes past the BBB. In a phase 3 placebo-controlled trial, natali-
zumab reduced the relapse rate at 1 year by 68% and the number 
of gadolinium-enhancing MRI lesions at both 1 and 2 years by 
more than 90%.39 The most serious complication of natalizumab 
treatment is PML; there have been more than 700 reported cas-
es. Factors that increase the risk of natalizumab-associated PML 
include JC virus seropositivity, duration of treatment more than 
2 years, and prior exposure to immunosuppressive drugs (e.g., 
cyclophosphamide, azathioprine, or mycophenolate mofetil).
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Alemtuzumab
Alemtuzumab is a humanized anti-CD52 monoclonal anti-
body that globally depletes circulating T and B lymphocytes via 
antibody-dependent cell-mediated cytotoxicity, complement-
dependent cytolysis, and induction of apoptosis. CD52 is pri-
marily expressed on the cell surface of T and B lymphocytes, but 
it is also expressed at lower levels on macrophages, eosinophils, 
and natural killer (NK) cells. Hematopoietic stem cells do not 
express CD52, allowing the subsequent repopulation of circulat-
ing lymphocyte pools following alemtuzumab treatment, which 
occurs at variable rates between lymphocyte subsets. Reconsti-
tuted circulating T-cell pools have been found to be enriched 
in CD4+CD25highCD127lowFOXP3+ regulatory T cells that might 
be responsible, in part, for the long-lasting therapeutic effect of 
alemtuzumab, which has been observed in some individuals. 
In a 2-year, rater-masked, randomized controlled phase 3 trial, 
previously untreated RRMS patients were randomly allocated to 
receive intravenous alemtuzumab or subcutaneous IFN-β-1a.38 
Alemtuzumab was given once per day for 5 days at baseline and 
once per day for 3 days at 12 months. Relapse rates were reduced 
54.9% in the alemtuzumab group compared with the IFN-β-1a 
group. In an independent study, alemtuzumab reduced relapse 
rates and the risk of sustained accumulation of disability in 
RRMS patients refractory to first-line DMT.38 Although alem-
tuzumab suppressed new MRI lesion formation and superim-
posed relapses in patients with SPMS, it did not prevent clinical 
progression or progressive cerebral atrophy.7 Extension studies 
of alemtuzumab indicate that a substantial portion of patients 
treated with only two cycles of alemtuzumab have durable treat-
ment effect out to 5 years.

The principal adverse effect of alemtuzumab in MS is anti-
body-mediated autoimmune disease, most commonly Graves 
disease. Idiopathic thrombocytopenic purpura, Goodpasture 
syndrome, and antiglomerular basement membrane disease 
have been reported less frequently. The underlying mechanism is 
not fully understood but may be a consequence of early recovery 
of immature B cells in the absence of regulatory T cells. Another 
possibility is that homeostatic T-cell proliferation following lym-
phocyte ablation leads to the generation of chronically activated 
oligoclonal CD4 and CD8 T cells capable of producing proin-
flammatory cytokines. Alemtuzumab therapy has been associ-
ated with opportunistic infections, including listeriosis.

B Cell–Depleting Monoclonal Antibodies
A role of B cells in the pathogenesis of MS has been suspected 
since the discovery of unique oligoclonal bands in the CSF of 
the majority of individuals with MS. Nonetheless, B cells are 
not a prominent component of the perivascular infiltrates in 
MS lesions. This apparent paradox has been resolved, at least 
in part, by the discovery of lymphoid follicle-like structures, 
in the meninges of some individuals with MS (as previously 
discussed). The most direct evidence for a role of B cells as 
effector cells in MS pathogenesis comes from trials of mono-
clonal antibodies directed against CD20, a B-cell surface 
molecule. CD20 is expressed on pre-B cells and mature B 
cells and not on antibody-secreting plasma cells. Rituximab, 
a chimeric monoclonal anti-CD20 antibody, induces a rapid 
depletion of circulating B cells lasting approximately 6 to 
9 months. In a phase 2 clinical trial of rituximab in RRMS, 
subjects in the active treatment arm experienced a significant 
reduction in clinical relapses and in the formation of new or  

enhancing MRI lesions when compared with subjects in the 
placebo arm. Ocrelizumab is a next-generation fully human 
recombinant anti-CD20 monoclonal antibody that binds to a 
different epitope from rituximab, and with higher affinity. In 
two large phase 3 studies, ocrelizumab reduced the annualized 
relapse rate in subjects with RRMS by nearly 50% compared 
with IFN-β-1a over a 2-year period.38 In addition,  ocrelizumab 
delayed confirmed disability progression by approximately 
40% and the total number of gadolinium-enhancing lesions by 
more than 90% compared with IFNβ-1a.

Interestingly, some patients with progressive MS might also 
benefit from the depletion of CD20+ cells, particularly if there 
is evidence of ongoing neuroinflammatory activity at the time 
of treatment initiation. Rituximab significantly delayed the time 
to confirmed disease progression in a subset of PPMS patients 
who had gadolinium-enhancing lesions on baseline MRI of the 
brain. The benefit was most dramatic in subjects aged younger 
than 51 years. In a placebo-controlled trial of ocrelizumab in 
individuals with PPMS between 18 and 55 years of age, ocreli-
zumab was associated with lower rates of clinical and MRI  
progression.10 The FDA granted ocrelizumab “breakthrough 
therapy designation” for PPMS.

The mechanism by which B cell–depleting therapy amelio-
rates MS does not appear to be reduction in antibody titers. 
Rituximab depletes B cells from the CSF of RRMS patients 
with little effect on CSF IgG levels. B cells are APC, and there is 
some evidence that they are important for sustaining myelin-
specific Th17 responses in MS. The frequency of GM-CSF–
producing B cells was found to be elevated in RRMS.40 Hence 
ocrelizumab and rituximab may eliminate an important cel-
lular source of GM-CSF, a monocyte/macrophage mobilizing 
cytokine that has been strongly implicated in the pathogenesis 
of EAE. Disruption of meningeal follicle-like structures is yet 
another putative mechanism of action that might be particu-
larly relevant to progressive forms of MS.

FUTURE DIRECTIONS

Dramatic advances have been made in the management of RRMS, 
but much remains to be done. The DMTs currently in use have 
global effects on lymphocytes as opposed to specifically targeting 
autoreactive Th1 and Th17 cells. Consequently, protective as well 
as pathogenic immune responses may be undermined, increas-
ing the risk of infection. Furthermore, DMTs are only modestly 

THERAPEUTIC PRINCIPLES
• Corticosteroids accelerate the rate of recovery from multiple sclerosis 

(MS) relapses, but there is little evidence that they impact the ulti-
mate degree of recovery or the future clinical course.

• There are a growing number of US Food and Drug Administration
(FDA)-approved disease-modifying therapies (DMTs) that reduce an-
nualized relapse rates in patients with relapsing-remitting MS by ap-
proximately 20% to 80%

• Newer-generation DMTs either deplete lymphocytes, inhibit their ex-
pansion, or block their migration to the central nervous system.

• DMTs differ in efficacy and safety profiles. Opportunistic infection, in
particular progressive multifocal leukoencephalopathy, has been ob-
served in association with several DMT.

• The choice of DMT must be customized for on an individual basis,
taking into account disease activity and risk tolerance. 
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effective in progressive forms of disease. Critical goals of the MS 
research community currently are to better define the cellular 
and molecular mechanisms that link neuroinflammation to end-
organ injury (namely demyelination and axonopathy) and to elu-
cidate the pathogenic pathways that underlie clinical progression. 
It is also imperative to develop a deeper understanding of endog-
enous obstacles to repair pathways in the CNS. This knowledge 
could ultimately lead to the discovery of laboratory-based sur-
rogate biomarkers of both acute and chronic disease activity, as 
well as drugs that block, or even slow, disability accumulation in 
progressive MS and promote remyelination and axonal regenera-
tion across clinical subtypes.
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lymphocytes. Drugs that target innate immune cells may enhance
MS therapeutics in the future.

• There is still a dire need for drugs that slow, or even halt, disability
accumulation in progressive forms of MS and that are effective in
older patients without evidence of recent neuroinflammatory activity.

• An increased understanding of the mechanisms by which inflamma-
tory cells inflict central nervous system damage, and the endogenous 
obstacles to repair pathways in MS, may inform the development of
neuroprotective and neuroregenerative agents.
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Autoimmune peripheral neuropathies (APNs) occur when 
 immunological tolerance to peripheral nerve components (my-
elin, Schwann cell, axon, and motor or ganglionic neurons) is 
lost. In some neuropathies, there are pathogenic antibodies or 
cytotoxic T lymphocytes against peripheral nerve antigens, but 
in others the immune-mediated mechanisms are undefined or 
suspected when the neuropathy coexists with another systemic 
autoimmune disease or viral infection.

This chapter reviews the most common autoimmune neu-
ropathies (Table 67.1), their clinical features, diagnostic criteria, 
the prevailing autoimmune phenomena, and effective therapies.

ACUTE INFLAMMATORY POLYNEUROPATHY: 
GUILLAIN-BARRÉ SYNDROME(S)
Guillain-Barré syndrome (GBS) is characterized by acute (within 
1 week) or subacute (within 4 weeks) ascending motor weakness, 
mild or moderate sensory abnormalities, occasional cranial nerve 
involvement, and muscle or radicular pain.1–4 Tendon reflexes are 
reduced but can be normal, especially in axonal GBS. It is a dis-
ease of all ages that occurs sporadically with an incidence of 0.8 to 
1.9 (median 1.1) per 100,000.4 In typical cases, the disease peaks 
by the fourth week, a sign conventionally used to separate GBS 
from chronic inflammatory demyelinating polyneuropathy 
(CIDP), in which the disease begins slowly and usually reaches 
a nadir after at least 2 months. There are, however, patients with 
CIDP (perhaps up to 16%) with subacute onset and monophasic 
course falling  between the two timeframes and still others with 
an even more acute onset, reaching a nadir within 6 to 8 weeks 
resembling GBS.1–4 Distinguishing GBS from acute-onset CIDP 
can be at times challenging and becomes clear in retrospect, al-
though proposed criteria may help separate the two early in the 
disease course.1–4

After reaching the clinical peak, there is a recovery period that 
varies from weeks to more than a year according to disease sub-
type or severity at onset; rapid initial progression over less than 7 
days, quadriparesis, need for mechanical ventilation, age greater 
than 60 years, and preceding diarrheal illness are signs associated 
with incomplete recovery or worse outcome. GBS is not one but 
several syndromes, reflecting the varying degree of involvement 
of the motor or sensory nerve fibers and the myelin sheath or the 
axon. The GBS subtypes, or GBS variants,1–4 include:

• Acute inflammatory demyelinating polyneuropathy (AIDP),
which accounts for the majority (probably 80%) of patients.
In classic cases, the weakness starts from the legs and spreads
up to the arms, intercostal and diaphragmatic muscles,
and facial or bulbar muscles. At times, the weakness may be

limited to one or two limbs or to cranial nerves. Patients need 
to be monitored for impending respiratory failure: hence the 
need for early admission to intensive care units (ICUs). Auto-
nomic dysfunction occurs in up to 65% of patients and may 
cause cardiac arrhythmias or hemodynamic changes.1–4

• Acute motor axonal neuropathy (AMAN), which exhibits pri-
mary axonal damage caused by massive acute demyelination
and inflammation, as occurs in experimental allergic neuritis
(EAN) when animals are immunized with a high dose of  myelin 
antigen,1–4 or by a primary axonal event mediated by macro-
phages. These patients have a fulminant course with  paralysis
and electrical inexcitability of motor nerves as early as 3 to
5 days after onset.1–4 In contrast to AIDP, involvement of cranial 
nerves is infrequent, and reflexes are normal or increased, espe-
cially early in the disease. AMAN is common in Asia and Cen-
tral South America, accounting for 30% to 65% of all GBS cases 
in these regions.1–4 Recovery is variable; some patients  recover
within days as a result of resolution of conduction block, but
others have slow or poor recovery because of excessive axonal
degeneration.1–4 Infection with Campylobacter jejuni appears to
trigger many of these cases.1–4 A number of patients also have
high levels of antiganglioside GM1 antibodies.1–4

• Acute motor–sensory axonal neuropathy (AMSAN) is similar to
AMAN, but with concurrent involvement of the sensory axons,
and has a pathomechanism similar to AMAN, including fre-
quent antibodies against GM1 and GD1a gangliosides.

• Miller Fisher syndrome (MFS) is characterized by acute onset of 
ophthalmoplegia, gait ataxia, normal sensation, and areflexia.1–6

In some patients pharyngeal, facial, trunk, and respiratory mus-
cles are involved; rarely it can present as ocular nerve palsies.1–5

MFS is also distinct because of the presence of a unique immu-
noglobulin G (IgG) antibody against GQ1b ganglioside.1–5

• Sensory ataxic GBS results from the involvement of roots and
ganglionic neurons. Some of these patients have antibodies to
GD1b ganglioside, probably forming a continuum with MFS
 because they share autoantibodies with the same sialic groups.2,3,5

• Acute pandysautonomic neuropathy affects ganglionic neu-
rons and causes pure autonomic dysfunction.1–4

Diagnosis
The diagnosis, often suspected on clinical grounds, is confirmed 
with elevated cerebrospinal fluid (CSF) protein and electrophys-
iological studies consistent with active demyelination or nerve 
inexcitability.

CSF protein may be normal in the early phase of the disease, 
but it can be as high as 1000 mg/dL by the sixth week. The  elevated 
CSF protein is probably related to root inflammation but, as the 
blood–nerve barrier becomes impaired, serum albumin and IgG 
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may enter freely into CSF, contributing further to protein eleva-
tion. CSF cell count is normal (or slightly increased <50 cells per 
microliter); there is, however, lymphocytosis when GBS occurs 
in conjunction with viral infections, such as human immuno-
deficiency virus (HIV), cytomegalovirus (CMV), Epstein-Barr 
virus (EBV), or Lyme disease. When CSF protein is very high, 
papilledema can develop because of impaired  reabsorption of 
CSF and raised intracranial pressure. Oligoclonal IgG bands can 
be seen. Nerve conduction studies can be normal early in the 
disease but remain helpful to distinguish AIDP from AMAN or 
AMSAN. They also have prognostic value because features of 
demyelination suggest higher chances of needing mechanical 
ventilation, whereas severe axonal loss from the outset predicts 
poor outcome.1–4 Differential diagnosis of GBS should include 
other forms of acute flaccid paralysis, such as brainstem stroke; 
brainstem encephalitis; acute motor neuron involvement caused 
by poliomyelitis or West Nile virus infection; acute myelopathy; 
disorders of neuromuscular transmissions, such as myasthenia 
gravis or botulism; acute inflammatory or necrotizing myopa-
thies; periodic paralysis; and rare causes of acute neuropathy, 
such as porphyria, toxins, and vasculitis. Also important to con-
sider is the critical illness  polyneuropathy.

Antecedent Events
Two-thirds of GBS patients give a history of a flu-like illness 
or acute dysenteric episodes that precede the development 
of GBS by 1 to 3 weeks.1–4,6–8 Among the implicated viruses 
are CMV, EBV, herpesvirus, hepatitis A, HIV, Zika virus, and 
coronavirus (COVID-19). Among bacteria, infection with My-
coplasma pneumoniae and, most importantly, C. jejuni may be 
present in greater than 25% of the patients and in some parts 
of the world up to 50%.1–4 Campylobacter is of special interest 
because it contains glycoconjugates that share epitopes with 
the peripheral myelin, as discussed later. Two vaccines—one 
against rabies and the other against the swine flu A/New Jersey 
influenza strain that caused an outbreak of GBS in 19761–4—
have been associated with GBS. Rabies vaccine that contains 
brain material is followed by GBS in about 1 in 1000 cases. De-
spite anecdotal reports, there is no convincing evidence that 
the incidence of GBS is increased in association with other 
vaccines. Recent viral epidemics or pandemics have been trig-
gering factors for GBS. Zika virus, an arbovirus in the family 

of Flaviviridae, which emerged in South America countries, 
is estimated to cause GBS in 0.24 per 1000 Zika infections.6 
Most of Zika-associated GBS have AMAN with rapid disease 
evolution—within 4 to 6 days—and antiglycolipid antibod-
ies in 31% of the patients.6 COVID-19 can also trigger GBS 
based on many well documented series.7,8 The most character-
istic finding of COVID-19–triggered GBS were preceding, or 
concomitant, signs of anosmia and ageusia and frequent pres-
ence of cranial neuropathies including ophthalmoplegias.7,8   
Antibodies to GD1b gangliosides have been seen in two  
patients and the possibility of molecular mimicry was raised 
because the  COVID-19 spike protein also contains ganglio-
side moieties.7,8 Surgery can precede the development of GBS 
in some patients;1–4 surgical stress, release of nerve autoanti-
gens, or infections have been implicated. Three drugs—gold, 
perhexiline, and suramin at high doses—have been causally 
associated with acute demyelinating neuropathy.2,3 GBS has 
occurred in patients who suffer from neoplasms, especially 
lymphoma, melanoma, and Hodgkin disease and rarely as a 
complication of immune checkpoint inhibitors.1–4,9 Interest-
ingly, GBS is rarely seen as part of another connective tissue 
disorder.

Immunopathology of Guillain-Barré Syndrome
GBS is an inflammatory demyelinating polyneuropathy in 
which an immune attack, triggered by various antecedent 
events, is directed against peripheral nerve antigens including 
myelin, axon, or nodes of Ranvier. Both cellular and humoral 
immune components have been implicated.1–4

Cellular Factors
Endoneurial inflammatory infiltrates throughout the nerves, 
roots, or plexuses1–4 and segmental demyelination in areas as-
sociated with the lymphoid infiltrates, especially macrophages, 
are prominent in typical GBS. Macrophages, which are the most 
prominent cells in contact with nerve fibers, break through the 
basement membrane of healthy Schwann cells and make direct 
contact with the outermost myelin lamellae, leading to lysis 
of the myelin sheath (macrophage-mediated demyelination). 
Cytokines and chemokines released by the activated T cells or 
complement activation may increase capillary permeability and 
facilitate transmigration of additional macrophages or T cells. 
When the demyelination is extensive or chronic, it is followed 
by axonal degeneration.1–4 The effectiveness of remyelination 
and degree of axonal regeneration dictate the prospects of clini-
cal recovery.

The T-cell mediated process in GBS is mostly derived by 
analogy to the animal model of EAN, which resembles GBS in 
pathology and clinical course.1–4 Animals sensitized to whole 
human nerve or various myelin proteins, such as P0, P2, and 
the neutral glycolipid galactocerebroside, develop segmental 
demyelination with macrophages and T-cell infiltrates. In EAN, 
T cells are sensitized against myelin and can passively transfer 
the disease to healthy animals. Interleukin-2 (IL-2) and soluble 
IL-2 receptors are increased during the acute phase, suggesting 
T-cell activation. Furthermore, lymphocytes from GBS patients 
exert myelinotoxic activity when applied to cultures of myelin-
ated axons.

Humoral Factors and Antiganglioside Antibodies
There is much stronger evidence that circulating serum factors 
are responsible for GBS. On clinical grounds, this is supported 

TABLE 67.1 Common Autoimmune 
 Neuropathies

• Guillain-Barré syndrome(s) (GBS)
• Chronic inflammatory demyelinating polyneuropathy (CIDP) and its

variants
• Polyneuropathy associated with IgM monoclonal gammopathy
• Multifocal motor neuropathy with conduction block
• Polyneuropathy, organomegaly, endocrinopathy, myeloma, and skin

changes (POEMS) syndrome
• Cryoglobulinemic polyneuropathy
• Paraneoplastic neuropathies associated with anti-Hu or CRMP-5 anti-

bodies
• Autoimmune autonomic neuropathies
• Vasculitic neuropathies
• Possibly autoimmune small fiber sensory neuropathy with neuropathic

pain
• Infectious neuropathies (human immunodeficiency virus [HIV],

cytomegalovirus [CMV], Epstein-Barr virus [EBV], and herpes virus
infections; Lyme disease; leprosy; Chagas disease; diphtheria; others)
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by the beneficial effect of plasmapheresis, presumably by remov-
ing putative antibodies. On laboratory grounds, it is supported 
by the variety of autoantibodies detected in patients’ sera.  Serum 
from the acute phase of GBS can demyelinate rodent dorsal 
root ganglionic extracts in a complement-dependent manner. 
Furthermore, GBS serum injected into rat sciatic nerves causes 
demyelination and conduction block. Complement-fixing IgM 
antibodies against a human peripheral nerve myelin glycolipid 
that contains carbohydrate epitopes, as well as high-titer anti-
bodies against various sulfated or acidic glycosphingolipids, are 
present in several patients with GBS.1–5

Gangliosides are present in all tissues but are especially 
abundant in the nervous system. Their lipid portion lies in the 
cell membrane, and their signature sugar residues are exposed 
at the extracellular surface bearing one or more sialic acid mol-
ecules, such as one sialic acid ganglioside (GM1), two (GD1a), 
three (GT1a), or four (GQ1b).1–5 Although they do not form a 
common “GBS antigen,” different gangliosides are involved in 
different GBS subtypes. They are of pathogenic relevance be-
cause immunization of rabbits with GM1 and GD1b induces 
acute neuropathy with histological features of AMAN.1–5 Their 
pathogenicity was also confirmed by an inadvertent experi-
ment in humans who had received ganglioside injections for 
various maladies and developed AMAN accompanied by anti-
GM1 antibodies.10 Additionally, antibodies to GQ1b or GD1a 
cause conduction block at the motor nerve terminals in a mouse 
phrenic nerve preparation.1–6 Similar effects were noted with 
anti- GalNAc-Gd1a antibodies from a patient with AMAN.

IgG antibodies reacting with GM1, GD1a, GalNAc-GD1a, 
and GM1b are found in 80% of cases with axonal GBS (AMAN 
and AMSAN), but in the most common GBS subtype AIDP, 
ganglioside-specific antibodies are uncommon. Among gan-
gliosides, the one that clearly correlates with a specific clinical 
syndrome is GQ1b, associated with the MFS-variant where IgG 
anti-GQ1b antibodies are present in greater than 90% of these 
patients.1–5 In contrast, IgM-anti-GQ1b antibodies are found in 
chronic IgM paraproteinemic polyneuropathies,5 as discussed 
later. Anti-GQ1b IgG antibodies are also found in postinfectious 
ophthalmoplegias and in GBS cases with  ophthalmoplegia.1–5 
Anti-GQ1b antibody binds the paranodal regions of oculomo-
tor nerves III, IV, VI, and may block impulse propagation at the 
nodes of Ranvier, resulting in conduction block. Many patients 
with GQ1b antibodies also have antibodies to GD1a. The recent 
finding of GD1b antibodies in two COVID-19–triggered GBS 
patients with ophthalmoplegia is of great interest as this pan-
demic is still evolving.7,8

The reasons for different clinical syndromes in connection 
with specific gangliosides remains unclear, but distribution, 
accessibility, and density or configuration of gangliosides at 
different sites may be critical factors. For example, there is 
more GM1 in ventral than dorsal roots: hence the predomi-
nantly motor neuropathy seen with anti-GM1 antibodies. 
There is also more GQ1b and possibly GD1b in oculomotor 
nerves, which may explain their involvement in MFS and 
 COVID-19–triggered GBS.

Molecular Mimicry: Relationship Between 
Campylobacter jejuni and Gangliosides
Antecedent infection with C. jejuni has been commonly 
associated with AMAN. The strain of C. jejuni-associated 
AMAN (Penner D:19 serogroup) is, however, different from 

those causing common enteritis and is more likely to have the 
genes for enzymes that synthesize sialic acid in the bacterial wall, 
mimicking ganglioside GM1, GD1a, or GQ1b.1–5 These patients 
have a higher incidence of anti-GM1 antibodies, suggesting 
cross-reactivity between epitopes in the lipooligosaccharide 
in the bacterial wall and nerve ganglioside.1–5 Furthermore, 
injection of lipooligosaccharides extracted from C. jejuni 
into rabbits induces acute neuropathy with anti-GM1 
antibodies identical to those found in AMAN.1–5 Additionally, 
immunization of mice with these lipooligosaccharides 
generates a monoclonal antibody that reacts with GM1, binds 
to human peripheral nerve, and blocks muscle action potentials 
in muscle–spinal cord cocultures exactly as the anti-GM1 IgG 
extracted from GBS patients. Carbohydrate mimicry between 
the bacterial lipooligosaccharide and human GM1 is therefore 
an important cause of AMAN. Because C. jejuni is a common 
cause of a diarrheal illness worldwide, and diarrhea is an 
antecedent event in up to 50% of GBS patients, Campylobacter 
is a triggering factor for GBS in certain parts of the world. 
Isolation of Campylobacter from stools early in acute GBS varies 
from 44% to 88% of patients, and IgG or IgM Campylobacter-
specific antibody titers are seen in a higher percentage (36%) of 
patients with GBS than in controls (10%).

Molecular mimicry may not be limited to C. jejuni be-
cause GM1 and GQ1b epitopes are also found in the bacteria 
wall of Haemophilus influenzae, which can also trigger GBS. 
Similarly, Cytomegalovirus-triggered GBS has been associated 
with IgM anti-GM2 antibodies. Molecular mimicry is also a 
factor in M. pneumoniae, which precedes GBS in 5% of cases 
and stimulates antibodies against human galactocerebroside, 
the main glycolipid in peripheral nerves.1–5 Molecular mim-
icry may also play a role in Zika-associated GBS as antiglyco-
lipid antibodies were found in 31% of these patients.6 It may 
also be the case in some COVID-19–triggered GBS because 
GD1b antibodies were detected in 2 of 10 tested cases, and 
COVID-19 spike protein contains gangliosides and various 
 sphingoglycolipds.7

Molecular mimicry between epitopes of disease-triggering 
viral proteins and myelin components may result in sensitiza-
tion of cross-reactive T cells that stimulate B cells to produce 
specific antibodies against myelin components or recruit mac-
rophages as effector cells. A combination of cellular and humor-
al factors probably participates in this process.1–4 Circulating 
cytokines triggered by the initiating infections could also upreg-
ulate  intercellular adhesion molecule (ICAM)-1 expression on 
the endothelial cells facilitating the entrance of activated T cells 
or antibodies to the endoneurial parenchyma. Of relevance, 
ICAM-1 is increased in patients with GBS.1–5 A scheme summa-
rizing the immunopathogenic mechanism is shown in Fig. 67.1.

Antibodies to paranodal antigens neurofascin and contactin, 
seen in CIDP subsets, as discussed later, have also been detected 
in a small number of GBS patients. These antibodies may poten-
tially cause conduction block or paranodal axonal degeneration 
and could explain the rapid reversibility or slow recovery seen 
in several patients with AMAN.1–5

CHRONIC INFLAMMATORY DEMYELINATING 
POLYNEUROPATHY
CIDP is the most common form of chronic APN, with preva-
lence as high as 9/100,000.1–3,11,12 It is also the most gratifying 
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chronic APN because it is treatable in the majority of cases. 
CIDP can be considered the chronic counterpart of GBS be-
cause of the various clinical, electrophysiological, histological, 
and laboratory similarities. CIDP differs from GBS predomi-
nantly by its tempo, mode of evolution, prognosis, and respon-
siveness to steroids. First described as a “steroid-responding 
relapsing polyneuropathy,” CIDP shares with GBS a variety of 
common autoimmune features.

Clinical Features and Disease Variants
The typical CIDP is characterized by progressive, symmetrical, 
proximal, and distal muscle weakness, paresthesias, sensory 
 dysfunction, and impaired balance that evolve slowly over at least 
2 months.1–3,11,12 Tendon reflexes are absent or reduced. Cranial 
nerves rarely may be affected. The course can be monophasic 
with stepwise progression, but also relapsing with even sponta-
neous  remissions necessitating the need to periodically evalu-
ate the usefulness of continuing immunotherapies.  Because the 
demyelination is multifocal, affecting roots, plexuses, and proxi-
mal nerve trunks, the clinicopathological picture may be vari-
able, accounting for the different manifestation of symptoms and 
signs.1–3,11,12 CIDP variants include the asymmetrical, unifocal 
or multifocal, motor– sensory form (Lewis-Sumner syndrome); 
pure motor; sensory or sensory ataxia; and the distal variant.

Diagnosis
The CSF protein is elevated, up to sixfold, without pleocytosis 
(except if an infection coexists). Nerve biopsy shows 
demyelination and remyelination, occasional epineurial or 
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KEY CONCEPTS
Autoimmunity in Guillain-Barré Syndrome

Cellular Factors
• The peripheral myelin or the Schwann cells are targets.
• Activated macrophages are the dominant endoneurial cells and

lift the outermost myelin lamellae, lysing the superficial myelin
sheaths.

• Peripheral blood lymphocytes exert myelinotoxic activity in vitro.
• Levels of interleukin-2 (IL-2) and soluble IL-2 receptors are

 increased during the acute phase of the disease and decline
 during recovery.

Humoral Factors
• Serum exerts a complement-dependent demyelination in vitro.
• Intraneural injections of serum from patients with acute Guillain-Barré 

syndrome (GBS) cause demyelination and conduction block.
• IgG, IgM, and membranolytic attack complex are detected immunocy-

tochemically on the patients’ nerves.
• High IgG antibody titers against peripheral nerve acidic glycolipids

(GM1, GQ1b) are detected in the sera of patients with acute  motor
axonal neuropathy (AMAN) and Miller Fisher syndrome (MFS).
The GQ1b ganglioside is a specific antigen for MFS. Emerging
data  suggest that GD1b ganglioside antibodies are seen in some
 COVID-19–triggered GBS

• There is a high incidence of antibodies to Campylobacter jejuni, and
GM1, with molecular mimicry between Campylobacter and nerve
 gangliosides.

• Injection of lipooligosaccharides extracted from C. jejuni causes
AMAN and elicits GM1 antibodies in rabbits.

• Antiganglioside antibodies extracted from patients with GBS block
muscle action potentials in vitro. 
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endoneurial T cells, and several macrophages scattered or in 
small perivascular clusters in the endoneurium (Fig. 67.2).1–3,12,13 
Electrophysiological testing is fundamental for the diagnosis 
by demonstrating demyelination in motor and sensory fibers. 
including slow  conduction velocity, prolonged distal motor or 
sensory latencies, prolonged F-wave latencies, and conduction 
block with dispersion of the compound muscle action potentials. 
An associated axonal loss is common in the majority of cases. 
A variety of diagnostic criteria have been proposed to capture 
the most pertinent of the aforementioned features; the revised 
European Federation of Neurological Societies/Peripheral 
Nerve Society (EFNS/PNS) guidelines seem most appropriate, 
offering 81% sensitivity and 96% specificity in capturing patients 
more likely to respond to immunotherapies.1–3,12 Routine CSF 
testing and nerve biopsy are not mandatory for diagnosis, but 
can be helpful when the electrophysiological results are not 
clear or need to exclude other causes.3,12 Concomitant diabetes 
is an important factor because it is more frequent in CIDP and 
is needed to dissect if any neuropathy component is diabetes 
related. Other neuropathy causes that should be excluded are 
paraneoplastic, IgM paraproteinemias (IgG or IgA monoclonal 
gammopathy of undetermined significance [MGUS] can be 
seen in CIDP), myelomas, vasculitis, alcoholism, neurotoxic 
drugs, or family history.

Immunopathogenesis
Activated T cells, macrophages, complement, and autoantibod-
ies seem to work in concert with each other to induce an immune 
attack against peripheral nerve antigens (see Fig. 67.1).2,3,11,12 No 
triggering factors have been identified, however.
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causing  Mϕ-mediated segmental demyelination. Axonal loss secondary to demyelination, probably enhanced by TNF-α and metallopro-
teinases, may become prominent in the chronic phases of the disease. Other cytokines, T cells sensitized to unidentified antigens, and 
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KEY CONCEPTS
Autoimmunity in Chronic Inflammatory 
 Demyelinating Polyneuropathy

• Activated macrophages are the predominant endoneurial cell, displac-
ing the Schwann cell cytoplasm, disrupting myelin, and lysing superfi-
cial myelin lamellae.

• Complement-fixing IgG and IgM antibodies are deposited on the
myelin sheath.

• IgG antibodies to acidic glycolipids LM1, GM1, or GD1b and against the
28-kDa P0 myelin proteins are detected in the sera of some patients.

• There is upregulation of DR and B-7 costimulatory molecules in
Schwann cells and macrophages.

• Serum IgG can induce conduction block when injected into rat nerves.
• Up to 25% of patients with chronic inflammatory demyelinating

polyneuropathy (CIDP) harbor specific antibodies against antigens
in the nodes of Ranvier; in 10% of them these antibodies have
been identified as directed against neurofascin-155 and contactin-
associated protein (CASPR), causing conduction block. 
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The predominant endoneurial mononuclear cells are macro-
phages that constitute the final effector cells associated with de-
myelination; macrophages express activation markers probably 
induced by cytokines released by autoreactive T cells in situ or the 
circulation. These cells penetrate the basement membrane of the 
Schwann cell, displace the cytoplasm, and split the myelin lamel-
lae.1–3,12,13 Macrophages and Schwann cells may serve as antigen-
presenting cells because they express human leukocyte antigen 
(HLA)-DR and costimulatory molecules B7-1 (CD80) and B7-2 
(CD86), whereas their counterreceptors cytotoxic T lymphocyte 
antigen-4 (CTLA-4) and CD28 are expressed on rare endoneurial 
CD4 T cells.2,3,13 B7-2–deficient mice also develop CIDP.13 Soluble 
adhesion molecules, cytokines, and metalloproteinases, detected 
in serum and CSF, facilitate lymphoid-cell transmigration across 
the blood–nerve barrier. Although T cells are not prominent, the 
few endoneurial CD8 and CD4 cells have monoclonal or oligo-
clonal restrictions in their T-cell receptor repertoire, implying an 
antigen-driven T-cell response.2,3,12

Although pathogenic antigens remain elusive, humoral factors 
seem to play a role as supported by the beneficial effect of plasma-
pheresis. That antibodies may be implicated dates back to 40 years 
ago when complement-fixing IgG and IgM were first found de-
posited on the patient’s myelin sheath.14 Antibodies to glycolipids 
LM1, GM1, or GD1b also have been seen in some  patients, more 
frequently than in controls.2,3,11 Overwhelming evidence the last 
5 years shows that molecules associated with saltatory conduc-
tion at the nodes of Ranvier are more meaningful targets1–4,11,15–18 
because functional blockade in these  regions can best account for 
the rapid improvement noticeable within days after plasmapher-
esis or intravenous immunoglobulin (IVIG). Antigenic targets at 
the nodes of Ranvier are seen in approximately 10% of CIDP pa-
tients and include pathogenic antibodies against neurofascin-186, 
moesin, and gliomedin (at the node); and neurofascin-155 
(NF155), contacting CASPR 1 (CNTN1), and connexins (at the 
paranode).1–4,11,15–17 These antibodies are of the IgG4 subclass 
causing disadhesion of the myelin lamellae without fixing com-
plement. Of interest, anti-NF155– and CNTN1-positive patients 
have distinct clinical phenotypes with more severe disease, axonal 
involvement, tremors, sensory ataxia, and suboptimal response to 
IVIG;1–4,11,15–17 they respond, however, to rituximab that effectively 
depletes IgG4 from short-lived plasma cells.

Overall, the immunopathogenetic scheme proposed for GBS 
(see Fig. 67.1) is also applicable to CIDP. Molecular mimicry can be 
implicated in rare CIDP cases associated with melanoma because 
the carbohydrate myelin epitopes GM2, GM3, and GD3 are also 
expressed on melanoma cells, and antibodies against melanoma 
cells react with myelin glycoproteins.18 The axonal involvement ac-
companying or following demyelination in CIDP and GBS is de-
picted in Fig. 67.2 and the nodal antigens in Fig. 67.3.2,3,11,15,16

MULTIFOCAL MOTOR NEUROPATHY 
WITH  CONDUCTION BLOCK
Multifocal motor neuropathy (MMN) is a distinct disease that, al-
though rare with prevalence of 0.6/100,000, should be recognized 
early because it is treatable. It affects males more than females and 
presents with progressive weakness, atrophy, and areflexia. MMN 
often begins in the hands and is prominent in distal muscle 
groups supplied by many individual peripheral nerves (multifo-
cal).1–3,19 It differs from vasculitic neuropathy because it has slow 
onset, is painless, and affects only the motor nerve fibers. It also 

differs from the motor variant of CIDP because it is multifocal, 
distal, and asymmetrical. MMN is sometimes misdiagnosed as 
lower motor neuron disease, especially when patients experience 
cramps and fasciculations, and treatment is delayed. In contrast 
to lower motor neuron disease, MMN progresses very slowly, 
the weakness is within distributions of peripheral nerves and not 
multisegmental, while cranial musculature is often spared. CSF 
protein is normal, in contrast to the motor CIDP variant. MMN 
is electrophysiologically distinct because it exhibits multifocal 
conduction blocks only in motor nerves; sensory conduction re-
mains normal across the nerve segments with motor block.

Up to 50% of MMN patients have high IgM antibodies to 
GM1 ganglioside, which activate complement in association 
with disease severity1–3,19 but their pathogenic role is uncertain. 
GM1 antibodies can also be seen in other autoimmune neurop-
athies and up to 25% of amyotropic lateral sclerosis (ALS) pa-
tients. The reason for the selective motor involvement is unclear. 
Differences in the antigenic specificities of myelin components 
between motor and sensory fibers are suspected because the ce-
ramide composition of gangliosides differs between sensory and 
motor fibers. MMN responds remarkably well to IVIG.

POLYNEUROPATHIES ASSOCIATED WITH 
 MONOCLONAL GAMMOPATHIES OF 
 UNDETERMINED SIGNIFICANCE
A distinct subset of acquired polyneuropathies has been associ-
ated with a circulating paraprotein (see Chapter 79). Although 
neuropathy occurs in a setting of myeloma, plasmacytoma, or 
Waldenström macroglobulinemia, the majority of patients with 
paraproteinemic neuropathies do not have a lymphoproliferative 
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FIG. 67.3 Main proteins in the nodal (N), paranodal (PN), and 
 juxtaparanodal (JP) regions in the nodes of Ranvier implicated as 
antigens in acquired demyelinating neuropathies ( Guillain-Barré 
syndrome [GBS] and predominantly chronic inflammatory 
 demyelinating polyneuropathy [CIDP]). The two main antigenic 
targets in CIDP are neurofascin-155 and CASPR2 located in 
the paranodal regions; antibodies against these proteins are 
 detected in the serum of 10% of patients with CIDP, resulting 
in conduction block and paranodal axonal changes that probably 
account for resistance to intravenous immunoglobulin (IVIG).4,13
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disease, and the MGUS. Up to 1% of normal people greater than 
50 years of age may have MGUS but the incidence increases to 
1.7% above 70, reaching up to 6% above the age of 90. Mono-
clonal gammopathies, however, are 10 times more frequent in 
patients with polyneuropathy than in an age-matched control 
population, and almost 10% of patients with acquired polyneu-
ropathy have MGUS.2,3,20 If these gammopathies are categorized 
into subclasses, the incidence of polyneuropathy among patients 
with IgM monoclonal proteins is as high as 50%,2,3,20 implying 
that almost 50% of patients with IgM MGUS may have or will 
develop polyneuropathy. At present, polyneuropathies with 
MGUS comprise 10% of patients with acquired neuropathy.2,3,20 
Patients with demyelinating polyneuropathy associated with IgG 
or IgA MGUS are indistinguishable from CIDP and the MGUS 
is coincidental and causally unrelated to neuropathy. In contrast, 
polyneuropathy associated with IgM MGUS is a distinct clinico-
pathological entity, and the IgM is considered pathogenic, often 
directed against myelin glycoproteins or glycolipids.2,3,20–23

Some patients with paraprotein may have an associated amy-
loidosis derived from the variable region of the Ig light chain, 
primarily λ. When amyloidosis is present, the neuropathy is 
painful and often accompanied by autonomic symptoms of or-
thostatic hypotension, impotence, and impaired gastric motility.

ANTIBODIES TO MYELIN-ASSOCIATED 
 GLYCOPROTEIN (MAG) IN PATIENTS WITH 
IgM MGUS (ANTI-MAG NEUROPATHY)
Most of these patients present with a sensory, large-fiber, demy-
elinating polyneuropathy that manifests as sensory ataxia.1–3,20,21 
Others have a sensorimotor polyneuropathy with mixed de-
myelinating and axonal features. CSF protein is often elevated. 
Nerve conduction studies typically demonstrate distal demy-
elination with prolonged distal motor and sensory latencies. 
Sural nerve biopsy shows a diminished number of myelinated 
axons. On electron microscopy, there is splitting of the outer 
myelin lamellae, linked to the presence of IgM deposits in the 
same area of the split myelin sheath.1–3,20,21

Approximately 50% of these patients react with MAG, a 
100 kDa glycoprotein of the central and peripheral nerve myelin, 
as well as other glycoproteins or glycolipids that share antigenic 
determinants with MAG.2,3,20–23 The anti-MAG IgM paraproteins 
co-react with an acidic glycolipid in the ganglioside fraction of 
peripheral nerve, identified as a sulfoglucuronyl glycosphingo-
lipid (SGPG).2,3,20–23 In contrast to MAG, which is mostly present 
in the central nervous system, SGPG is only in the peripheral 
nerves. In some patients with IgM MGUS the IgM also reacts 
with various gangliosides, most commonly those that contain 
either a disialosyl moiety, such as GD1b, GQ1b, GT1b, GalNac-
GM1b, and GalNAc-GD1a, or two gangliosides that share epit-
opes with GM2, or a combination of GM2 and GM1, GM1 and 
GD1b.2,3,20–23 More than half of the IgM paraproteins recognize 
MAG and SGPG, and 75% of the rest recognize ganglioside an-
tigens, indicating that acidic glycolipids are the most common 
antigenic epitopes.2,3,20–23 The glycolipids implicated in immune-
mediated neuropathies are depicted in Fig. 67.4.

Anti-MAG antibodies are detected readily in patients’ sera 
with ELISA or preferably with Western blot. Because anti-
MAG– reacting sera always recognize the SGPG glycolipid, the 
assay is  often performed by using SGPG as antigen instead of 
purified  human MAG. It is preferable, however, to use MAG as 

the target antigen so as not to miss low-affinity antibodies be-
cause IgM binds to MAG with 10 to 100 times higher affinity 
compared with SGPG.

The following factors suggest that MAG antibodies are re-
lated to the cause of the neuropathy.2,3,20–23

1.  IgM and complement are deposited on the patient’s myelin-
ated fibers suggesting that activated complement may be
needed in the induction of demyelination.

2.  IgM recognizes neural cell adhesion molecules and colo-
calizes with MAG on the areas of the split myelin lamellae,
suggesting involvement in myelin disadhesion. Skin biop-
sies from these patients have also confirmed the presence of
IgM, complement C3d, and MAG deposition on the dermal
 myelinated fibers with concurrent loss of nerve fibers.24

3.  Serum from these patients injected into feline peripheral
nerve causes complement-dependent demyelination and
conduction block;25 the injected IgM binds to the outer layer
of the myelin sheath.

4.  Systemic transfusion of anti-MAG IgM paraproteins pro-
duces segmental demyelination in chickens,26 with the IgM
splitting the myelin lamellae, similar to human neuropathy.

5.  Immunization of cats with purified SGPG causes ataxic neu-
ropathy, similar to human disease, with inflammation of the
dorsal root ganglionic neurons.27

POLYNEUROPATHY, ORGANOMEGALY, 
 ENDOCRINOPATHY, MYELOMA, AND SKIN 
 CHANGES (POEMS SYNDROME)
A subset of patients with malignant IgG or IgA monoclonal pro-
teins have polyneuropathy with osteosclerotic myeloma. Most of 
them have POEMS syndrome (polyneuropathy, organomegaly, 
endocrinopathy, M protein, and skin changes).1–3,28 Not includ-
ed in the acronym are sclerotic bone lesions, giant lymph node  
hyperplasia (Castleman disease), papilledema, pleural effusion, 

KEY CONCEPTS
Autoimmunity in Polyneuropathy With IgM 
 Monoclonal Gammopathy

• In more than 50% of patients IgM is an antibody against two anti-
gens, myelin-associated glycoprotein (MAG) and sulfoglucuronyl gly-
cosphingolipid (SGPG).

• In many patients with non-MAG–reacting monoclonal IgM, the IgM
recognizes (i) gangliosides containing disialosyl moieties, including
GM1, GM2, GD1b, GD1a, and LM1; (ii) sulfatides; and (iii) rarely, chon-
droitin sulfate.

• Overall, in at least 75% of patients the IgM recognizes gangliosides
that appear to be the primary antigenic targets.

• IgM is deposited on the homologous myelin sheath and fixes
 complement.

• IgM, when deposited on the myelin sheath, results in disadhesion
and separation of the myelin lamellae and disruption of normal myelin 
function.

• Intraneural injection of anti-MAG–reacting IgM or passive transfusion
into experimental animals causes segmental demyelination, whereas
complement-fixing IgM is immunolocalized to the myelin sheath,
causing myelin separation.

• Immunization of cats with purified SGPG causes an ataxic neuropa-
thy, similar to the one seen in humans, with involvement of the dorsal 
root ganglia. 
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edema, ascites, and thrombocytosis.28 More than 50% of patients 
with osteosclerotic myeloma of the IgA or IgG type have senso-
rimotor polyneuropathy with mixed demyelinating and axonal 
features and high CSF protein. The neuropathy tends to be associ-
ated with leg edema, hyperpigmentation, sclerodermatous thick-
ening, and hypertrichosis with dark hair. Endocrinopathy most 
often includes gonadal failure, amenorrhea, impotence, gyneco-
mastia, hypothyroidism, diabetes, or elevated prolactin levels. The 
IgG class is slightly more common than the IgA, with λ light chain 
present in the majority of patients.28 Bone lesions can be sclerotic, 
solitary, or multiple, sparing the skull and the extremities. Patho-
logical changes in lymph nodes resemble those of Castleman dis-
ease, which can also be associated with polyneuropathy.28 There 
is imbalance of proinflammatory cytokines with increased IL-1β, 
IL-6, and tumor necrosis factor-α. Vascular endothelial growth 
factor (VEGF) may play a major role because it induces rapid  
increase in vascular permeability and angiogenesis.28

In some patients, the neuropathy responds to steroids, 
tamoxifen, or alkylating agents. In others, it responds to removal 
or irradiation of the solitary sclerotic lesion, suggesting that the 
tumor may secrete neurotoxic factors. IVIG and plasmapheresis 
are ineffective. Autologous stem cell transplantation may result 
in significant improvement with reduction of VEGF, improved 
nerve conduction velocity, and increased survival.29

CRYOGLOBULINEMIC NEUROPATHY
Cryoglobulins are proteins that precipitate in the cold and 
redissolve when heated. There are three types of cryoglobu-
lin: type I, which is monoclonal, often of the IgM and IgG 
class; type II, which is mixed polyclonal, with one monoclo-
nal (often monoclonal IgM with polyclonal IgG); and type III, 
which is polyclonal (often IgM and IgG). Polyneuropathy oc-
curs most often with mixed cryoglobulinemias and presents 
with distal sensorimotor involvement or as mononeuropathy 
multiplex. Nerve biopsy shows perivascular inflammatory 
cuffing with axonal degeneration. Patients also have purpura, 

polyarthralgias, cutaneous vasculitis, Raynaud phenomenon, 
renal involvement, and increased incidence (up to 90%) of 
hepatitis C infection.

PARANEOPLASTIC PERIPHERAL NEUROPATHIES 
WITH ANTI-HU OR CRMP-5 ANTIBODIES
Peripheral neuropathy in patients with cancer is either related 
to the systemic effects of the tumor or, more often, to various 
chemotherapeutic agents that typically presents as painful dys-
esthesias. The most distinct immune-related neuropathy is the 
paraneoplastic sensory neuronopathy (PSN), often associated 
with small cell lung cancer, breast cancer, lymphomas, or thy-
momas.30 It might be the presenting symptom of the underly-
ing neoplasm typically characterized by gait ataxia with cho-
reoathetotic movements related to loss of proprioception in 
the feet and hands, and distal paresthesias. Strength is normal. 
Some patients may have autonomic dysfunction. CSF protein 
is increased and electrophysiology shows axonal sensory neu-
ropathy. PSN is a sensory neuronopathy caused by a variable 
degree of inflammation in the dorsal root ganglionic neurons. 
Typically, the patients have specific IgG anti-Hu autoantibodies 
directed against a closely spaced group of proteins with a mo-
lecular weight of 35 to 40 kDa.30 The antibodies are in higher ti-
ters in the CSF, suggesting intrathecal synthesis. The Hu protein 
may also be expressed in the tumors. Because low-titer anti-Hu 
antibodies are seen in 20% of patients with small cell lung can-
cer even without neurological symptoms, PSN may represent 
an autoimmune reaction against antigens shared by both the tu-
mor cells and the dorsal root ganglionic neurons. Anti-Hu an-
tibodies are helpful markers in suspecting occult small cell lung 
cancer in patients presenting with sensory ataxic neuropathy. 
Some patients may also have other paraneoplastic antibodies, 
such as collapsing response mediator protein (CRMP-5), often 
referred to as anti-CV2.30 Immune neuropathies are also seen 
with immune-checkpoint inhibitors, most often GBS or CIDP, 
responding to immunotherapies.9
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glycolipid sharing a carbohydrate epitope with myelin-associated glycoprotein (MAG), and the terminal sulfated glucuronic acid is a key 
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AUTOIMMUNE AUTONOMIC NEUROPATHIES
Autoimmune autonomic neuropathy (AAN) is highlighted by 
high-titer antibodies against the ganglionic nicotinic acetylcho-
line receptors (Gn-AChRs).31 Patients present with a subacute 
(within 4 weeks) or chronic (within months) onset of neurogenic 
orthostatic hypotension, with systolic blood pressure reduction of 
at least 30 mm Hg or mean blood pressure reduction of at least 
20 mm Hg within 3 minutes of head tilting. Onset may be preced-
ed by viral infections. Patients may also exhibit parasympathetic/
enteric symptoms including sicca (dry eyes, dry mouth); abnor-
mal pupillary responses; gastrointestinal symptoms (postprandial 
nausea and vomiting leading to weight loss); and neurogenic blad-
der. Some symptoms can be passively transferred to mice injected 
with the patient's IgG while rabbits immunized with a fragment 
of Gn-AChRs exhibit autonomic failure similar to human disease, 
suggesting that the antibodies may be pathogenic.30 Because Gn-
AChRs have been found in small cell lung carcinoma cell lines, 
cancer may be a potential initiator of ganglionic autoimmunity.

A subset of patients with these symptoms do not have Gn-
AChRs and an autonomic autoimmune ganglionopathy is cir-
cumstantially suspected when symptoms occur in a setting of 
an underlying autoimmune neurological or rheumatological 
disease. It has been generally difficult to clinically distinguish 
whether some of these patients have an organic autonomic ner-
vous system autoimmunity or a functional disorder.

POSSIBLY AUTOIMMUNE SMALL FIBER 
 SENSORY NEUROPATHIES, NEUROPATHIC PAIN, 
AND  NEURAL ANTIBODIES
Small fiber sensory neuropathy (SFN) is now one of the common-
est neuropathies. Patients present with diffuse pains, intolerance 
to light touch, allodynia or hyperalgesia, and some with autonom-
ic features. They typically have normal neurological  examination 
 including sensation, reflexes, strength, balance, and nerve conduc-
tion studies.32 Reduced distal intraepidermal nerve fiber density 
is seen on skin biopsy. The condition represents  involvement of 
 unmyelinated C-fibers, thinly myelinated A-δ  somatosensory 
fibers, and possibly autonomic neurons, leading to diffuse pain-
ful dysesthesias. In several patients these symptoms overlap with 
other painful disorders such as fibromyalgia and erythromelalgia. 
When all causes are excluded, they are categorized as idiopathic. A 
functional component may at times be prominent. There is recent 
 emphasis on autoimmunity  because almost 20% of the patients 
may have a systemic autoimmune or rheumatic disease such as 
Sjögren syndrome, celiac disease, rheumatoid arthritis, or nonspe-
cific immunological abnormalities such as extractable nuclear an-
tigen antibodies.32,33 Some patients anecdotally respond to IVIG.32 
Although no  underlying autoimmunity has been identified, two 
nonspecific autoantibodies, one against trisulfated heparin disac-
charide ( TS-HDS), a disaccharide component of the glycosylation 
moieties of heparin and heparan sulfate, and another against fibro-
blast growth factor-3 (FGFR3), a secreted cell surface receptor, have 
been more frequently detected in such patients than controls.34

MONONEUROPATHY MULTIPLEX AND LOCALIZED, 
ISOLATED VASCULITIS OF THE PERIPHERAL NERVES
Polyneuropathy is a common manifestation of systemic vasculitis. 
It occurs in patients with polyarteritis nodosa; connective  tissue 

diseases; hypersensitivity vasculitis; Churg-Strauss syndrome; 
temporal arteritis; and viral infections, especially retroviruses and 
hepatitis. It classically presents as mononeuritis multiplex  affecting 
several individual nerves with painful weakness and paresthesias 
caused by ischemia and infarcts due to inflammation of endoneu-
rial blood vessels. There is, however, a distinct vasculitic entity 
 localized only to the peripheral nerve, known as  isolated  peripheral 
nerve vasculitis (PNV) with presentation similar to  vasculitic neu-
ropathy but without any systemic organ involvement, negative 
 serology, and slower onset and progression. PNV involves the 
small and medium-sized arteries of the epineurium and perineuri-
um and causes ischemic changes within the peripheral nerve. The 
diagnosis is confirmed with nerve biopsy of the sural or  superficial 
peroneal nerve often combined with muscle biopsy for higher 
 diagnostic yield. PNV has a better prognosis compared to systemic 
vasculitides and is a treatable form of neuropathy.

NEUROPATHY WITH VIRUSES
Neuropathy can be seen in a setting of infectious, viral, or bac-
terial processes such as Lyme disease, CMV, hepatitis, herpes, 
human immunodeficiency virus, or COVID-19 as a manifesta-
tion of triggered autoimmunity rather than direct infection of 
the nerves: most commonly included are GBS, CIDP, acute gan-
glioneuritis, Bell palsy, mononeuritis multiplex, or even small 
fiber sensory neuropathy seen early in the infection, or rarely as 
the presenting manifestation of the infection. The best studied 
cases are due to HIV where immunocytochemical studies have 
shown HIV in rare endoneurial macrophages, but not within 
Schwann cells or axons. There is strong expression of HLA class 
I and II molecules on Schwann cells, endothelial cells, and mac-
rophages, but sparse CD8 and CD4 T cells (Fig. 67.5).31

A rare neuropathy seen in later-stage HIV infection is a lumbo-
sacral polyradiculoneuropathy related to CMV. It affects roots and 
sensory ganglia and presents with lower-extremity muscle weak-
ness, sacral and distal paresthesias, areflexia, muscular atrophy, and 
sphincteric dysfunction resembling cauda equina syndrome. CMV 
inclusions are within Schwann cells or endothelial cells (Fig. 67.6).31 
Presently, the commonest neuropathy in HIV patients is a sensory 
axonal neuropathy manifested with distal painful dysesthesias and 
areflexia most often related to antiretroviral drugs.

TREATMENT
APNs are clinically important because they are potentially treat-
able with various immunosuppressive, immunomodulating, or 
chemotherapeutic agents. The author's approach to the treat-
ment is as follows.

Guillain-Barré Syndrome
Supportive Care
The dramatic reduction in the mortality of GBS is mainly at-
tributed to early ICU care, improved respiratory support, and 
control of autonomic cardiac dysregulation. A patient with GBS 
is best monitored in an ICU, even if respiratory compromise is 
not evident at the time of admission; when vital capacity drops 
or bulbar weakness is severe, intubation is necessary.

Plasmapheresis
In double-blind controlled studies, plasmapheresis has been ef-
fective if performed within the first week from onset. Five or six 
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exchanges, one every other day, are sufficient. Early relapses can 
occur in 20% of patients, who may require a second series.1–4 In 
mild cases two exchanges are sufficient and in moderate cases 
four are optimal.

Intravenous Immunoglobulin
Based on two controlled studies,1,4 IVIG (see Chapter 82), given 
at 2 g/kg over 2 to 5 days, is as effective as plasmapheresis, with 
no added benefit when the two procedures were combined. The 
decision as to which treatment to choose is governed by cir-
cumstances, availability of treatment modality, experience, age 
of the patient, and other associated conditions. Early relapses 
can also occur with IVIG, as often as with plasmapheresis. IVIG 
has become the therapeutic choice worldwide because it is easy 
to administer and more readily available for early therapy initia-
tion. In spite of anecdotal reports that a second IVIg course may 
be beneficial, recent data from a controlled study suggest that a 
second IVIg infusion is not helpful or safe in severely affected 

GBS patients unresponsive to the first course. Steroids are inef-
fective and may even increase the incidence of future  relapses. 
Combining IVIG with IV methylprednisolone has shown no 
added benefit.

Chronic Inflammatory Demyelinating Polyneuropathy
Prednisone
CIDP was originally described as a steroid-responsive poly-
neuropathy with its efficacy later proven in a small controlled 
study.1–3,11,12 Whenever used, a high-dose regimen of 80 to 
100 mg prednisone daily is preferred, followed by tapering to 
every- other-day dosing. Azathioprine, cyclosporine, metho-
trexate, or mycophenolate are ineffective as steroid-sparing 
agents.1–3,11

Intravenous Immunoglobulin
In several controlled studies,1–3,11,12 IVIG has been effective and 
approved as first-line therapy. Monthly maintenance therapy is 
needed, preventing relapses in up to 60% of patients. A recent 
controlled trial showed that subcutaneous immunoglobulin 
(SCIG) is as effective, but whether it is preferable by the  patients 
has not been documented35 especially since a number of  patients 
relapsed after transitioning from IVIG to SCIG.35

Plasmapheresis
It is also effective in controlled studies.1–3,11,12 After a series of 
six plasma exchanges, maintenance therapy, with one exchange 
at least every 8 weeks, may be required. IVIG has now replaced 
plasmapheresis in most centers.

Polyneuropathy with Paraproteinemias
Patients with benign IgG or IgA demyelinating polyneuropa-
thies respond in a manner similar to CIDP. Patients with ma-
lignant paraproteinemias should be treated with chemotherapy, 
as needed for the underlying disease. When the neuropathy is 
axonal, treatments are generally disappointing.

For IgM anti-MAG demyelinating polyneuropathies, treat-
ments with prednisone plus chlorambucil, plasmapheresis, and 
IVIG2,3,20 has shown a variably marginal or minimal benefit. 
Rituximab is, however, the most promising therapy,20 providing 
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FIG. 67.5 Serial sections of a nerve biopsy from a patient with 
human immunodeficiency virus (HIV)–chronic inflammatory 
 demyelinating polyneuropathy stained for (A) human leukocyte 
antigen (HLA)-DR, (B) macrophages, and (C) CD8 T cells shows 
that the majority of the endoneurial cells are macrophages. Only 
rare CD8 cells are noted.

FIG. 67.6 Cross-section of a root from a patient with  human 
 immunodeficiency virus (HIV)–associated Guillain-Barré 
 syndrome (GBS) shows cytomegalovirus inclusions within the 
Schwann cell.
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efficacy in almost 40% of the patients in a small double-blind 
study, as confirmed later with a larger study,19 even though both 
did not reach significance. Additional, uncontrolled series with 
many patients have confirmed that rituximab is effective in 30% 
to 40% of these patients.20

MULTIFOCAL MOTOR NEUROPATHY
MMN responds very well only to IVIG, which is the treatment 
of choice based on controlled trials. In difficult cases, cyclo-
phosphamide or rituximab may be promising, but no controlled 
studies have been carried out.1–4

Paraneoplastic Neuropathy
Anecdotally, some of these patients have responded to plasma 
exchange or IVIG, but overall this neuropathy has not been con-
sistently responsive to available therapies.

Vasculitic Neuropathies
For isolated peripheral nerve vasculitis, a combination of pred-
nisone 1.5 mg/kg/day with cyclophosphamide 2 mg/kg/day 
orally, or 1 g/m2 intravenously monthly for 6 months, is the 
treatment of choice. Plasmapheresis has been tried in cryoglob-
ulinemic neuropathies, with variable results.

HIV Neuropathies
GBS and CIDP in a setting of HIV are treated with the same 
therapies as in HIV-negative patients, with IVIG being the pref-
erable choice. Ganciclovir may be helpful in CMV-related poly-
radiculoneuropathy.

Possibly Autoimmune Small-Fiber Sensory Neuropathies
This is a difficult group of patients to provide effective thera-
pies because the autoimmunity is unclear. In some patients 
steroids and IVIG can be anecdotally effective. Tricyclic anti-
depressants, carbamazepine, gabapentin, Lyrica (pregabalin), 
topiramate, and Cymbalta (duloxetine) are the preferable ther-
apies. Topical capsaicin in various combinations may provide 
some pain relief.
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The immune system is a major pathological component of 
many human diseases. Kidney diseases are no exception, with 
compelling clinical, pathological, and experimental data im-
plicating immune-mediated injury, particularly in diseases 
of the glomeruli.1 Physiological immunity requires complex 
interactions between both innate and adaptive arms of the 
immune system and tissue-derived signals. Humoral factors, 
including complement, coagulation and inflammatory factors 
and their regulators, interplay with cellular processes, to alter 
cellular behavior, microvascular biology and recruit mediators 
of tissue healing and repair. Underlying this constellation are 
genetic risk factors that modulate these responses to predis-
pose, or to protect against, nephritogenic responses and loss 
of kidney tissue.

Despite these insights, primary events directing/perpetu-
ating immunological reactivity against kidney tissues remain 
poorly understood. The dearth of knowledge about the mo-
lecular mechanisms of immunological processes inciting and 
propagating kidney injury translates to a narrow armamen-
tarium of poorly efficacious and nonspecific immunosup-
pressive therapies. These remain broad-spectrum and toxic, 
causing susceptibility to infection, cancer, metabolic and 
cardiovascular diseases. There are three reasons for the defi-
ciencies in understanding of the immunological bases of hu-
man nephrology, namely over-reliance on animal models that 
partially resemble human disease, the unknown duration of  
disease prior to presentation, and categorization of kidney dis-
eases according to structural changes rather than molecular 
level events occurring within cells and tissues. The advent of 
multi-omics technologies and machine learning approaches  
promises to address at least some of these deficiencies by inte-
grating nucleic acid, protein structural information, and oth-
ers, cross-sections in an unbiased manner across populations 
at different stages of disease.2 Nephrologists are, accordingly, 
optimistic about the near future, anticipating significant 
progress.

In this chapter we focus mainly on glomerular diseases, for 
which some of the pathophysiological mechanisms are under-
stood. Immune-mediated kidney injury can be incited by several 
mechanisms, ranging from normal immune responses causing 
incidental kidney injury (e.g., postinfectious glomerulonephri-
tis, serum sickness) to loss of tolerance to self-components, 
causing autoimmunity. Autoimmune responses can be directed 
against antigens shared between kidneys and extra-renal tis-
sues (e.g., antineutrophil cytoplasmic autoantibodies [ANCAs]) 
or directed specifically against kidney components (e.g., anti-
glomerular basement membrane [GBM] disease). Dysregulated 
immunity generating nephritogenic immune complexes (such 
as, in lupus nephritis) can also occur.1 In some cases, we have 

uncovered candidate antigens inciting nephrogenic autoim-
munity, such as phospholipase A2 receptor (PLAR2), antibod-
ies against which cause some subsets of primary membranous 
nephropathy (MN).

In all these cases, current best practice to evaluate patients 
with immune-mediated kidney disease involves attention to 
urinalysis, the type and quantity of proteinuria, renal function, 
presence/absence of common immune biomarkers and ultra-
structural examination of kidney tissues by biopsy. A renal ul-
trasound scan to identify structural lesions and to determine 
chronicity of injury (chronically damaged kidneys are often 
small, acutely injured kidneys are often normal size or slightly 
enlarged and may be echogenic) is often performed.

HEMATURIA
Red blood cells (RBCs) can enter the urine either via the upper 
or lower urinary tract. Upper urinary tract RBCs from glom-
eruli typically appear as dysmorphic acanthocytes and should 
prompt referral to nephrology for further evaluation. Lower 
urinary tract RBCs from the calices, ureters, bladder or urethra 
typically appear normal and are usually investigated by a urolo-
gist to rule out an occult malignancy.

Cellular casts in the urine are formed by aggregation around 
tubular proteins, such as Tamm-Horsfall protein. Erythrocyte 
and/or leukocyte casts typically indicate glomerular or tubular 
inflammation and, therefore, glomerulonephritis or interstitial 
nephritis, respectively (Fig. 68.1).

PROTEINURIA
Loss of the size-selective and/or charge-selective properties of 
the glomerular capillary wall or disruptions of glomerular epi-
thelial cells, called podocytes, allows plasma proteins, especially 
albumin, to leak into the filtrate causing glomerular proteinuria. 
Tubulointerstitial nephropathy, on the other hand, impairs re-
absorption of normally filtered low-molecular-weight proteins, 
resulting in low-grade proteinuria (rarely >2 g/day) with gen-
erally low albumin content. Thus, heavy proteinuria of greater 
than 2 g/day is often glomerular in origin or occurs because of 
frank blood in the urine.

Filtration of abnormal plasma proteins, termed paraproteins, 
can also cause proteinuria by overwhelming the reabsorptive 
capacity of renal tubules. This “overflow” proteinuria may be 
undetected by albumin-sensitive dipstick screening and may 
require urine immunofixation electrophoresis. Paraproteinemia 
may also be undetected or underestimated by plasma electro-
phoresis; measuring serum free light chains directly is a more 
sensitive method (Fig. 68.2).
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NEPHROTIC SYNDROME
Nephrotic syndrome is clinically characterized by heavy pro-
teinuria of greater than 3.5 g/day, hypoalbuminemia, edema, 
hyperlipidemia, and lipiduria. Conditions that typically have 
diffuse glomerular disease, including MN and systemic lupus 
erythematosus (SLE), are more likely than others with common 
focal disease, such as IgA nephropathy, to cause nephrotic syn-
drome. Diseases causing significant glomerular necrosis, such 
as ANCA-associated vasculitis, do not characteristically cause 
nephrotic syndrome since necrotic glomeruli lose filtration ca-
pacity.

ACUTE NEPHRITIC SYNDROME
Acute nephritic syndrome is glomerulonephritis character-
ized by glomerular hematuria, sub-nephrotic proteinuria, fluid 
retention and hypertension. A variant called rapidly progres-
sive glomerulonephritis (RPGN) is defined by ≥50% loss of 

glomerular filtration rate over 3 months, and generally greater 
than 50% of glomeruli show severe injury, manifest as cellular 
crescents on biopsy.

RENAL BIOPSY
Renal biopsy is often indicated to establish or confirm a tissue 
diagnosis, clarify the type of renal injury, establish the stage of 
disease, formulate prognosis and direct therapy. Some impor-
tant indications for renal biopsy are listed in Table 68.1. Light 
microscopy of a normal glomerulus is illustrated in Fig. 68.3. 
Some of the histological types of kidney injury will be discussed 
below.

MINIMAL CHANGE DISEASE

FIG. 68.1 Red Blood Cell Cast. Cast present in situ within 
the lumen of a distal renal tubule (periodic acid–Schiff [PAS] 
stain).

κ λ

FIG. 68.2 Immunofixation Electrophoresis of Urinary Protein. 
Proteins in a concentrated urine protein are separated in six repli-
cate lanes by standard protein electrophoresis. Separated proteins 
are identified by overlaying specific antisera to immunoglobulin 
(Ig)G, IgA, IgM, κ, and λ. In this example, a monoclonal paraprotein 
composed of λ light chain is identified as an intense narrow band 
in the far right lane. SPE, Serum protein electrophoresis.

TABLE 68.1 Indications for Renal Biopsy
1. Active “nephritic” urine sediment

• Dysmorphic erythrocytes: >10 per high-power field
• Cellular casts: erythrocyte or leukocyte

 2. Proteinuria >2 g/day
 3. Abnormal renal function

• Associated with the above features of active nephritis
• Particularly important if the duration of renal disease and/or rate of

change are unknown
 4. Document indications for use of high-risk therapeutic interventions

FIG. 68.3 Normal Glomerular Architecture. The glomerular 
capillary loops are patent and have normal thickness. Neither 
increased endocapillary cells nor expanded mesangial matrix 
encroach upon the patency of the capillary lumina (periodic 
acid–Schiff [PAS] stain).

• Most common cause of nephrotic syndrome in children
• High rate of response to glucocorticoids
• Cyclophosphamide is useful for those who relapse frequently
• Renal prognosis is characteristically excellent
• A subset may have or progress to unsampled focal segmental glo-

merulosclerosis

KEY CONCEPTS
Minimal Change Disease
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Childhood nephrotic syndrome is mainly caused by mini-
mal change disease (MCD). MCD in adults with nephrotic syn-
drome is rarer.3

Clinical Features
MCD is almost always associated with precipitous and severe 
nephrotic syndrome without a systemic disease. Microscopic 
hematuria is not uncommon in adult patients. Proteinuria ex-
clusively comprising albumin is characteristic; standard im-
munological screening tests are usually normal. Kidney biopsy 
establishes a diagnosis of MCD.

Etiology and Pathogenesis
The basic lesion of MCD is loss/neutralization of anionic pro-
teoglycans in glomerular capillary loops. Dissipation of the 
negative-charge barrier allows anion-charged albumin to pass 
freely. Interdigitating podocyte foot processes form a second 
barrier to glomerular leakage of protein, called slit diaphragms. 
These podocyte foot processes and slit diaphragms are disrupt-
ed in MCD.

The cause of MCD remains idiopathic. There is evidence of 
immune dysregulation, involving cell-mediated immunity, sup-
ported by a tendency of MCD to become manifest or to relapse 
after a viral infection (e.g., measles) or an allergic reaction. Some 
cases occur in association with Hodgkin lymphoma. MCD typi-
cally has a favorable response to immunosuppressants. Like-
wise, MCD relapses are associated with reduced regulatory  
T cells (Tregs).

Another hypothesis regarding causation of MCD invokes 
a circulating immune factor that causes increased glomeru-
lar permeability4 (see “Focal Segmental Glomerulosclerosis”). 
Since patients respond to B-cell depletion with rituximab (a cy-
tolytic monoclonal antibody against CD20 on B cells), a B-cell 
permeability factor cannot be ruled out.

Pathology
Generally, MCD biopsies appear normal by light microscopy. 
Electron microscopy shows characteristic pathological lesions 
of podocyte foot process fusion diffusely around glomerular 
capillaries.

Treatment
MCD is sensitive to glucocorticoids; greater than 90% of chil-
dren enter remission within a few weeks of starting treatment. 
In adults the response to glucocorticoids is lower and more 
delayed. A substantial portion of those with MCD suffer long-
term complications: some are steroid-resistant from the start; 
others are steroid-dependent for disease control; others still re-
lapse frequently and suffer substantial steroid toxicity over time. 
Alkylating agents such as cyclophosphamide increase response 
rates and reduce relapse rates. The calcineurin inhibitors cy-
closporine (CSA) and tacrolimus (Tac) are alternative steroid-
sparing agents, but relapses frequently occur with withdrawal 
of these agents. Rituximab, mycophenolate mofetil (MMF) or 
azathioprine are alternative steroid-sparing agents, particularly 
in patients who are steroid-dependent or relapse frequently.

Risk of progression to end-stage kidney disease is extremely 
low in true MCD. Sampling errors on kidney biopsy account 
for mistaken diagnosis of MCD in some cases that are, in fact, 
focal segmental glomerulosclerosis (FSGS). It is debated wheth-
er MCD and FSGS represent different manifestations of one 

disease (with MCD progressing to FSGS), or if they are different 
diseases.

FOCAL SEGMENTAL GLOMERULOSCLEROSIS

FSGS is a common primary glomerular disease in adults. 
Compared to patients with MCD, those with FSGS have higher 
frequency of microscopic hematuria, more persistent nephrotic 
syndrome, poorer response to immunosuppressants, and high-
er risk of progression to end-stage kidney disease. Incidence of 
FSGS as a cause of nephrotic syndrome is increasing, particu-
larly among Black patients.

Etiology and Pathogenesis
Diverse etiologies may disrupt the podocytes, causing his-
tological FSGS. Genetic mutations of the podocyte proteins 
podocin and nephrin cause a subset of FSGS in children and 
young adults. Circulating permeability factors, including solu-
ble urokinase-type plasminogen activator receptor, have been 
proposed as mediators of podocyte injury in “primary” FSGS. 
Alternatively, podocytes may have increased surface expression 
of the transmembrane protein B7-1 (CD80) that stimulates T 
cells, leading to foot process effacement. “Secondary” FSGS may 
result from drug toxicities (e.g., pamidronate), viral infection 
(e.g., human immunodeficiency virus [HIV]), or maladaptive 
hemodynamic stress (e.g., obesity or reduced nephron mass). 
A higher incidence of FSGS in African Americans is partially 
related to their increased frequency of APOL1 gene polymor-
phisms, which may have been positively selected due to a pro-
tective role against trypanosomiasis.5

Pathology
The renal pathology of FSGS, as the name implies, is sclerosis 
of portions, or segments, of only some glomeruli in the sam-
pled area. Segmental podocyte damage and detachment are 
seen, together with irregular foot process fusion, collapse of 
glomerular capillaries and marked increases in matrix and col-
lagen accumulation. Segmentally sclerotic areas typically stain 
nonspecifically for IgM and C3 (but not immunoglobulin [Ig]
G or IgA), particularly in areas of glomerular tuft hyalinosis 
(representing trapped plasma constituents), which do not rep-
resent classic immune complexes. One classification scheme 
divides FSGS into five variants: tip, perihilar, cellular, collaps-
ing, and not otherwise specified6 (Fig. 68.4). Collapsing FSGS, 
is associated with viral infections, notably HIV, and follows an 
aggressive course.

Treatment
Hypoalbuminemia and nephrotic range proteinuria are com-
mon in primary, but not secondary, FSGS, which typically cause 
sub-nephrotic proteinuria, with normal or near-normal serum 
albumin, no edema, and focal, rather than diffuse, foot process 

• Nephrotic syndrome with progressive renal insufficiency
• Glomerular permeability factor in plasma of some cases
• Unpredictable responses to glucocorticoids or cyclophosphamide
• Cyclosporine effective, but relapses common upon withdrawal
• Moderately high relapse rate in renal allografts

KEY CONCEPTS
Focal Segmental Glomerulosclerosis
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MEMBRANOUS NEPHROPATHY

MN is present in ~20% of adults with nephrotic syndrome. 
It is a less frequent cause of nephrotic syndrome in children. 
Primary MN was traditionally a diagnosis of exclusion after 

effacement. Genetic forms of FSGS should be considered in 
cases occurring at a very young age and in patients with steroid-
resistance.

Treatment of genetic and hyperfiltration-induced FSGS 
focusses on reno-protection with angiotensin antagonists and 
lipid-lowering agents. Treatment of other forms of FSGS is sim-
ilar to MCD, including immunosuppression with prednisone, 
cyclophosphamide, calcineurin inhibitors, or mycophenolate 
mofetil. There are mixed outcomes with rituximab in FSGS, 
particularly for steroid-resistant cases.7 Complete remission of 
proteinuria is less common in FSGS than MCD. Relapses and 
progression to end-stage kidney disease (ESKD) remain a ma-
jor concern, particularly in patients who are steroid-resistant 
and who frequently relapse. Several novel therapies targeting 
immunological, inflammatory, and costimulatory pathways 
are currently under investigation, including blockade of CD80 
with cytotoxic T lymphocyte antigen 4-Ig (CTLA-4-Ig). Pri-
mary FSGS is at high risk of recurrence in patients receiving 
kidney transplants, reflecting the presence of an injurious cir-
culating factor.

FIG. 68.4 Focal Segmental Glomerulosclerosis (FSGS). Several forms of glomerular lesions are seen in FSGS, often within the 
same biopsy: (A) minimal abnormality (periodic acid–Schiff [PAS] stain); (B) tip lesion manifested by segmental glomerular tuft lesion 
near the origin of the proximal tubule (PAS stain); (C) classical perihilar lesion (PAS stain); and (D) collapsing glomerulopathy; the glom-
erulus is globally contracted with wrinkling of the basement membranes; this is associated with hyperplasia of podocytes surrounding 
the glomerular capillaries (methenamine silver stain).

• Common cause of nephrotic syndrome in adults
• Autoantibodies to several proteins, including phospholipase A2 recep-

tor (PLA2R), detectable in large percentage of patients with primary
MN

• Several secondary causes: SLE, drugs, chronic hepatitis, malignan-
cies

• One-third of patients have spontaneous remission
• One-third of patients develop end-stage renal disease within a decade
• Protracted nephrotic syndrome confers risks of cardiovascular and

thromboembolic events
• Therapies: steroids, alkylating agents, calcineurin inhibitors, ritux-

imab, lipid-lowering drugs, angiotensin antagonists

KEY CONCEPTS
Membranous Nephropathy
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considering drugs, infections, neoplasms, and systemic illnesses 
(e.g., SLE). Many cases of primary MN are now known to have 
antibodies against defined antigens, such as M-type phospho-
lipase A2 receptor (PLA2R), permitting diagnosis by screening 
for these antibodies.

Etiology and Pathogenesis
MN is characterized by subepithelial “epimembranous” immune 
deposits containing IgG and complement. Immune complexes 
are likely formed in situ by interaction between a pathogenic an-
tibody and a constitutive glomerular antigen or an antigen ec-
topically planted in the glomerulus. The majority (70% to 80%) 
of patients with primary MN have circulating autoantibodies 
to PLA2R, a receptor expressed in glomerular podocytes.8 An-
tibodies to thrombospondin type-1 domain containing 7 A pro-
tein (THSDA7A), neutral endopeptidase and neural epidermal 
growth factor-like 1 protein (NELL-1) have been identified in 
smaller subsets of patients.9,10

Clinicopathological Features
MN generally presents with nephrotic syndrome. Renal biopsy 
is usually required, although serological testing for autoanti-
bodies (e.g., anti–PLA2R) may be informative if renal biopsy 
is contraindicated. Light microscopy shows uniform thicken-
ing of the glomerular capillary walls without endocapillary cell 
proliferation (Fig. 68.5). Subepithelial and/or intramembranous 
deposits are seen on electron microscopy (Fig. 68.6). PLA2R in 
glomerular immune deposits (by immunofluorescence or im-
munohistochemistry) favors a diagnosis of primary MN. A 
good proportion of secondary MN cases have mesangial depos-
its. However, diagnosing secondary MN relies on identifying 
clinical risk factors and finding abnormalities in laboratory and 
radiological data.

Natural History
The course of primary MN is highly variable. On average, one-
third of patients remit spontaneously, one-third achieve partial 
remission and one-third progress to ESKD. Persistent protein-
uria and impairment of renal function are long-term features of 
the latter two-thirds of patients.

Baseline characteristics, for example, severe nephrotic syn-
drome, hypertension, low GFR, are associated with poor out-
comes. Protracted high-grade nephrotic-range proteinuria is a 
strong predictor of adverse renal outcomes. Some studies sug-
gest that baseline PLA2R autoantibody titers correlate with dis-
ease activity, with high titers a being a risk factor for decline of 
renal function.11

Treatment
Management of MN usually includes diuretics to reduce 
edema, lipid-lowering drugs, anticoagulants to prevent 

FIG. 68.5 Membranous Nephropathy. Capillary walls are 
nearly uniformly thickened but remain widely patent. Cellularity 
of the glomerulus is normal (periodic acid–Schiff [PAS] stain).

FIG. 68.6 Membranous Nephropathy (Ultrastructure). 
(A) Electron micrograph demonstrates heavy, dark-staining 
immune complex deposits along the outer surface of the glo-
merular basement membrane and beneath the epithelial foot 
processes (hence the terms subepithelial or epimembranous 
deposits). Note the thickening and projections of the gray-
staining basement membrane between the electron-dense de-
posits. (B) Ultrastructure of a normal glomerular capillary wall 
for comparison.
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thromboembolic complications, and anti-hypertensives. An-
giotensin antagonists have a substantial antiproteinuric effect. 
All patients receive combinations of these measures. Low base-
line, or decreasing, anti-PLA2R antibody levels may predict 
spontaneous remission, favoring conservative therapy for 3 to 
6 months, whereas high baseline, or increasing, anti-PLA2R an-
tibody levels encourage the rapid start of immunosuppression. 
Therapy with corticosteroids and cytotoxic drugs (usually cy-
clophosphamide) significantly increase rates of remission and 
slow renal function loss in patients with persistent nephrotic 
syndrome. There is increasing enthusiasm for first line use of 
rituximab based on two controlled trials demonstrating its 
superiority over anti-proteinuric therapy alone or cyclospo-
rine.12 Other anti-B-cell drugs are under evaluation, including 
 belimumab.

MEMBRANOPROLIFERATIVE 
GLOMERULONEPHRITIS

MPGN is a morphological entity encompassing a heteroge-
neous group of diseases with similar appearance on light mi-
croscopy. The pattern of injury is mesangial matrix expansion, 
increased cellularity and thickening of the glomerular capillary 

walls, giving them a double contour appearance. These changes 
make the glomerulus appear lobulated (Fig. 68.7).

Etiology and Pathogenesis
Until recently MPGN was classified into three types: type 1 
characterized by subendothelial deposits; type II by intramem-
branous electron dense deposits in a ribbon-like pattern (also 
called dense deposit disease [DDD]); and type III by subendo-
thelial and subepithelial deposits (Fig. 68.8). This older classi-
fication also distinguished between secondary causes when an 
etiology was identifiable.

New insights into MPGN have resulted in re-classifica-
tion of this disease into only two sub-types, Ig-mediated or 

FIG. 68.7 Membranoproliferative Glomerulonephritis 
(MPGN). Glomerulus exhibits the typical lobulated appearance 
of this disease. Markedly increased mesangial cells and matrix 
in all of the lobules. Mesangium extends outward into the capil-
lary loops and forms double contours with the glomerular base-
ment membrane (periodic acid–Schiff [PAS] stain).

• Histologically classified into immune complex–mediated glomerulo-
nephritis or complement-mediated glomerulonephritis based on im-
munofluorescence staining pattern

• C3 glomerulopathy characterized by C3 accumulation in the glomeruli
in the form of electron-dense deposits.

• Genetic or acquired abnormalities in the activation of the alternate
alternative complement pathway associated with C3 glomerulopathy

• Response to immunosuppressive drug treatment generally poor
• Tends to recur in renal allografts

KEY CONCEPTS
Membranoproliferative Glomerulonephritis

FIG. 68.8 Membranoproliferative Glomerulonephritis (MPGN) Ultrastructure. (A) Capillary wall is markedly thickened and con-
tains heavy, dark-staining, electron-dense immune complexes in the subendothelial space. Mesangium (lighter material) extends into 
the capillary loop, where it is interposed between the basement membrane and the endothelium; the process gives the appearance 
of a massively thickened capillary loop on hematoxylin and eosin (H&E) staining, and the split appearance by periodic acid–Schiff (PAS) 
and silver stains. (B) Dense deposit disease; capillary loops contain smooth, continuous, linear dense material within the basement 
membrane.
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complement-mediated disease, based on patterns and composi-
tions of deposits assessed by immunofluorescence. This recog-
nizes that some cases of MPGN result from immunoglobulin 
(Ig) deposition with secondary complement activation, whereas 
others arise from primary abnormalities of complement acti-
vation. The presence of both Ig and complement component 
3 (C3) indicates an Ig-mediated process, in which immune 
complexes are deposited that activate the classical complement 
pathway. In contrast, C3 staining without significant Ig depo-
sition implies an antibody-independent means of complement 
activation, indicating primary dysregulation of the alternative 
complement pathway (Fig. 68.9). Such diseases are now grouped 
under the umbrella term, “C3 glomerulopathy” (C3G), which 
encompasses both C3 glomerulonephritis (C3GN) and DDD.13 
A diagnosis of C3G prompts evaluation for genetic mutations of 
complement regulatory proteins (e.g., factor H or factor I) or ac-
quired autoantibodies to regulatory proteins (e.g., C3 nephritic 
factor or anti-factor H). C3 nephritic factor, an autoantibody to 
C3 convertase, is frequently detected in C3G. C3 nephritic fac-
tor stabilizes C3 convertase, rendering it resistant to control by 
factor H, leading to persistent C3 activation and deposition of 
alternative pathway activation products in glomeruli.

The list of etiologies causing MCGN is long but includes 
infections (e.g., with hepatitis C virus, see below), monoclo-
nal gammopathies, autoimmune diseases (especially SLE) and 
complement disorders.

Pathology
MPGN shows endocapillary proliferation and positive findings 
on immunofluorescence. Double contour appearance to the 
GBM, best seen with silver stain, represents synthesis of GBM-
like material from capillary wall remodeling. Irregular capillary 
wall subendothelial and mesangial deposits are seen by electron 
microscopy in Ig-mediated MPGN; small intramembranous 
and subepithelial deposits are also present in C3GN. The hall-
mark of C3GN is dominant staining for C3 by immunofluo-
rescence in the mesangium and glomerular capillary walls (see 
Fig. 68.9).

Double contours of the GBM are also present in conditions 
with chronic endothelial injury, including thrombotic micro-
angiopathy, transplant glomerulopathy, and preeclampsia, and 
show histological appearance of MPGN by light microscopy. 
However, in these settings there are no associated immune de-
posits and immunofluorescence is negative for Ig and C3.

FIG. 68.9 C3 Glomerulopathy. (A) Glomerulus exhibiting the characteristic membranoproliferative pattern (hematoxylin and eosin 
[H&E] stain). (B) Immunofluorescence showing prominent glomerular staining for C3 complement. (C and D) Electron microscopy 
ultrastructure showing mesangial interposition giving a double contour of the glomerular capillary wall, as well as interposed electron 
dense deposits in the subendothelial space and the mesangium.
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Clinical Presentation
Presentation of MPGN is characteristically as chronic low-grade 
nephropathy. Some patients experience nephrotic syndrome 
and even RPGN. Hypocomplementemia is common. In im-
mune complex-mediated MPGN, serum C4 levels are generally 
low, reflecting classical pathway activation. C3 may be normal 
or mildly decreased. In complement-mediated MPGN C4 levels 
are normal, and C3 is typically low, consistent with alternative 
pathway activation. However, a normal serum C3 does not ex-
clude the diagnosis. Renal outcomes in C3GN are variable, with 
up to 30% of patients progressing to ESKD. Prognosis for DDD 
is worse, with ~50% progressing to kidney failure. Idiopathic 
MPGN and MPGN from complement dysregulation tend to 
recur in renal allografts; recurrences of both types of MPGN 
worsen graft survival.

Treatment
Existing treatment trials for MPGN pre-date the new classifi-
cation system and our appreciation of the distinct mechanisms 
of pathogenesis. Thus, their relevance is questionable because 
of the heterogeneity of patient populations. The new diagnos-
tic categories will better define groups of patients with similar 
pathogenesis, enabling more rational approaches to targeted 
therapy in the future.

Management of MPGN relies on identifying any reversible/
treatable underlying causes, such as hepatitis C virus (HCV) 
infection. Treatment of the underlying cause can reverse the 
kidney pathology and eliminate risk of aggravating occult 
 etiologies, such as viral infection, with immunosuppression.

There is no consensus regarding treatment of “idiopathic” 
immune complex–mediated MPGN. Most immunosuppres-
sants have been used with variable success, including predni-
sone alone or combined with either MMF or cyclophospha-
mide. There are limited data on rituximab for this disease. 
Optimal treatment of C3GN remains unclear but likely needs 
to be individualized based on correct identification of defects 
in the alternative complement system (genetic vs acquired 
autoantibodies). Infusions of fresh frozen plasma to replace 
missing complement factors may be beneficial for some. Im-
munosuppression with corticosteroids, rituximab, and MMF 
is theoretically beneficial in cases resulting from pathogenic 
antibodies to complement regulatory proteins, but is unprov-
en. Eculizumab, a mAb blocking activation of C5 complement 
(C5b-9), has been tested in small series, but data remain in-
conclusive. New complement blocking agents may also hold 
promise.14

POSTINFECTIOUS NEPHROPATHIES
Many infections can cause immune-mediated nephropathies. 
Some of the more common ones are described here.

Viral Infections
Hepatitis B Virus
Hepatitis B virus (HBV) has several histological renal manifes-
tations, the commonest being MN, which can occur in associa-
tion with antibodies against PLA2R,15 MPGN, and vasculitides 
affecting the kidneys (causing RPGN or large vessel involve-
ment). Clinical presentation is usually nephrotic syndrome, 
often with microscopic hematuria. Renal biopsy shows MN 
with positive immunofluorescence for Ig, C3, and some IgM. 

In some cases, HBV viral antigens are detectable within glom-
eruli. Electron microscopy shows subepithelial and intramem-
branous deposits, but there may also be mesangial and suben-
dothelial deposits.

Therapy for HBV-associated kidney disease is focused on 
treating the virus using antivirals, because immunosuppres-
sants may promote viral replication. Interferon-α (IFNα) or 
nucleoside/nucleotide analogues, such as lamividine, entaca-
vir, adefovir, tenofovir, and telbivudine are commonly used. 
Treatment with nucleoside/nucleotide analogues is often for 
several years. Immunosuppression with corticosteroids with 
or without cyclophosphamide or rituximab is cautiously con-
sidered in patients with RPGN, but concomitant antiviral 
therapy is required.

Hepatitis C Virus
HCV is an established cause of kidney disease. The virus has a 
similar spectrum of pathogenicity as HBV, but the most com-
mon manifestation is MPGN, occurring in the context of type 
II mixed cryoglobulinemia, in which mixtures of antibodies of 
different classes and clonalities precipitate at temperatures be-
low 37°C. Immune complex deposits within glomeruli are seen 
containing HCV, anti-HCV antibodies and virus-related (or un-
related) cryoglobulins. HCV also causes MN and vasculitides 
affecting the kidneys.

Treatment of HCV-associated nephropathy is aimed at the 
underlying cause with antiviral drugs. Prognosis has greatly im-
proved with introduction of newer antiviral agents supplanting 
IFNα and ribavirin. HCV-specific antivirals are usually used 
in combinations, such as sofosbuvir plus ledipasvir, which are 
highly effective and in most cases curative.16 Evidence for antivi-
ral treatment in HCV-related kidney disease comes mostly from 
IFN-based regimens, which reported remission of proteinuria 
and hematuria and improvement of renal function. There are 
limited data regarding the use of the newer antiviral agents in 
HCV-associated glomerulonephritis, but these hold promise.17 
In severe progressive renal disease and/or vasculitis, treatment 
with rituximab or pulse intravenous steroids and cyclophospha-
mide may be warranted in conjunction with antivirals. Ritux-
imab and plasma exchange may provide additional benefit in 
severe HCV-associated cryoglobulinemia refractory to antiviral 
therapy.18

Human Immunodeficiency Virus
HIV infection may cause a number of kidney manifestations. 
Chief is classical HIV-associated nephropathy (HIVAN), the 
first kidney disease associated with HIV infection. HIVAN is 
a collapsing form of FSGS accompanied by tubular microcysts 
and interstitial inflammation. It is usually seen in patients with 
AIDS but is occasionally diagnosed in less advanced HIV in-
fection or even before acute HIV seroconversion. HIVAN clas-
sically has significant proteinuria and rapidly progressive kid-
ney disease, often with hypertension and echogenic kidneys on 
ultrasound. HIVAN displays a striking racial predilection for 
Black patients, suggesting that genetic influences may be im-
portant.19

Other renal abnormalities have also been described with 
HIV, including IgA nephropathy, lupus-like glomerulonephri-
tis, postinfectious glomerulonephritis, MPGN, MN, cryoglob-
ulinemic glomerulonephritis, fibrillary and immunotactoid 
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glomerulopathy, and thrombotic microangiopathy.20 Tubuloin-
terstitial changes related to drug toxicity, acute interstitial ne-
phritis, or superimposed viral, fungal, or mycobacterial infec-
tions may also be present.

The mainstay of treatment for HIVAN is antiretroviral ther-
apy (ART), regardless of CD4 lymphocyte counts. Highly effec-
tive therapies for HIV have reduced the frequency of HIVAN 
and greatly improved the renal prognosis. Evidence for initiat-
ing ART in other HIV-associated immune complex glomerular 
diseases is inconclusive, but its use is a rational approach. Use 
of standard immunosuppressive drugs in this immunocompro-
mised population is controversial.

Bacterial Infections
Poststreptococcal Glomerulonephritis

Poststreptococcal glomerulonephritis (PSGN) is a classic im-
mune complex–mediated glomerulonephritis caused by dermal 
or throat infection with nephritogenic strains of group A strep-
tococci. PSGN has bimodal epidemiology, with peak incidence 
in children and in those over the age of 60. Latency between up-
per respiratory infection and nephritis is 7 to 10 days, and 2 to 
4 weeks after skin infection. Anti-streptococcal antibody titers 
are usually measured to demonstrate a preceding streptococcal 
infection. Anti-streptolysin O titers and anti-DNase B titers are 
most frequently elevated in upper respiratory and skin infec-
tions, respectively.

PSGN is a nephritic syndrome, with smoky or rust-colored 
urine, generalized edema, hypertension, and nephritic urine 
sediment. Proteinuria is typically mild. Patients have rising ti-
ters of anti-streptolysin and depressed C3 early in nephritis but 
normal/minimally depressed C4, indicating alternative comple-
ment pathway activation. Significant numbers of patients also 
have rheumatoid factor. Other auto-reactive antibodies have 
also been described in PSGN.

Glomerular injury results from passive glomerular trapping 
of circulating immune complexes composed of nephritogenic 
bacterial antigens and IgG antibody, or by in situ formation of 
immune complexes. This is followed by immune cell recruit-
ment, production of chemical mediators and cytokines, and 
local activation of complement and coagulation cascades that 
drive inflammatory responses.

Proliferative glomerulonephritis, with leukocyte infiltration, 
granular immune deposits of IgG and C3, and dome-shaped 
electron-dense subepithelial deposits (humps) are character-
istic. Prognosis is excellent in children; with supportive care, 
almost all recover. Progressive renal failure accompanied by hy-
pertension is more common in adults. Kidney biopsy is rarely 
needed in children but may be warranted if there is atypical pre-
sentation or evolution.

The classic childhood form is rarely seen in developed coun-
tries but is common in developing countries, thus remaining 
the commonest cause of acute childhood nephritis in the world. 
However, there is also an increase in incidence of non-strepto-
coccal PSGN or “infection-related” glomerulonephritis in older 
patients with multiple comorbidities, especially diabetes, HIV 
and malignancy. These clinical variants are usually related to 
infections with bacteria such as Staphylococcus aureus, irrespec-
tive of methicillin-sensitivity, and may be characterized by IgA-
dominant glomerular immune complex deposition.

Current therapies rely on culture-guided systemic antibi-
otics, especially in older patients, in whom MRSA may be the 
causative agent. Steroids are used in selected cases, in which 
crescents and severe interstitial inflammation are present.

IgA Nephropathy

IgA nephropathy (IgAN) is the most common primary glo-
merulonephritis worldwide.21 IgAN can affect patients of all ages, 
especially children and young adults, with a male preponder-
ance.22 There are geographical and ethnic differences in the prev-
alence of IgAN, with the highest frequency found among East 
Asians. IgAN is very uncommon in individuals of African ances-
try. This observation and examples of familial clustering of IgA 
nephropathy favor an important element of genetic susceptibility.

The spectrum of presentations of IgAN is relatively broad. 
IgAN may be discovered during evaluation of asymptomatic mi-
croscopic hematuria. Alternatively, patients, especially children, 
can present with recurrent episodes of macroscopic hematuria 
that occur within 24 to 48 hours after an infection, usually an 
upper respiratory infection or gastroenteritis. A transient eleva-
tion in serum creatinine has been associated with macroscopic 
hematuria in about one third of cases. This has been attributed 
to tubular injury and obstruction caused by intraluminal RBC 
casts. A small percentage of patients present with either ne-
phrotic syndrome or an acute RPGN characterized by edema, 
hypertension, renal insufficiency, and hematuria.

IgA vasculitis (IgAV), also known as Henoch-Schönlein pur-
pura, which typically involves the gastrointestinal and derma-
tological systems, may also affect the kidneys and present with 
features similar to IgA nephropathy.

Pathology
The characteristic findings on light microscopy are mesangial 
cell proliferation and mesangial matrix expansion. Electron 
microscopy typically reveals electron-dense deposits that pri-
marily limited to the mesangium, but a few deposits may also 
be present in subendothelial and subepithelial locations. The 

• Viral: Hepatitis B—membranous nephropathy; hepatitis C—cryo-
globulinemic membranoproliferative glomerulonephritis; human im-
munodeficiency virus (HIV)—focal segmental glomerulosclerosis (HIV 
nephropathy)

• Bacterial (mainly gram-positive): Nephritogenic streptococcal infec-
tions, prosthetic device (shunt) infections, subacute bacterial endo-
carditis, chronic deep tissue abscesses—mainly diffuse or focal prolif-
erative glomerulonephritis

KEY CONCEPTS
Infection-Related Nephropathies

• Common cause of asymptomatic microscopic hematuria, recurrent
macroscopic hematuria, and/or low-grade proteinuria

• Spectrum of disease, including idiopathic IgA nephritis and IgA vas-
culitis (previously called Henoch-Schönlein purpura); IgA in skin and
renal biopsy samples

• Mostly benign prognosis, especially in children
• Patients with progressive renal insufficiency and/or crescentic glo-

merulonephritis warrant trial of glucocorticoids and/or cytotoxic drug
therapy

KEY CONCEPTS
Immunoglobulin A Nephritis
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pathognomonic finding on immunofluorescence microscopy 
is globular deposits of IgA, often accompanied by C3 and IgG, 
in the mesangium and, to a lesser degree along the glomerular 
capillary wall (Fig. 68.10).

Etiology and Pathogenesis
Aberrant glycosylation of O-linked glycans in the hinge region 
of IgA1 resulting in increased serum levels of galactose-deficient 
IgA1 (Gd-IgA1) plays a pivotal role in pathogenesis of IgAN. 
The aberrantly glycosylated IgA1 is recognized by antiglycan 
antibodies and leads to circulating IgA immune complexes 
that preferentially deposit in the mesangium, provoking local 
injury. A genetic predisposition to IgAN has been linked with 
polymorphisms involving both innate and adaptive immunity 
and the alternative complement pathway. A “second hit” may be 
needed in predisposed individuals. Infections may play a role 
because episodes of macroscopic bleeding often coincide with 
mucosal infections, including upper respiratory tract (synphar-
yngitic) or gastrointestinal infections.

Natural History
Patients with IgAN who have low-grade proteinuria (<1 g/day) 
have a good renal prognosis and a low risk of progression. How-
ever, at least one-third of patients with IgAN eventually progress 
to ESKD. Twenty years after apparent disease onset the prob-
ability of renal failure is 25%, and the probability of some renal 
dysfunction is 50%. Hypertension occurs frequently as the dis-
ease progresses and portends a poor prognosis. Other clinical 
features associated with poor prognosis include older age at 
disease onset, persistent proteinuria greater than 1 g/day, and 
persistent azotemia.

Treatment
The most effective treatment of progressive IgAN remains 
undefined and controversial. Angiotensin antagonists are 
recommended to control blood pressure, reduce protein-
uria, and slow the rate of deterioration of renal function. A 
large trial (STOP-IgA nephropathy) showed that glucocorti-
coid monotherapy or a regimen that included prednisolone, 

FIG. 68.10 Immunoglobulin A Nephropathy (IgAN). (A) hematoxylin and eosin (H&E) stain and (B) periodic acid–Schiff (PAS) stain: 
Glomeruli manifest modestly increased mesangial hypercellularity and expanded mesangial matrix. (C) Immunofluorescence showing 
predominantly IgA deposition within the mesangium. (D) Electron microscopy showing deposits mainly within the mesangium, but 
not along peripheral capillary loops.



876 PART VII Organ-Specific Inflammatory Disease

cyclophosphamide, and azathioprine did not have a significant 
beneficial effect on preservation of kidney function.23 Howev-
er, a course of oral steroids may be considered in patients with 
high-grade proteinuria, and cytotoxic drugs are indicated in 
a small subset of patients with crescentic rapidly progressive 
IgAN. A targeted-release formulation of budesonide added to 
optimized blockade of the renin-angiotensin system reduced 
proteinuria in a recent trial.24 There are conflicting data about 
the value of fish oil dietary supplements (eicosanoids) in pre-
venting renal progression in patients with IgAN. The practice 
of tonsillectomy in IgAN has not been clearly established. The 
lack of effective therapy has provided the impetus for several 
clinical trials testing novel therapies. Thus far, a small trial of 
rituximab has not shown compelling evidence for a benefit 
in IgAN.

Antineutrophil Cytoplasmic Antibodies–Associated 
Renal Vasculitis

ANCAs are associated with a distinct form of vasculitis that 
can affect many different types of vessels and any organ in the 
body. ANCA-associated vasculitis (AAV; see Chapter 59) is cat-
egorized into four main types: microscopic polyangiitis (MPA), 
granulomatosis with polyangiitis (GPA, formerly called Wegen-
er granulomatosis), eosinophilic granulomatosis with polyangi-
itis (EGPA, formerly Churg-Strauss syndrome), and renal lim-
ited vasculitis. As shown in Table 68.2, the patterns of ANCAs 
differ, depending on the type of vasculitis.

Renal involvement is common in AAV but varies in type and 
severity. It occurs more frequently in MPA (90%) and in GPA 
(80%) and less frequently in EGPA (45%). Clinically, RPGN is a 
common manifestation of these renal vasculitides characterized 
by the presence of hematuria, sub-nephrotic proteinuria, active 

urinary sediments, and renal failure. Systemic disease may also 
produce clinical features pertaining to other organ involvement, 
for example hemoptysis from pulmonary hemorrhage or upper 
respiratory tract symptoms. Some patients present with overlap 
syndromes, showing features of both AAV and anti-GBM dis-
ease (see below).

Pathology
The ANCA vasculitides produce similar types of kidney abnor-
malities, affecting predominantly, but not exclusively the glom-
eruli (Fig. 68.11). Histological examination usually reveals glo-
merular lesions that are characteristically focal and segmental 
in distribution, with fibrinoid necrosis and crescent formation. 
Breaks in the GBM may be seen. There may be accompanying 
necrotizing arteritis. In contrast to immune complex–medi-
ated vasculitis, ANCA-associated vasculitis usually has little or 
no Ig deposition in injured glomerular vessels, with minimal 
or negative staining by immunofluorescence, a so-called pau-
ci-immune pattern. Patients with large percentage of cellular 
crescents (>50%) typically present with severely reduced renal 
function but have a good chance for recovery of renal function 
with treatment, whereas those with a greater percentage of glob-
ally sclerotic (scarred) glomeruli are less likely to recover renal 
function.25

Treatment and Prognosis
ANCA-associated renal vasculitis tends to be severe and 
fulminant. The systemic features of these diseases impart a 
high mortality. Indeed, in the pre-steroid era these condi-
tions had close to universal mortality. Thus, early detection 
is critically important in management. Even with early di-
agnosis, approximately one-third of patients will progress 
to renal failure within 5 years. Relapsing courses in patients 
with microscopic polyangiitis, underscore the importance of 
prompt induction treatment followed by maintenance ther-
apy. Glucocorticoids are important in the early treatment of 
renal vasculitis. Cyclophosphamide-based regimens are very 
effective in inducing remission in patients with AAVs. Most 
advocate daily oral cyclophosphamide regimens, but inter-
mittent pulse cyclophosphamide may be substituted to re-
duce the toxicity of extended therapy. In patients with severe 
pulmonary hemorrhage or rapidly progressive glomerulo-
nephritis caused by renal vasculitis, pulse methylpredniso-
lone, followed by prednisone and daily cyclophosphamide, is 
clearly indicated. Adjunctive plasma exchange is commonly 
used in cases of aggressive pulmonary–renal syndrome or 
life-threatening disease. Rituximab has become a valuable 
alternative to cyclophosphamide for induction treatment 
based on the results of two pivotal prospective randomized 
controlled trials.26 Maintenance therapy is usually given for 
12 to 18 months after achieving remission. Azathioprine has 
been the mainstay of maintenance therapy in AAVs after re-
mission induction, but rituximab is likely to have a promi-
nent role in maintenance therapy, as indicated by favorable 
results from recent trials.27 The latest clinical evidence also 
suggests a role for inhibition of terminal complement com-
ponents in the management of AAV, with phase 2 studies 
suggesting that avacopan (an inhibitor of the C5a receptor) 
can be effective in replacing high-dose steroids and a phase 3 
study (“ADVOCATE”) due to report shortly.

TABLE 68.2 Prevalence of Antineutrophil 
Cytoplasmic Antibodies in Renal Vasculitis

ANCAs TEST POSITIVITY (%)

Type of Renal Vasculitis
P-ANCAs or 
Anti-Mpo

C-ANCAs or 
Anti-Pr3

Polyarteritis nodosa 10–20 10–20
Microscopic polyangiitis 50–80 10–20
Granulomatosis with polyangiitis 

(Wegener granulomatosis)
10–20 80–90

Necrotizing and crescentic GN 50–80 10–20

MPO, Myeloperoxidase; PR3, proteinase 3.

• Renal vasculitis with glomerular involvement includes microscopic
polyangiitis (MPA), granulomatosis with polyangiitis (GPA), and necro-
tizing crescentic glomerulonephritis (renal-limited vasculitis)

• Associated with ANCAs
• Rapidly progressive glomerulonephritis is common; early treatment

includes pulse methylprednisolone, cyclophosphamide, rituximab, or
possibly plasma exchange

• Maintenance therapy: azathioprine, rituximab

KEY CONCEPTS
Antineutrophil Cytoplasmic Antibodies–Associated 
Renal Vasculitis



877CHAPTER 68 Immunologic Renal Diseases

Anti-Glomerular Basement Membrane Antibody- 
Mediated Nephritis (Goodpasture Disease)

Anti-GBM disease is a rare, but classic immune-mediated 
cause of severe pulmonary-renal syndrome. The cardinal patho-
genic factor is an autoantibody to a component of type IV col-
lagen, specifically the noncollagenous domain 1 of the α3 chain 
subunit. within the GBM or the alveolar basal membrane.28 
These autoantibodies lead to GBM rupture with development 

of crescentic glomerulonephritis (Fig. 68.12) and account for 
the pathognomonic finding of linear deposition of IgG along 
the glomerular capillaries as assessed by immunofluorescence 
microscopy. In contrast to AAV, the glomerular lesions of anti-
GBM disease typically appear to be of the same age, suggesting 
a single moment of onset of the disease.

The genesis of anti-GBM antibodies in sporadic cases is 
unknown. It is postulated that an inciting event such as viral 
infection, or exposure to environmental factors, such as hydro-
carbons or tobacco, perturbs the normal conformation of col-
lagen in the basement membrane, exposing previously cryptic 
epitopes on the α3 subunit and eliciting the pathogenic autoan-
tibody response. This disease can occur paradoxically in normal 
kidneys transplanted into patients with Alport syndrome, the 
latter caused by mutations in the α-chains of type IV collagen, 
because the normal collagen is recognized as being foreign and 
elicits a humoral immune.

Clinically, malaise, weight loss, fever, or arthralgia may 
be the initial features of anti-GBM disease. Some patients 
present with isolated renal involvement, but more typically, 

FIG. 68.11 Antineutrophil Cytoplasmic Antibody (ANCA)–Associated Systemic Vasculitis. (A) Skin biopsy showing leukocyto-
clastic vasculitis of a small dermal artery (hematoxylin and eosin [H&E] stain). (B) Glomerulus illustrating a characteristic segmental 
proliferative lesion forming an adhesion to the Bowman capsule in an early and mild case (H&E stain). (C) Glomerulus with classical 
fibrinoid necrosis and an associated cellular crescent of a more severe and rapidly progressive case (H&E stain). (D) Necrotizing vas-
culitis in a small renal artery in an extreme case of ANCA-associated renal vasculitis; large numbers of eosinophils are present in the 
perivascular inflammatory infiltrate (H&E stain).

• Circulating anti-GBM antibody
• Associated with pulmonary hemorrhage
• Rapidly progressive glomerulonephritis with cellular crescents and

linear deposits of IgG
• Treated with high-dose steroids, cyclophosphamide, plasma  exchange 

KEY CONCEPTS
Anti–Glomerular Basement Membrane Disease
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pulmonary hemorrhage with hemoptysis accompanies acute 
renal failure. The devastating nature of the disease warrants 
aggressive treatment. Pulse methylprednisolone, cyclophos-
phamide, and plasma exchange are early indicated in the 
course of Goodpasture disease.29 The role of rituximab in this 
disease requires further study. Reversibility of renal disease is 
unlikely if renal function is substantially impaired or oliguria 
ensues before treatment is started. Immunosuppressive treat-
ment is normally continued until the patient has been in sus-
tained clinical remission and anti-GBM titers are minimal or 
absent for at least 3 months. In contrast to AAV, anti-GBM is a 
“one-hit” disease and does not relapse.

Lupus Nephritis

SLE (see Chapter 52) is a systemic inflammatory disease of un-
known etiology that can affect most organs in the body. The 
majority of patients with SLE have some degree of glomerular 
disease, but the presentation, course and outcome of lupus ne-
phritis has a wide spectrum. Lupus nephritis occurs more often 
and is associated with less favorable outcomes among Hispanic, 
Asian, Native American, and especially African American pop-
ulations compared with Caucasians. Nephritis is a major cause 
of morbidity and mortality and accounts for a large portion of 
all hospital admissions in patients with SLE.

Pathogenesis
Several different mechanisms may be involved in the patho-
genesis of lupus nephritis, resulting in a wide spectrum of re-
nal lesions. Deposition of immune complexes in the kidney 
appears to be the initiating event in proliferative lupus nephri-
tis; however, only a subset of immune complexes appears to be 
nephritogenic. DNA and anti-DNA antibodies are known to 
be concentrated in glomerular deposits in the subendothelial 
space and are likely to play a central role in the pathogenesis 
of proliferative lupus nephritis. Unfortunately, there are fewer 
insights into the pathogenesis of lupus MN with its characteris-
tic epimembranous immune deposits. Only a small proportion 
of patients with lupus MN have antibodies against the PLA2R 
antigen. Although T cells are almost certainly involved in auto-
antibody production, it is unknown whether they have a direct 
role in the pathogenesis of lupus nephritis.

Clinical Features
Patients with lupus nephritis can have the full spectrum of renal 
presentations, reflecting the broad extent of renal involvement. 
Asymptomatic hematuria or proteinuria may be the presenting 
features, but they often progress to nephritic and/or nephrotic 
syndrome. Hypertension, azotemia, nephritic urine sediment 
(with hematuria and cellular casts), hypocomplementemia 
and high anti–double-stranded DNA (dsDNA) titers are more 
commonly found in patients with proliferative lupus nephritis. 
RPGN is usually associated with the appearance of cellular cres-
cents and may be superimposed on severe proliferative or mem-
branous forms of lupus nephritis.

Pathology
The former classification of renal biopsy in lupus nephritis by 
the World Health Organization (WHO) was revised by an inter-
national committee in 2004 (Figs. 68.13–68.15). A summary of 
the histological features in each class of lupus nephritis can be 
found in Table 68.3.

Treatment
In 2012, the American College of Rheumatology (ACR), the Eu-
ropean League Against Rheumatism (EULAR), and the Euro-
pean Renal Association–European Dialysis and Transplantation 
Association (ERA-EDTA) published their recommendations for 
the management and treatment of patients with lupus nephri-
tis.30,31 Immunosuppressive treatment of mesangial classes of 
lupus nephritis (classes I and II) is usually not indicated (ACR). 
However, the distinction between early mesangial lesions that 
are in transition to more ominous classes that reflect mild and 
stable nephropathy is difficult. Consequently, treatment with 
prednisone alone or in combination with azathioprine has been 
recommended for patients with proteinuria that exceeds 1 g/day 
despite blockade of the renin–angiotensin–aldosterone (RAA) 
system, especially if the patient also has a nephritic urinary 
sediment (EULAR/ERA-EDTA). For patients with focal or dif-
fuse proliferative glomerulonephritis (classes III and IV), ACR 
and EULAR/ERA-EDTA recommended mycophenolate mofetil 
(MMF) or intravenous cyclophosphamide (IVCYC) plus glu-
cocorticoids. Low-dose IVCYC (500 mg IV every 2 weeks in 
six doses) offers a favorable balance of efficacy and relatively 
low toxicity for Caucasian patients with Western or Southern 

FIG. 68.12 Anti-Glomerular Basement Membrane (GBM) 
(Goodpasture) Disease. A circumferential cellular crescent fills 
the Bowman capsule and compresses the glomerular tuft (Silver 
stain).

• Class I: normal glomeruli by light microscopy in patients with SLE
• Class II, mesangial: Immunosuppressive treatment is usually not in-

dicated unless patient has proteinuria >1 g/day despite renin–angio-
tensin–aldosterone system blockade, especially if urine sediment is
nephritic

• Class III, focal nephritis and class IV, diffuse nephritis: MMF or intra-
venous cyclophosphamide (IVCYC) plus glucocorticoids for induction
followed by MMF or azathioprine plus low-dose corticosteroids as
maintenance therapy

• Class V, Membranous nephropathy: Alternate-day prednisone with
MMF, or alternatively bimonthly pulse cyclophosphamide or low-dose
daily cyclosporine

KEY CONCEPTS
Lupus Nephritis
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European ancestry. Higher dose, monthly IVCYC for 6 months, 
plus 3 daily IV infusions of methylprednisolone initially, fol-
lowed by prednisone has also been recommended for patients 
with ominous clinical and histological prognostic indicators, 
including cellular crescents and fibrinoid necrosis. ACR and 
EULAR/ERA-EDTA recommend either azathioprine (AZA) or 
MMF as maintenance therapy for patients showing a favorable 
response after initial immunosuppressive therapy. Although 
AZA and MMF appeared to be equally effective maintenance 
therapies in a European study, patients randomized to mainte-
nance therapy with MMF had better outcomes than those ran-
domized to AZA in a larger study conducted worldwide. The 
duration of maintenance immunosuppressive therapy involves 
careful consideration of the risks of another renal flare-up ver-
sus the risks of drug toxicity. EULAR/ERA-EDTA recommend 
at least 3 years of therapy in patients showing improvement af-
ter initial treatment. In general, we have offered a comparable 

recommendation that treatment should continue for at least  
1 year after remission of renal disease to prevent exacerbations.

Neither IVCY nor MMF is universally effective in the man-
agement of lupus nephritis, hence the search for more effica-
cious treatment regimens, including rituximab, belimumab 
(binds to BAFF), immunomodulators (e.g., laquinimod), cy-
tokine inhibitors, immunoablation without or with stem-cell 
reconstitution, and immunological co-stimulation inhibitors 
(e.g., CTLA-4-Ig), continues.32,33 The importance of these ongo-
ing efforts to investigate novel approaches to treatment is un-
derscored by observations that although the risk of renal failure 
caused by lupus nephritis decreased from the 1970s to the mid-
1990s (coincident with the increased use of cyclophosphamide), 
that risk has shown a reverse trend and increased slightly in the 
last two decades.34

For patients with “pure” class V lupus MN and nephrotic-
range proteinuria, both the ACR and the EULAR/ERA-EDTA 

FIG. 68.13 Classes of the Pathology of Lupus Nephritis (1). (A) Class II, mesangial proliferative lupus nephritis; mesangial areas are 
expanded by cells and matrix but the peripheral capillary loops remain widely patent (periodic acid–Schiff [PAS] stain). (B) Class III, focal 
lupus nephritis; solid lesion at the lower right portion of this glomerulus demonstrates segmental fibrinoid necrosis. Note the nuclear 
fragments (karyorrhexis) in the fibrinous exudate (hematoxylin and eosin [H&E] stain.)

FIG. 68.14 Classes of the Pathology of Lupus Nephritis (2). (A) Class IV, diffuse lupus nephritis; glomerulus with irregular but nearly 
global changes, including obliteration of many capillary loops resulting from endocapillary hypercellularity, “wire loop” thickening and 
hyaline thrombi (periodic acid–Schiff [PAS] stain). (B) Class V, membranous lupus nephritis; glomerulus shows minimally increased 
mesangial cellularity with thickened but widely patent capillary loops (PAS stain).
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have recommended oral prednisone and MMF. A prospective 
controlled trial showed that both IVCYC and cyclosporine A 
(CSA) were more effective than steroids alone in inducing re-
mission of proteinuria in lupus MN, but that relapse of nephrot-
ic syndrome occurred significantly more often in the CSA group 
than in the IVCYC treatment group.

Systemic Sclerosis (SSc, Scleroderma) Renal Disease

The most common and potentially devastating renal manifesta-
tion of systemic sclerosis (see Chapter 56) is scleroderma renal 
crisis (SRC).35 Most cases of SRC occur within 4 years of the 
onset of systemic sclerosis in patients with diffuse cutaneous 
scleroderma affecting the proximal extremities and the trunk, 
although some may have a scleroderma renal crisis without 
dermatological features. Several characteristics of the disease, 
including rapid progression of skin thickening, palpable tendon 
friction rubs, anti-RNA polymerase III antibody, recent-onset 
cardiac events (e.g., pericardial effusion or heart failure), new-
onset anemia (especially if associated with microangiopathic 
hemolysis and thrombocytopenia), and recent treatment with 
high-dose corticosteroids, help identify patients at increased 
risk for developing SRC. A classic clinical presentation may 
obviate the need for renal biopsy. However, renal biopsy may 
be necessary in atypical cases. For example, about 20% of SRC 
cases occur before the diagnosis of scleroderma has been estab-
lished. Patients with scleroderma can rarely also develop other 
renal diseases, such as ANCA-associated vasculitis, which are 
important to recognize because they require treatments differ-
ent from those usually recommended for SRC.

Scleroderma renal crisis is characterized by abrupt onset of 
renin-mediated moderate to severe hypertension, rapid deterio-
ration of renal function, and proteinuria, which is usually non-
nephrotic. Associated findings may include microangiopathic 
hemolysis, hypertensive encephalopathy including seizures, 
hypertensive retinopathy, acute left ventricular failure, and pul-
monary edema. Normotensive renal crisis occurs infrequently 
and may be recognized by the presence of microangiopathic 
hemolysis with or without unexplained azotemia. The primary 
pathogenic process appears to be a renal vasculopathy involving 
predominantly the interlobular arteries and arterioles. Marked 
intimal thickening with an attendant “mucoid” appearance, and 
fibrinoid necrosis in the absence of vasculitis, are common and 
characteristic of the disease (Fig. 68.16). Immune deposits are 
rarely observed by fluorescence or electron microscopy studies.

Although a variety of treatments have been proposed for pa-
tients with scleroderma, none has been proven to be consistent-
ly efficacious. The most significant therapeutic advance in the 
treatment of SRC is the use of angiotensin-converting enzyme 
(ACE) inhibitors (ACEIs), which have dramatically increased 
the 1-year survival of patients with SCR. Prompt treatment with 
ACEIs is recommended for hypertensive and normotensive 
SRC because these agents may reverse the process by interfering 
with angiotensin II–mediated vasoconstriction and by inhibit-
ing the degradation of bradykinin, a potent vasodilator, by ACE. 
Despite this impressive impact of ACEIs on clinical outcomes, 
approximately one-third to one-half of patients still progress to 
early death or renal failure. This has prompted continued inves-
tigation of additional treatment strategies, including blockade 

FIG. 68.15 Ultrastructure of Proliferative Lupus Nephritis. 
Electron microscopy demonstrates the characteristic mesan-
gial deposits (dark materials interspersed within the centrally 
located amorphous, gray mesangial matrix) and subendothelial 
deposits (dark materials extending along the peripheral capillary 
loops).

TABLE 68.3 International Society of 
Nephrology/Renal Pathology Society 2004 
Classification of Lupus Nephritis

Class Histologic Features/Comments

I. Minimal 
mesangial

Normal light microscopy (LM); mesangial deposits 
by immunofluorescence (IF) and electron 
microscopy (EM)

II. Mesangial
proliferative

Pure mesangial hypercellularity and matrix 
expansion

IF and EM: mesangial immune deposits
III. Focal Glomerular capillary obliteration in <50% of 

nephrons as a result of proliferation or sclerosis
LM: Increased numbers of mesangial, endothelial, 

and/or hematogenous cells. Active inflammatory 
lesions (karyorrhexis, fibrinoid necrosis, 
adhesion to the Bowman capsule, cellular 
crescents, interstitial inflammatory infiltrates). 
Wire loop lesions. Hyaline thrombi

IF and EM: Mesangial and peripheral capillary loop 
(subendothelial) immune complex deposits

IV. Diffuse Qualitatively similar histologic lesions as in class III. 
Glomerular capillary obliteration involving >50% 
of nephrons. Subsets defined as primarily global 
(class IV-G) or primarily segmental (class IV-S) 
involvement

V. Membranous LM: Regular thickening of the peripheral capillary 
loops of the glomerulus. Mesangial expansion

EM: Subepithelial, intramembranous, mesangial 
(but no or very rare subendothelial) immune 
complex deposits

VI. Advanced >90% global sclerosis without residual active 
lesions

• Scleroderma renal crisis: Predominantly renal vasculopathy; moderate 
to severe (high renin) hypertension with progressive renal failure—
treated with angiotensin-converting enzyme inhibitors (ACEIs); addi-
tional antihypertensive agents may be needed

• Primary Sjögren syndrome: Distal renal tubular acidosis, nephrogenic
diabetes insipidus, interstitial nephritis, hypokalemia, and/or renal cal-
culi; rarely glomerulonephritis

KEY CONCEPTS
Nephropathies of Selected Connective Tissue Diseases
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of the RAA system at multiple sites, for example, with a direct 
renin inhibitor as well as a potent vasodilator such as prostacy-
clin or an endothelin receptor antagonist.

Renal Disease of Primary Sjögren Syndrome
A variety of renal manifestations occur in approximately one-
third of patients with primary Sjögren syndrome (see Chapter 55),  
including tubular dysfunction (proximal or, more often, distal re-
nal tubular acidosis), Fanconi syndrome, hypokalemia that may 
be profound and associated with paralysis, Bartter syndrome, 
Gitelman syndrome, nephrogenic diabetes insipidus), as well as 
renal calculi, nephrocalcinosis, interstitial nephritis, pseudolym-
phoma, necrotizing vasculitis, and glomerulopathy.36 Studies of 
renal pathology among patients with primary Sjögren syndrome 
have shown that acute and/or chronic tubulointerstitial nephritis 
is the predominant lesion. A diverse range of glomerular diseases, 
including MN and proliferative glomerulonephritis (focal or dif-
fuse, and membranoproliferative), have been reported in primary 
Sjögren syndrome. In such cases, the possibility of overlap with 
SLE should be considered. Immunosuppressive therapy for renal 
manifestations of primary Sjögren syndrome should be individu-
alized on the basis of activity and severity of the glomerular and/
or tubulointerstitial nephritis. Patients with serious complications 
of tubular dysfunction may warrant immunosuppressive thera-
pies based on preliminary evidence that autoantibodies (against, 
for example, carbonic-anhydrase-II) as well as cell-mediated in-
jury likely contribute to at least some of those disorders.

Thrombotic Microangiopathies

Thrombotic microangiopathies (TMA) are a heterogeneous 
group of diseases of either hereditary or acquired etiology that 
share the clinical findings of microangiopathic hemolytic ane-
mia (MAHA) and thrombocytopenia.37 Peripheral blood smears 
reveal fragmented erythrocytes, which result from shearing in-
jury in the microvasculature. The common pathologic features 
are arterial and capillary microthrombi formation and charac-
teristic endothelial and vessel wall damage. Based on a number 
of advances in pathophysiological insight, diagnostic tests and 
treatment in the recent years the nomenclature has been modi-
fied to reflect causality. Below are the main primary causes of 
TMA. In addition, a range of secondary causes of TMA, among 
them pregnancy, severe hypertension, glomerular diseases or 
certain drugs, have been described.

ADAMTS13 deficiency–mediated TMA (thrombotic throm-
bocytopenic purpura, TTP) features predominantly neurologic 
symptoms, with acute kidney injury occurring rarely. AD-
AMTS13 deficiency can be hereditary or acquired based on 
autoantibodies against the metalloprotease. Treatment consists 
of acute plasma exchange and prophylactic plasma transfusions 
and glucocorticoids in the course of the disease.

In Shiga-toxin-mediated TMA (ST-HUS) a prodromal diar-
rheal disease is followed by TMA with acute kidney injury and 
occasionally neurological abnormalities. Escherichia coli, sero-
type O157:H7 and Shigella dysenteriae are the most common 
toxin-producing bacteria and often occur in outbreaks. Treat-
ment is supportive, with patients commonly requiring dialysis.

Complement-mediated TMA (atypical hemolytic uremic 
syndrome, aHUS) is a prototypic disease of complement dys-
regulation. The complement system is a highly conserved part 
of the innate immune system, with its key components C3 and 
C5. It mediates immune cell and platelet activation, endothelial 
cell damage and pathogen opsonization. Activation can happen 
through the classical pathway with an antibody signal, the lec-
tin-pathway through a pattern recognition signal, or through the 
alternative pathway (tick-over). Complement-mediated TMA is 
thought to be based on uncontrolled alternative pathway activa-
tion, either caused by loss-of-function mutations in regulatory 
complement genes (e.g., CFH, CFI, CD46) or gain-of-function 
mutations in effector genes (e.g., CFB, C3). By far the most com-
mon defect is in complement factor H (CFH), which constitutes 
10% of the cases. Importantly, most genetic mutations show in-
complete penetrance. Environmental triggers, such as pregnancy 
or infection, are often necessary to trigger the disease. Rarely, 
antibodies against CFH or CFI proteins are found.

Clinical features of complement-mediated TMA are com-
monly acute kidney injury and hypertension. Treatment is 
based on plasma exchange and the complement factor C5 in-
hibitor, Eculizumab. Treatment duration with eculizumab re-
mains unproven. Treatment failure should prompt screening for 
genetic causes or autoantibodies. The other TMAs also feature 
complement activation, but it is less clear if this is a primary 
event or bystander effect. The use of complement inhibitors is 
controversial here.

The success of eculizumab in treating aHUS has prompted a 
new interest in complement inhibitors and the complement sys-
tem itself. Drugs under investigation include inhibitors targeting 
C5AR1 and MASP2, and long-acting formulations of C5 inhibi-
tors.38 Recent evidence points to the existence of intracellular C3 
and C5 complement systems in many cells.39 An unresolved field 
remains the understanding of the integration and inter-connec-
tion of the intracellular and extracellular complement pathways.

FIG. 68.16 Scleroderma Renal Crisis. Renal arteriole demon-
strates extensive fibrin deposition (dark material) within multiple 
layers of its wall. The lumen is further compromised by severe 
swelling and intimal hyperplasia (Masson trichrome stain).

• Thrombotic microangiopathies (TMA) can be hereditary or acquired
and the main primary forms are complement-mediated TMA (atypi-
cal hemolytic uremic syndrome, aHUS), Shiga-toxin-mediated TMA
(ST-HUS) and ADAMTS13 deficiency–mediated TMA (TTP, thrombotic
thrombocytopenic purpura)

• Key clinical findings are microangiopathic hemolytic anemia (MAHA),
thrombocytopenia, and acute kidney injury

• Treatment according to the etiology, plasma exchange being the main-
stay of acute therapy

KEY CONCEPTS
Thrombotic Microangiopathies



882 PART VII Organ-Specific Inflammatory Disease

REFERENCES
1. Couser WG, Johnson RJ. The etiology of glomerulonephritis: roles of 

infection and autoimmunity. Kidney Int. 2014;86:905–914.
2. Floege J, Amann K. Primary glomerulonephritides. Lancet. 

2016;387:2036–2048.
3. Waldman M, Crew RJ, Valeri A, et al. Adult minimal-change disease: 

clinical characteristics, treatment, and outcomes. Clin J Am Soc Nephrol. 
2007;2:445–453.

4. Maas RJ, Deegens JK, Wetzels JF. Permeability factors in idiopathic 
nephrotic syndrome: historical perspectives and lessons for the future. 
Nephrol Dial Transplant. 2014;29:2207–2216.

5. Genovese G, Friedman DJ, Ross MD, et al. Association of trypanolytic 
ApoL1 variants with kidney disease in African Americans. Science. 
2010;329:841–845.

6. D’Agati VD, Alster JM, Jennette JC, et al. Association of histologic variants 
in FSGS clinical trial with presenting features and outcomes. Clin J Am 
Soc Nephrol. 2013;8:399–406.

7. Iijima K, Sako M, Nozu K, et al. Rituximab for childhood-onset, com-
plicated, frequently relapsing nephrotic syndrome or steroid-dependent 
nephrotic syndrome: a multicentre, double-blind, randomised, placebo-
controlled trial. Lancet. 2014;384:1273–1281.

8. Beck LH, Bonegio RGB, Lambeau G, et al. M-type phospholipase A2 
receptor as target antigen in idiopathic membranous nephropathy. N Engl 
J Med. 2009;361:11–21.

9. Tomas NM, Beck LH, Meyer-Schwesinger C, et al. Thrombospondin type-
1 domain-containing 7A in idiopathic membranous nephropathy. N Engl J 
Med. 2014;371:2277–2287.

 10. Sethi S, Debiec H, Madden B, et al. Neural epidermal growth factor-like 
1 protein (NELL-1) associated membranous nephropathy. Kidney Int. 
2020;97:163–174.

 11. Hoxha E, Thiele I, Zahner G, et al. Phospholipase A2 receptor autoan-
tibodies and clinical outcome in patients with primary membranous 
nephropathy. J Am Soc Nephrol. 2014;25:1357–1366.

 12. Fervenza FC, Appel GB, Barbour SJ, et al. Rituximab or Cyclosporine in 
the Treatment of Membranous Nephropathy. N Engl J Med. 2019;381:
36–46.

 13. Fakhouri F, Frémeaux-Bacchi V, Noël L-H, et al. C3 glomerulopathy: a 
new classification. Nat Rev Nephrol. 2010;6:494–499.

 14. De Vriese AS, Sethi S, Van Praet J, et al. Kidney Disease Caused by 
Dysregulation of the Complement Alternative Pathway: An Etiologic 
 Approach. J Am Soc Nephrol. 2015;26:2917–2929.

 15. Kupin WL. Viral-Associated GN: Hepatitis B and Other Viral Infections. 
Clin J Am Soc Nephrol. 2017;12:1529–1533.

• The advent of new genetic and molecular techniques and new disease 
models has led to exciting progress in our understanding of the biolo-
gy of the glomerulus, the pathogenesis of many glomerular diseases,
and the influence of genetic variants on disease predisposition and
progression.

• These insights should lead to better noninvasive diagnostic tech-
niques, biomarkers, and predictors of prognosis and relapse and facili-
tate a more personalized approach to therapy rather than a one-size-
fits-all approach.

• Novel targeted therapies are on the horizon that will interrupt or modu-
late the underlying pathophysiology of the individual diseases and also 
halt the downstream pathways of injury and fibrosis common to all of
the glomerular diseases.

ON THE HORIZON  16. Bertino G, Ardiri A, Proiti M, et al. Chronic hepatitis C: This and the new 
era of treatment. World J Hepatol. 2016;8:92–106.

 17. Sise ME, Bloom AK, Wisocky J, et al. Treatment of hepatitis C virus-
associated mixed cryoglobulinemia with direct-acting antiviral agents. 
Hepatology. 2016;63:408–417.

 18. Sneller MC, Hu Z, Langford CA. A randomized controlled trial of ritux-
imab following failure of antiviral therapy for hepatitis C virus-associated 
cryoglobulinemic vasculitis. Arthritis Rheum. 2012;64:835–842.

 19. Lan X, Rao TKS, Chander PN, et al. Apolipoprotein L1 (APOL1) Variants 
(Vs) a possible link between Heroin-associated Nephropathy (HAN) and 
HIV-associated Nephropathy (HIVAN). Front Microbiol. 2015;6:571.

 20. Nobakht E, Cohen SD, Rosenberg AZ, et al. HIV-associated immune 
complex kidney disease. Nat Rev Nephrol. 2016;12:291–300.

 21. Working Group of the International IgA Nephropathy Network and the 
Renal Pathology Society Cattran DC, Coppo R, et al. The Oxford classifi-
cation of IgA nephropathy: rationale, clinicopathological correlations, and 
classification. Kidney Int. 2009;76:534–545.

 22. Wyatt RJ, Julian BA. IgA nephropathy. N Engl J Med. 2013;368:2402–2414.
 23. Rauen T, Eitner F, Fitzner C, et al. Intensive Supportive Care plus Immu-

nosuppression in IgA Nephropathy. N Engl J Med. 2015;373:2225–2236.
 24. Fellström BC, Barratt J, Cook H, et al. Targeted-release budesonide versus 

placebo in patients with IgA nephropathy (NEFIGAN): a double-blind, 
randomised, placebo-controlled phase 2b trial. Lancet. 2017;389:2117–
2127.

 25. Berden AE, Ferrario F, Hagen EC, et al. Histopathologic classification of 
ANCA-associated glomerulonephritis. J Am Soc Nephrol. 2010;21:1628–
1636.

 26. Stone JH, Merkel PA, Spiera R, et al. Rituximab versus cyclophosphamide 
for ANCA-associated vasculitis. N Engl J Med. 2010;363:221–232.

 27. Guillevin L, Pagnoux C, Karras A, et al. Rituximab versus azathio-
prine for maintenance in ANCA-associated vasculitis. N Engl J Med. 
2014;371:1771–1780.

 28. Pedchenko V, Bondar O, Fogo AB, et al. Molecular architecture of 
the Goodpasture autoantigen in anti-GBM nephritis. N Engl J Med. 
2010;363:343–354.

 29. Pusey CD. Anti-glomerular basement membrane disease. Kidney Int. 
2003;64:1535–1550.

 30. Hahn BH, McMahon MA, Wilkinson A, et al. American College of Rheu-
matology guidelines for screening, treatment, and management of lupus 
nephritis. Arthritis Care Res (Hoboken). 2012;64:797–808.

 31. Bertsias GK, Tektonidou M, Amoura Z, et al. Joint European League 
Against Rheumatism and European Renal Association-European Dialysis 
and Transplant Association (EULAR/ERA-EDTA) recommendations for 
the management of adult and paediatric lupus nephritis. Ann Rheum Dis. 
2012;71:1771–1782.

 32. Karras A, Jayne D. New biologics for glomerular disease on the horizon. 
Nephron Clin Pract. 2014;128:283–291.

 33. Mok CC. Towards new avenues in the management of lupus glomerulone-
phritis. Nat Rev Rheumatol. 2016;12:221–234.

 34. Tektonidou MG, Dasgupta A, Ward MM. Risk of End-Stage Renal Disease 
in Patients With Lupus Nephritis, 1971-2015: A Systematic Review and 
Bayesian Meta-Analysis. Arthritis Rheumatol. 2016;68:1432–1441.

 35. Mouthon L, Bussone G, Berezné A, et al. Scleroderma renal crisis. J Rheu-
matol. 2014;41:1040–1048.

 36. François H, Mariette X. Renal involvement in primary Sjögren syndrome. 
Nat Rev Nephrol. 2016;12:82–93.

 37. George JN, Nester CM. Syndromes of thrombotic microangiopathy. N 
Engl J Med. 2014;371:654–666.

 38. Mastellos DC, Ricklin D, Lambris JD. Clinical promise of next-generation 
complement therapeutics. Nat Rev Drug Discov. 2019;18:707–729.

 39. Hess C, Kemper C. Complement-Mediated Regulation of Metabolism and 
Basic Cellular Processes. Immunity. 2016;45:240–254.



883

Immunologic Mechanisms of 
Atherosclerosis and Myocarditis

Peter Libby and Andrew H. Lichtman

69

Immunologic mechanisms contribute critically to many cardio-
vascular diseases. This chapter will focus on atherosclerosis—an 
example of a common vascular disease—and myocarditis—an 
immune-mediated disease of the heart itself.

IMMUNOLOGICAL MECHANISMS THAT 
CONTRIBUTE TO ATHEROSCLEROSIS
Immunological mechanisms participate in all phases of athero-
sclerosis from lesion initiation through the long clinically silent 
or stable phase of lesion progression, culminating in the throm-
botic complications that bring patients to the attention of physi-
cians most dramatically.1–3

Atherosclerosis Initiation
The normal artery has a tri-laminar structure (Fig. 69.1).4 The 
outermost layer, the adventitia, contains fibroblasts, nerve end-
ings, and mast cells. Occasionally, lymphoid collections localize 
in the adventitia. The middle layer, the tunica media, consists 
of multiple layers of arterial smooth muscle cells (SMCs) em-
bedded in layers of extracellular matrix. In medium-sized mus-
cular arteries where atherosclerosis occurs most commonly, a 
collagen and elastin-rich matrix predominates. In larger elastic 
arteries, such as the aorta, lamellae of elastin surround layers of 
SMC.

The innermost layer of all arteries consists of a monolayer 
of endothelial cells (ECs) that abut a basement membrane. The 
internal elastic lamina separates the tunica media from the in-
tima. In most human arteries affected by atherosclerosis, the 
intima contains extracellular matrix with occasional resident 
SMCs. Portions of arteries particularly predilected to develop 
atherosclerotic plaques often contain cushions of intimal SMCs 
even early in life. This complex structure of the tunica intima in 
humans differs from many experimental animals, such as the 
mouse or the rabbit, in which the intima is thin and lacks resi-
dent SMCs.

The EC monolayer in contact with the blood displays re-
markable homeostatic properties under normal circumstances  
(Fig. 69.2, left hand column). The endothelial monolayer can 
maintain blood in a liquid state during prolonged contact, a 
property seldom found at other natural or synthetic surfac-
es. The ability to resist thrombus accumulation depends on a 
tightly orchestrated series of functions depicted in Fig. 69.2. 
The normal anti-coagulant mechanisms associated with the 
undisturbed endothelial surface include expression of throm-

bomodulin, and heparan sulfate-like molecules that can activate 
antithrombin III. The enzymes urokinase-type plasminogen 
activator (uPA) and tissue-type plasminogen activator (tPA) 
regulate fibrinolysis at the surface of the endothelial monolayer 
should a thrombus form. The normal endothelium resists pro-
longed contact with leukocytes that circulate in blood. Normal 
ECs produce nitric oxide, a gas that promotes smooth muscle 
relaxation and hence vasodilatation.

These salutary functions can change when EC encounter 
danger signals, such as pro-inflammatory cytokines, pathogen-
associated molecular patterns (PAMPs), or danger-associated 
molecular patterns (DAMPs) (see Fig. 69.2, middle column).5 
Engagement of selective receptors in the case of cytokines or 
pattern-recognition receptors, such as the toll-like receptors 
(TLRs) in the case of PAMPs and DAMPs, instigates a pro-
gram of functions that disrupts the normal homeostatic prop-
erties of the endothelium. Pro-coagulant and anti-fibrinolytic 
mechanisms prevail over anti-coagulant, anti-thrombotic, and 
endogenous fibrinolytic mechanisms as shown in Fig. 69.2. The 
endothelial cell activated by inflammatory mediators can pro-
duce the potent pro-coagulant tissue factor and plasminogen-
activator inhibitor-1 (PAI-1), the inhibitor of the endogenous 
pro-fibrinolytic enzymes uPA and tPA.

Stimulation by pro-inflammatory mediators elicits the expres-
sion by EC of molecules that mediate the adhesion of various 
classes of leukocytes (Fig. 69.3, left hand).4 E-selectin, a proto-
typical endothelial-leukocyte adhesion molecular, participates in 
acute inflammatory responses by recruiting polymorphonuclear 
leukocytes. Vascular cell adhesion molecule-1 (VCAM-1) ex-
pressed by EC interacts with the integrin cognate ligand very late 
antigen-4 (VLA-4) on leukocytes involved in chronic inflamma-
tory responses, such as atherosclerosis, notably monocytes and 
lymphocytes. EC themselves and subjacent SMC in the arterial 
intima can produce chemotactic and chemoattractant cytokines 
that can stimulate the directed migration of adherent leukocytes 
into the intima.6 The recruitment of leukocytes represents an ear-
ly step in the formation of atherosclerotic lesions. In animals that 
develop hypercholesterolemia, either through dietary or genetic 
manipulation, lipid deposits—composed of free cholesterol or, 
within cells, cholesteryl esters—also accumulate. Many have as-
cribed a pro-inflammatory role to low-density lipoprotein (LDL) 
particles that have undergone oxidation in the environment of 
the intima, shielded from plasma antioxidants. While various 
forms of oxidized lipoproteins and lipids localize within the na-
scent atheroma and atherosclerotic plaques, their causal role in 
inciting inflammation remains incompletely established.7



884 PART VII Organ-Specific Inflammatory Disease

Intimal layer

Intimal layer

Medial layer

Medial layer

Adventitial layer

Adventitial layer

Endothelial
cells

Basal
lamina

Smooth
muscle cells

Smooth
muscle cells

Subendothelial
connective tissue

Subendothelial
connective tissue

Elastic lamina
(fenestrated)

External 
elastic lamina

Small 
elastic plates

Nerve Fibroblast Mast cell Vasa vasorum

Internal 
elastic lamina

Nerve Fibroblast Mast cell Vasa vasorum

A

B
FIG. 69.1 The Structures of Normal Arteries. (A) Elastic artery. Note the concentric laminae of elastic tissue that form sand-
wiches with successive layers of smooth muscle cells (SMCs). Each level of the elastic arterial tree has a characteristic number 
of elastic laminae. (B) Muscular artery. In the muscular artery, a collagenous matrix surrounds the SMCs, but the architecture 
lacks the concentric rings of the well-organized elastic tissue characteristic of larger arteries. From Libby P. The Vascular Biology of 
Atherosclerosis. In: Libby P, Bonow RO, Mann DL, Tomaselli GF, Bhatt DL, Solomon SD, eds. Braunwald’s Heart Disease (12th ed). 
Philadelphia: Elsevier 2022:425–441.
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FIG. 69.2 Endothelial Activation During Acute Inflammation and Mechanisms of Organ Damage. The left side of the diagram 
shows a resting endothelial monolayer with the endothelial cells of squamous morphology resting on an intact basement membrane. 
The homeostatic mechanisms displayed by the resting endothelium include the listed properties as detailed in the text. When the endo-
thelial cells undergo the cytopathic effect of a viral infection such as SARS-CoV-2, or encounter pathogen-associated molecular patterns 
(PAMPs) derived from viruses or bacteria such as lipopolysaccharide, proinflammatory cytokines such as IL-1 or TNF, or damage-associ-
ated molecular patterns (DAMPs) derived from dead or dying cells, the endothelial cells become activated. The endothelial cells display 
more columnar morphology. They can express adhesion molecules that attract leucocytes and chemokines that direct their migration 
into the subendothelial space. Sloughing of endothelial cells uncovers the thrombogenic basement membrane. Adherent neutrophils 
can undergo formation of neutrophil extracellular traps (NETs) that provide an amplifier for endothelial damage mediated in part by IL-1α. 
Inflammatory activation of endothelial cells can disrupt VE-cadherin, largely responsible for the integrity of the endothelial barrier function. 
Activated endothelial cells can also express matrix metalloproteinases that can degrade the basement membrane and further interrupt 
endothelial barrier function. In small vessels, such as those that embrace alveoli in the lung, this impaired barrier function can lead to 
capillary leak. These various disturbances in endothelial function, depicted in the middle part of the diagram, lead to end-organ damage 
including adult respiratory distress syndrome and thrombosis in the lungs, predispose to plaque rupture and thrombosis in coronary 
arteries, and affect the microvasculature leading to myocardial ischemia and damage. The thrombotic diathesis provoked by endothelial 
dysfunction can also predispose towards strokes. Microvascular as well macrovascular injury can potentiate acute renal failure. Hepatic 
dysfunction can also result from microvascular thrombosis among other mechanisms. Deep venous thrombosis can occur as endothelial 
disfunction represents an important part of Virchow’s triad, and sets the stage for pulmonary embolism. Thus, loss of the endothelial 
protective and unleashing of the mechanisms depicted can lead to multiorgan system failure that characterizes the advanced stages of 
COVID-19. (From Libby P, Lüscher T. COVID-19 is, in the end, an endothelial disease. European Heart J.2020;41(32):3038–3044.)
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evolution of the atheroma, a prolonged tug-of-war between pro-
inflammatory and anti-inflammatory lymphokines plays out. 
The role of Th17 cells in atherosclerosis remains controversial.

Lesion Progression
During these initial phases of atherogenesis described above, 
different classes of mononuclear leukocytes and modulated 
SMCs have taken up residence in the intima, accompanied 
by cholesterol or cholesteryl ester. Lesion complication (Fig. 
69.4) involves elaboration of extracellular matrix by the ac-
tivated SMCs. Transforming growth factor-beta (TGF-β), 
elaborated by regulatory T cells (Treg), potently stimulates the 
production of interstitial forms of collagen by SMCs but may 
also limit smooth muscle proliferation. The blood monocytes 
mature into tissue macrophages when recruited into the ath-
erosclerotic lesion. In mice, these mononuclear phagocytes 
can also proliferate during later stages of lesion development.9 
The tissue macrophages display considerable heterogeneity. 
Indeed, the complexity of macrophage populations deter-
mined from initial forays into single-cell messenger RNA se-
quencing appears considerable.10 The tissue macrophages can 
express scavenger receptors that can take up modified lipo-
proteins promoting intracellular accumulation of cholesterol 
esters in lipid droplets within the cytoplasm.4 The classical 

Once leukocytes have taken up residence within the intima, 
they—as well as the intrinsic arterial wall cells—ECs and SMCs 
can elaborate mediators that stimulate the migration and pro-
liferation of SMCs (see Fig. 69.3, right hand). Proteins such as 
platelet-derived growth factor (PDGF) can beckon SMC usually 
resident in the tunica media to enter the intima. In the normal 
media and under basal circumstances, the generally quiescent 
SMCs contain considerable contractile proteins. The SMCs that 
have undergone stimulation by mediators such as PDGF not 
only migrate and proliferate but contain less contractile protein 
and produce more extracellular matrix macromolecules, such 
as interstitial collagens and elastin as well as proteoglycans and 
glycosaminoglycans. These modulated SMCs elaborate much of 
the extracellular matrix that comprises a substantial portion of 
the volume of atherosclerotic plaques.

The mononuclear phagocytes are not the only leukocytes 
that enter the intima during atherogenesis. T lymphocytes and 
B lymphocytes, while less numerous than mononuclear phago-
cytes, also populate nascent atheromata.8 These T lymphocytes 
can orchestrate pro-inflammatory and pro-oxidant functions 
of the more numerous macrophages through elaboration of 
mediators such as interferon gamma (IFN-γ). In addition to T 
helper 1 cells (Th1) that can elaborate IFN-γ when activated, le-
sions contain Th2 cells that elaborate IL-4 and IL-10. During the 
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FIG. 69.3 Schematic of the Evolution of the Atherosclerotic Plaque. (1) Accumulation of lipoprotein particles in the intima (yel-
low spheres). The modification of these lipoproteins is depicted by the darker color. Modifications include oxidation and glycation. 
(2) Oxidative stress, including products found in modified lipoproteins, can induce local cytokine elaboration (green spheres). (3) The 
cytokines thus induced increase expression of adhesion molecules (blue stalks on endothelial surface) for leukocytes, which cause 
their attachment and chemoattractant molecules that direct their migration into the intima. (4) Blood monocytes, on entering the artery 
wall in response to chemoattractant cytokines such as monocyte chemoattractant protein 1 (MCP-1), which encounter stimuli such 
as macrophage colony-stimulating factor that can augment their expression of scavenger receptors. (5) Scavenger receptors medi-
ate the uptake of modified lipoprotein particles and promote the development of foam cells. Macrophage foam cells are a source of 
mediators, such as cytokines and effector molecules, like hypochlorous acid, superoxide anion (O2

−), and matrix metalloproteinases. 
(6) Smooth muscle cells (SMCs) migrate into the intima from the media. (7) SMCs can then divide and elaborate extracellular matrix, 
promoting ECM accumulation in the growing atherosclerotic plaque. In this manner, the fatty streak can evolve into a fibrofatty lesion. 
(8) In later stages, calcification can occur (not depicted) and fibrosis continues, sometimes accompanied by SMC death (including 
programmed cell death or apoptosis), yielding a relatively acellular fibrous capsule surrounding a lipid-rich core that also may contain 
dying or dead cells and their detritus. IL, Interleukin; LDL, low-density lipoprotein. (From Libby P. The Vascular Biology of Atheroscle-
rosis. In: Libby P, Bonow RO, Mann DL, Tomaselli GF, Bhatt DL, Solomon SD, eds. Braunwald’s Heart Disease (12th ed). Philadelphia: 
Elsevier 2022:425–441.)
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LDL receptor undergoes tight regulation by intracellular cho-
lesterol levels under the control of the sterol regulatory ele-
ment proteins (SREBPs). Thus, it is difficult to load cells with 
cholesterol through the classical LDL receptor as the very ac-
cumulation of cholesterol inhibits the expression of the usual 
LDL receptor. Hence, the importance of the scavenger recep-
tors, which are lower affinity and high-capacity receptors that 
can mediate the internalization of modified cholesterol, by-
passing the tightly regulated LDL receptor.

Lipid-laden macrophages can undergo cell death by apoptosis 
or pyroptosis. When these cells die, they extrude their lipid con-
tent into the extracellular space. Cholesterol crystals composed of 
cholesterol monohydrate can form both within macrophages and 
in the extracellular space. The cholesterol crystals can coactivate 
the inflammasome that activates interleukin (IL)-1-beta and can 
thus promote pyroptosis. Generally, apoptotic cells do not tarry 
in tissues because of rapid phagocytosis, and therefore, do not in-
cite inflammatory responses as do necrotic cells. However, within 

FIG. 69.4 Characteristics of Atherosclerotic Plaques Associated with Various Presentations of Coronary Artery Disease. This 
figure depicts the characteristic morphologic features of coronary atherosclerotic plaques that associate with three distinct clinical 
presentations. The representation of the cardiac surface (left) shows an atherosclerotic plaque affecting the proximal left anterior de-
scending coronary artery. The cross-sectional and longitudinal views of the artery portray typical lesion types in greater detail. The two 
top images show an eccentric, positively remodeled atheroma with a thin fibrous cap that has fractured and caused a thrombus to 
form. The healing of plaques that have disrupted can yield the formation of a more fibrous lesion (shown in the middle pair of images). 
Stenotic, fibrous plaque can cause stable ischemic syndromes (e.g., demand angina pectoris) as a result of narrowing of the arterial 
lumen. In this situation, plaques can display “buried caps,” the result of a prior disruption of the fibrous cap that triggered thrombosis, 
followed by healing, fibrosis, and often constrictive (inward) remodeling. This process can promote the progression of a nonocclusive, 
atheromatous, lipid-rich plaque to a stenotic, more fibrous, calcified plaque. The bottom pair of images shows a proteoglycan-rich 
plaque that instigated thrombosis due to superficial erosion of the endothelial monolayer. (Libby P. Mechanisms of acute coronary 
syndromes and their implications for therapy. N Engl J Med. 2013;368:2004–2013.)
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atherosclerotic plaques, it appears that phagocytosis of dead or 
dying cells, a process denoted efferocytosis, works inefficiently 
leading to the buildup of inflammatory cellular debris within the 
plaque. Ultimately, the accumulation of lipid and cellular detritus 
lead to formation of a central lipid or necrotic core in the evolv-
ing atherosclerotic plaque. Typically, a fibrous cap comprised of 
SMC and interstitial collagen overlies the lipid core. These vari-
ous mechanisms lead to the formation of the mature lipid-rich 
atherosclerotic plaque (see Fig. 69.4).

Under normal circumstances, microvessels perfuse only 
the outer third of the adventitia of arteries. As atherosclerotic 
plaques evolve, they can acquire a microcirculation due to an-
giogenesis.11,12 The neovessels that form at the base of plaques 
in this manner exhibit friability and can have impaired barrier 
function, favoring the extravasation of erythrocytes and stimu-
lating local thrombi within the vascular walls, providing anoth-
er source of platelet-derived mediators that can stimulate SMC 
proliferation and extracellular matrix production.

Lesion Complication
Atherosclerotic plaques can progress to form arterial narrow-
ings or stenoses that can limit blood flow, causing lack of supply 
of oxygen (ischemia) due to impeded blood flow in the areas 
subtended by the stenosed vessel (see Fig. 69.4, middle). Such 
stenoses can arise by SMC proliferation and accumulation of 
extracellular matrix molecules, such as interstitial collagens, 
elastins, proteoglycan, and glycosaminoglycans. Yet, such pro-
gressive growth to flow-limiting lesions, usually accounts for 
chronic ischemia, producing chest discomfort (angina pectoris), 
under conditions of increased oxygen demand due, for example, 
to physical effort or mental stress. Such gradual narrowing of 
the artery per se seldom leads to the acute thrombotic complica-
tions of atherosclerosis that cause acute coronary syndromes, 
such as myocardial infarction. Rather, a physical disruption of 
the atherosclerotic plaque most frequently provokes the blood 
clots that precipitate acute coronary syndromes (see Fig. 69.4).13 
The most common form of plaque disruption involves a frank 
rupture or fissuring of the plaque’s fibrous cap that overlies the 
lipid core (see Fig. 69.4, top). Indeed, lesions that have provoked 
a fatal thrombus often have a fractured, thin fibrous cap that 
overlies a lipid core rich in procoagulants, such as tissue factor 
produced by plaque macrophages and SMC. When the coagula-
tion proteins in blood gain access to the procoagulants within 
the plaque due to a fissure, a thrombus can rapidly ensue.

The macrophages within the plaque can produce enzymes 
that degrade the constituents of the arterial extracellular ma-
trix when stimulated by pro-inflammatory mediators. These en-
zymes include the matrix metalloproteinases (MMPs) special-
ized in breakdown of interstitial collagens (MMPs 1,8, and 13)  
and cysteinyl proteinases such as cathepsins S, K, or L that can 
degrade elastin. The overproduction of these enzymes by mac-
rophages within the plaque can disrupt the usually protective 
fibrous cap, rendering it thin, friable, and susceptible to rupture, 
thus setting the stage for a fracture and precipitation of an acute 
thrombotic event (Fig. 69.5).13 IFN-γ elaborated by activated 
plaque T lymphocytes can inhibit the production of new col-
lagen by SMC required to repair and maintain the protective ex-
tracellular matrix of the fibrous cap. IFN-γ can also enhance the 
proteolytic, oxidative, and pro-inflammatory functions of le-
sional macrophages, further destabilizing the plaque. A rupture 
of the plaque’s fibrous cap causes two-thirds to three-quarters of 
acute coronary syndromes.

Another mechanism known as superficial erosion, can also 
cause acute thrombotic complications of atherosclerotic plaques 
(see Fig. 69.4, bottom).14 Indeed, in an era of effective lowering 
of LDL, and with improved treatment of hypertension and more 
widespread smoking cessation, plaque rupture due to the thin-
capped lipid-rich atheroma appears to be becoming less preva-
lent.15 Superficial erosion now accounts for a quarter to a third 
of acute coronary syndromes.

Superficial erosion also appears to depend on innate im-
mune processes. For example, activation of Toll-like receptor-2 
(TLR-2) on endothelial cells, perhaps in response to fragments 
of hyaluronic acid that form within the subjacent intima, can 
sensitize SMC to apoptosis, sloughing, and impaired ability to 
repair a rent in the monolayer.16 When patches of EC slough, 
they expose basement membrane, which can activate platelet 
accumulation. Polymorphonuclear leukocytes can accumulate 
at these sites and form neutrophil extracellular traps (NETs). 
These filamentous structures consist of strands of the granulo-
cyte’s nuclear DNA that unwind when relieved of constraints 
into nucleosomes.17 NETs bind the constituents of polymorpho-
nuclear leukocyte granules and also capture tissue factor from 
the blood, presenting these pro-inflammatory, pro-oxidant, and 
pro-thrombotic mediators at the surface of the endothelium.18 
NETs thus serve as a solid-state reactor that favors thrombus 
formation and accumulation. Plaque disruption due to fracture 
of the fibrous cap or to superficial erosion due to desquama-
tion of lumenal EC underly the vast majority of acute coronary 
syndromes. Similar mechanisms may pertain to thromboses 
responsible for many ischemic strokes that arise from the ex-
tracranial cerebral arteries and may also complicate aortic ath-
eromata.

Therapeutic Implications of Inflammation in 
Atherosclerosis
The scientific literature is replete with experimental studies that 
support a role for various pro-inflammatory pathways—both ac-
tivation of innate and adaptive immunity—in atherosclerosis in 
all phases. Moreover, biomarker studies in humans support a re-
lationship between inflammatory status and the manifestations 
of atherosclerosis, including thrombotic complications. C-reac-
tive protein—measured by a highly sensitive assay (hsCRP)—
remains the best validated of these biomarkers of inflammation, 
but the literature with other indices of inflammation build a 
highly congruent case that inflammation correlates with risk 
of atherosclerosis and its complications. Yet, until recently, the 
causality of inflammation in atherosclerosis remained an open 
question. The Canakinumab Anti-Inflammatory Thrombosis 
Outcome Study (CANTOS) was the first to close this loop of 
causality in humans.19 CANTOS enrolled over 10,000 individu-
als who had sustained an acute coronary syndrome and received 
state-of-the art treatment mandated by guidelines for prevent-
ing recurrent events. Yet, despite treatment with highly effective 
LDL-lowering statins, aspirin, beta-adrenergic blocking agents, 
and when appropriate inhibitors of the renin angiotensin sys-
tem, CANTOS selected individuals who had an indication of 
residual inflammation as disclosed by an hsCRP above median 
for the population, 2 mg/L. The participants randomly received 
placebo or one of three doses of canakinumab, a human mono-
clonal antibody that selectively neutralizes IL-1β. After a me-
dian follow up of 3.7 years, canakinumab produced a significant 
15% reduction in recurrent myocardial infarction or stroke or 
cardiovascular death. This result substantiated the causality of 
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pro-inflammatory immune responses in human atherosclerotic 
complications. In a pre-specified on-treatment analysis, indi-
viduals treated with canakinumab who achieved a greater than 
median drop in hsCRP showed an over 30% reduction in car-
diovascular and total mortality (Fig. 69. 6). Canakinumab was 
associated with a small, but statistically significant, increase in 
infections, including fatal infections. The infections probably 
arose from impaired host defenses due to IL-1β blockade. The 
increase in infections were balanced by a remarkable reduction 

in the incidence and deaths due to cancer, primarily lung can-
cer, in the enrolled population. This observation has spawned 
numerous studies of neutralization of IL-1β as an adjutant 
therapy to combat lung cancer. A number of mechanisms may 
contribute to these various benefits of IL-1β neutralization ob-
served in CANTOS (Fig. 69.7).

The canakinumab-treated patients in CANTOS exhibited 
many other benefits, including reduced hospitalizations for 
heart failure and less frequent incidence of anemia. Arthritis 

FIG. 69.5 Inflammatory Pathways Predisposing Coronary Arteries to Rupture and Thrombosis. A cross-section of an atheroma-
tous plaque at the bottom of the figure shows the central lipid-rich core that typically contains macrophage foam cells (yellow) and  
T lymphocytes (blue). The intimal and medial layers also contain arterial smooth-muscle cells (red), which elaborate the arterial extra-
cellular matrix including interstitial collagen (depicted as triple helical coiled structures). Activated T cells (of the Th1 helper T-cell sub-
type) secrete interferon-γ. This cytokine inhibits the synthesis of the new collagen that confers strength upon the plaque’s protective 
fibrous cap (upper left). The T lymphocytes can also stimulate lesional macrophages to express CD40 ligand (CD154), which ligates its 
receptor (CD40). This inflammatory signal provokes the overproduction of interstitial collagenases (matrix metalloproteinases [MMPs] 
1, 8, and 13) that can attack the usually very stable collagen triple helix that lends tensile strength to the plaques cap (top right). CD40 
binding can also elicit overproduction of the potent procoagulant tissue-factor by macrophages. In this manner, inflammatory signaling 
places the collagen in the plaque’s fibrous cap in double jeopardy—decreased synthesis and increased degradation—a recipe for ren-
dering the fibrous cap liable to rupture. The augmented tissue-factor production in response to inflammatory stimulation favors throm-
bus formation in the ruptured plaque. These mechanisms contribute to inflammations ability to trigger the thrombotic complications of 
atherosclerosis such as the acute coronary syndromes. (Libby P. Mechanisms of acute coronary syndromes and their implications for 
therapy. N Engl J Med. 2013;368(21):2004–2013.)
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symptoms declined strikingly in the canakinumab-treated pa-
tients, and acute gouty arthritis fell by over 50%. The CANTOS 
trial thus opened a new window on atherosclerosis therapy by 
proving that a directed anti-inflammatory intervention that did 
not alter atherogenic lipoproteins could provide cardiovascular 
benefit on top of all standard treatments.

Another anti-inflammatory intervention, colchicine, has 
also shown benefit in patients with coronary artery disease. The 
COLCOT study demonstrated a greater than 25% reduction in 
recurrent cardiovascular events in patients within a month of 
acute myocardial infarction who randomly received low-dose 
colchicine 0.5 mg daily.20 The LoDoCo2 study showed a simi-
lar reduction in events in patients with stable coronary artery 
disease with a like colchicine treatment.21 The mechanisms of 
colchicine’s anti-inflammatory effects remain incompletely un-
derstood.

Thus, we now possess information that supports the efficacy 
of two anti-inflammatory interventions in atherosclerosis. Nu-
merous possibilities and questions remain in moving the field 
of anti-inflammatory therapies in atherosclerosis forward.22,23 
Could allocation of anti-inflammatory therapies to individuals 
who have not yet sustained an acute coronary syndrome prove 
beneficial? What biomarkers would permit the precise alloca-
tion of an anti-inflammatory intervention in this circumstance?

One possibility arises from the recent observation that in-
dividuals who have clones of leukocytes that arise from so-
matic mutations in a subset of known leukemia driver genes 
have a markedly accentuated risk of atherosclerotic events.24 
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FIG. 69.6 Responders to Canakinumab had Mortality Ben-
efit in the On-Treatment Analysis from CANTOS. Multivari-
able adjusted hazard ratios (HR) for prespecified cardiovascular 
outcomes according to on-treatment, high-sensitivity C-reactive 
protein (hsCRP) levels above or below 2 mg/L after drug initia-
tion. HRs adjusted for age, gender, smoking, hypertension, dia-
betes, body mass index, baseline hsCRP, baseline low density 
lipoprotein-cholesterol. This on-treatment analysis underwent 
numerous sensitivity analyses to assess possible confounding 
that affirmed the conclusion. (Data from Ridker PM, MacFa-
dyen JG, Everett BM, et al. Relationship of C-reactive protein 
reduction to cardiovascular event reduction following treatment 
with canakinumab: a secondary analysis from the CANTOS ran-
domised controlled trial. Lancet. 2018;391(10118):319–328.)

FIG. 69.7 Some Effects of IL-1 Blockade on Cellular Functions. Interleukin (IL)-1 alters many functions of cells that can participate in 
disease pathogenesis, including such conditions as atherosclerosis, thrombosis, oncogenesis, and invasion and metastasis of tumors. 
A number of the actions of IL-1 on hepatocytes, among them the induction of the acute phase response, depend on IL-6, a cytokine 
downstream of a protein induced by IL-1. Concordant evidence from human genetics supports the causality of IL-6 in atherothrombo-
sis. CRP = C-reactive protein. (From Libby, P. Interleukin-1 beta as a target for atherosclerosis therapy: biological basis of CANTOS and 
beyond. J Am Coll Cardiol. 2017;70(18):2278–2289.)
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Experimental studies have documented an increase in the in-
flammasome–IL-1β–IL-6 pathway in animals engineered to 
resemble humans with clonal hematopoiesis due to somatic mu-
tations. Individuals who inherit a variant in the IL-6 receptor 
that interferes with IL-6 signaling have a remarkable decrease 
in atherosclerosis events compared to individuals who lack the 
low-function variant, but only if they bear clonal hematopoiesis 
mutations.25 Thus, individuals found to have clonal hematopoi-
esis due to these mutations could benefit from a therapy that 
interrupts IL-6 signaling. Such a genotype-directed anti-inflam-
matory intervention would represent an example of a precision 
therapy that would limit treatment to those with particular pro-
pensity to benefit.

Many other anti-inflammatory therapies have become can-
didates for clinical evaluation in the context of atherosclerosis. 
These include pro-inflammatory cytokines, as well as a number 
of inhibitors of other pro-inflammatory pathways or media-
tors.23 Yet, pharmacologic inhibition of p38MAP kinase and in-
hibitors of various phospholipases that give rise to pro-inflam-
matory phospholipids have not reduced cardiovascular events 
in rigorous randomized trials. A pilot trial is evaluating manip-
ulation of adaptive immunity in atherosclerosis. Low-dose IL-2 
can stimulate the activity of regulatory T cells that may limit in-
flammation during atherosclerosis.26 Vaccination furnishes an-
other strategy that manipulates adaptive immunity that might 
modulate atherosclerosis.27 Indeed, a number of approaches to 
vaccinating against apolipoprotein B, the major apolipoprotein 
of LDL, have undergone development, although no clinical tri-
als have yet proven efficacy of a vaccination approach.

In conclusion, we now have abundant experimental evidence 
that both adaptive and innate immunity operate in atheroscle-
rosis. Recent clinical and human genetic studies provide direct 
support for the operation of innate immune pathways in human 
atherosclerosis. A number of therapeutic avenues that target in-
flammation merit further investigation to make inroads against 
the unacceptable residual burden of risk despite contemporary 
standard of care. Such approaches might ultimately prevent re-
current events and those with established atherosclerosis, but 
also forestall the initial manifestations of atherosclerosis in se-
lected individuals.

MYOCARDITIS: IMMUNE RESPONSE THAT 
DAMAGES THE HEART

Immune Status of the Heart Under Homeostatic 
Conditions
Human life depends on uninterrupted electrochemical function 
of the heart, and that function depends on a non-redundant 
anatomy of myocardial cells that have essentially no regenera-
tive capacity. Innate and adaptive immune responses invariably 
lead to some degree of tissue damage, even if they are initiated 
by microbial infections. Therefore, these responses pose a sub-
stantial danger to uninterrupted cardiac function. The dense 
microvascularity of the heart—needed for efficient delivery of 
oxygen to contracting myocytes—carries the liability of easy 
access for circulating immune cells to enter the myocardium. 
These risks have likely exerted selective pressures for the co-
evolution of immune-suppressive mechanisms that raise the 
bar for initiation of immune responses in the heart. Such mech-
anisms would block the accidental activation of circulating T 
cells, including autoreactive T cells, that may migrate into the 

heart at a low frequency. A relative “immune-privileged” state of 
the heart is reflected in the low number of T cells present in the 
healthy myocardium, unlike the chronic “physiologic” inflam-
mation characteristics of many other organs and tissues.

Although the mechanisms for the relatively privileged state 
of immunity in the healthy heart is not well understood, sev-
eral cellular and molecular components likely contribute. One 
mechanism is the presence of tissue-resident macrophages, 
which populate the myocardium during fetal development and 
acquire anti-inflammatory homeostatic properties from car-
diac tissue-specific signals.28 Furthermore, mediators generated 
during an innate immune response or early during adaptive 
T cell–mediated responses rapidly induce immunoregulatory 
mechanisms in the myocardium. These include the induction 
of endothelial expression of the immune checkpoint molecule 
PD-L1 by type 1 interferons and interferon-γ, which serves to 
limit reactivation of effector T cells that enter the heart.29 These 
mechanisms may fail in the setting of certain cardiotropic mi-
crobial infections, a genetic susceptibility for autoimmunity, or 
a combination of both. When adaptive immune responses in the 
heart do occur, they can manifest as a heterogeneous spectrum 
of clinical syndromes all grouped under myocarditis. Initial in-
nate immune responses can evoke dysfunctional adaptive im-
mune responses, including effector T cells and antibodies that 
may then engage innate immune effector molecules and cells to 
contribute to structural damage.

Inflammation in the myocardium in older adults most often 
arises from innate immune responses to ischemic injury result-
ing from coronary artery disease, less commonly at all ages by 
innate and adaptive responses to infection and more rarely as a 
manifestation of autoimmunity. Adaptive immune responses in 
the heart, mediated by antibodies and T cells, may be specific for 
microbial antigens (e.g., the Streptococcus in rheumatic heart 
disease), or in the case of autoimmunity, myocardial antigens. 
In all cases, myocardial immune responses may lead to acute 
loss of heart function and often result in structural changes that 
lead to dilated cardiomyopathy with chronic heart failure.

Myocarditis
Myocarditis includes several different clinical-pathological con-
ditions with the common characteristic of myocardial inflam-
mation, most often involving lymphocytes and macrophages, 
that causes injury and functional impairment of the myocardi-
um (Table 69.1).30,31 The term myocarditis is not used to describe 
the inflammatory response that rapidly develops after ischemic 
injury. The clinical presentation of myocarditis is highly vari-
able, depending on the underlying cause and when the patient 
comes to medical attention. Signs and symptoms often include 
fatigue, shortness of breath, chest pain, palpitations, electrocar-
diographic (ECG) findings of arrythmias and atrioventricular 
block, echocardiographic or MRI findings of right or left ven-
tricular wall motion defects, and valvular dysfunction, elevated 
serum markers (troponins, erythrocyte sedimentation rate and 
C-reactive protein). Most of these findings can reflect ischemic 
heart disease unrelated to myocarditis, and often, the presump-
tive diagnosis of myocarditis is one of exclusion after coronary 
artery disease, myocardial infarction, and heart failure due to 
other causes have been ruled out. Details of different modes of 
presentation are described in Cardiology textbooks. Constel-
lations of symptoms, physical exam, ECG, imaging, and clini-
cal laboratory tests can only lead to a diagnosis of clinically 
suspected myocarditis. A definitive diagnosis of myocarditis, 
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and subclassification of the type of myocarditis, requires histo-
pathologic examination of endomyocardial biopsies (EMBs) or 
heart issue obtained at autopsy (Fig. 69.8). Specific criteria for 
the pathologic diagnosis of different types of myocarditis, also 
called inflammatory cardiomyopathies, have been published 
and updated (Table 69.2).32 These criteria include the immu-
nohistochemical identification and quantification of infiltrat-
ing T and B lymphocytes, monocytes or macrophages, neutro-
phils, and eosinophils, accompanied by assessment of infectious 
agents by polymerase chain reaction (PCR) or  in situ hybrid-
ization. However, EMB is not done routinely in many medical 
centers, and while generally quite safe in experienced hands, 
may have increased risks in very ill patients with acutely dilated 
hearts. Furthermore, EMB-based diagnosis can have low sen-
sitivity due to sampling issues, if the inflammatory process in 
the myocardium is not diffuse. Therefore, our knowledge of the 
etiology and immune mechanisms of human myocarditis still 
relies in large part on correlations with extracardiac immune 
variables (blood cell counts and phenotype, plasma proteins) 
and extrapolations from animal research. The following discus-
sion will focus on the immunological features of different forms 
of human myocarditis, including those of known association 
with infections, and those without known infectious causes.

Infectious Myocarditis
Infections of the myocardium appropriately fall into a discus-
sion of immune-mediated cardiovascular diseases for two prin-
cipal reasons. First, much of the pathophysiology of infections 

in the heart result from the immune response to the etiologic 
agent, beyond their direct cytopathic effects. Second, autoim-
mune myocarditis, in which the adaptive immune system spe-
cifically targets cardiac antigens, appears to frequently arise as 
a complication of myocardial infections, especially virial myo-
carditis. All classes of microbes can infect cardiac tissue and 
cause an inflammatory response that impairs cardiac function  
(Table 69.1). Most cases of myocarditis in North America, Eu-
rope, and Asia are a result of viral infections, but in South and 
Central America, Trypanosoma cruzi is the most frequent cause 
of acute and chronic myocarditis.

Viral myocarditis is diagnosed in patients with clinical find-
ings generally associated with myocarditis (discussed above) 
paired with evidence of acute viral infection, such as increased 
titers of virus-specific antibodies and detection of viral antigens 
or nucleic acids in the blood, or molecular detection of viral nu-
cleic acid or immunohistochemical detection of viral proteins 
in EMBs. Historically, the most common viruses associated 
by serology with acute myocarditis have been Coxsackievirus, 
other enteroviruses, adenoviruses, hepatitis C virus, cytomeg-
alovirus, and influenza virus. Currently, the most frequently 
identified viral genomes by PCR of EMBs are parvovirus B19 
and Epstein-Barr virus, hepatitis C virus, and Human Immu-
nodeficiency Virus (HIV). PCR-based detection of viral nucleic 
acids in myocarditic hearts does not prove the etiologic role of 
those viruses—especially common endemic viruses, such as 
parvovirus—but ongoing viral genome studies of EMB samples 
may shed further light on this question.

A B

C D

FIG. 69.8 Myocarditis. (A) Lymphocytic myocarditis, associated with myocyte injury. (B) Hypersensitivity myocarditis, characterized 
by interstitial inflammatory infiltrate composed largely of eosinophils and mononuclear inflammatory cells, predominantly localized to 
perivascular and expanded interstitial spaces. (C) Giant-cell myocarditis, with mononuclear inflammatory infiltrate containing lympho-
cytes and macrophages, extensive loss of muscle, and multinucleated giant cells. (D) The myocarditis of Chagas disease. A myofiber 
distended with trypanosomes (arrow) is present along with inflammation and necrosis of individual myofibers. (From Kumar V, Abbas 
AK, Fausto N, Aster, JC. Robbins and Cotran pathologic basis of disease. Chapter 12, 8th ed. Philadelphia: Elsevier; 2020.)
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anti-viral protection through activation of interferon-response 
factors (IRFs), which increase expression of type-1 interferon 
genes. In addition, most of these pathways also enhance inflam-
mation through activation of Nuclear Factor kappa B (NF-κB), 
which enhances expression of acute inflammatory cytokines 
and factors that initiate adaptive immune responses. Such 
mouse studies illustrate a precarious balance between early in-
nate immune protection against the virus and inflammation 
that results in acute and chronic myocardial injury.

The histopathological form of myocarditis that associates 
most frequently with viral cardiac infection is lymphocytic 
myocarditis. The adaptive immune response to viruses in 
mouse and human hearts is characterized by infiltrating effec-
tor T cells, B cells, and monocyte-derived macrophages, with 
foci of myocyte necrosis. Immunohistochemical interrogation 
of endomyocardial biopsies (EMBs) has established accumu-
lation of both CD8 and CD4 T cells into hearts of patients 
with viral myocarditis, consistent with studies in mouse CVB3 
myocarditis.36 Mouse studies have implicated a pathogenic 
role of perforin/granzyme mediated CTL killing of myocytes, 
as well as inflammatory injury driven by CD4 Th1 and Th17 
cells. CD8 and CD4 T cells are inferred to be pathogenic in 
human viral myocarditis hearts as well, based on the detection 
of these effector cells in tissue samples. Antibodies specific for 
many different myocardial proteins are found in the blood and 
in heart tissues of mice and humans with viral myocarditis 
(discussed below), but there is little evidence that they mediate 
substantial injury.

TABLE 69.1 Causes of Myocarditis

Cause Clinical/Pathologic Syndrome

Infections of Myocardium
Viruses (e.g., coxsacki-

evirus, ECHO, influen-
za, HIV, Epstein-Barr 
virus, cytomegalovi-
rus, parvovirus)

Acute and chronic viral myocarditis, chronic; 
dilated cardiomyopathy

Bacteria (e.g., rickettsia) Cardiac rickettsial vasculitis
Helminths (e.g., trichi-

nosis)
Cardiac trichinellosis

Fungi (e.g., Candida) Cardiac candidiasis
Protozoa (e.g., Trypano-

soma cruzi, Toxoplas-
ma gondii

Acute and chronic Chagasic myocarditisCar-
diac toxoplasmosis

Effects of non-cardiac infection on the heart
Corynbacterium diph-

theriae
Diphtheriae toxin myocarditis

Neisseria meningitidis Meningococcal myocarditis

Immune-mediated
Post-viral autoimmune Chronic lymphocytic myocarditis, dilated 

cardiomyopathy
Poststreptococcal auto-

immune
Rheumatic fever/carditis, chronic rheumatic 

heart disease
Hypersensitivity (e.g., 

drug reactions)
Eosinophilic myocarditis

Unknown trigger Sarcoidosis, isolated cardiac
Unknown trigger Giant cell myocarditis
Unknown trigger Necrotizing eosinophilic myocarditis
Manifestations of 

systemic autoimmune 
disease

Systemic lupus erythematosus cardi-
tis, Cardiac involvement in systemic 
sarcoidosis,Giant cell myocarditis with 
IBD, other autoimmune diseases, Necro-
tizing eosinophilic myocarditis, Eosinophil-
ic granulomatosis with polyangiitis (EGPA)

TABLE 69.2 Histopathological Classifica-
tions of Myocarditis

Histopatho-
logical Type Histopathology

Most Common 
Clinical Associa-
tions

Acute lym-
phocytic 
myocarditis

Patchy infiltration of 
CD3+ T lymphocytes, 
with minimal fibrosis

Viral and autoimmune

Chronic 
lymphocytic 
myocarditis

Myocardial fibrosis ac-
companied by lympho-
cytic infiltration.

Viral and autoimmune

Giant cell 
myocarditis

Extensive areas of 
inflammation, pre-
dominantly with CD68+ 
macrophages, often 
multinucleated giant 
cells, as well as T cells 
and eosinophils, with 
associated myocardial 
necrosis.

Isolated or autoimmune 
disease

Eosinophilic 
myocarditis

Mixed lymphocytic and 
myeloid infiltrate with 
significant numbers 
of eosinophils; little 
myocardial damage in 
hypersensitivity form 
of disease; marked 
necrosis in rare form of 
disease.

Drug hypersensitivity 
or associated with 
autoimmune disease 
with eosinophilia

(e.g., Churg Strauss)

Granulo-
matous: 
Sarcoidosis

Noncaseating granulo-
mas and lymphocytic 
infiltrate and fibrosis

Isolated or systemic 
sarcoidosis

Neutrophilic 
myocarditis

Neutrophilic abscesses 
often with bacteria

Systemic bacterial 
infection

The many different virus species identified as causative 
agents in myocarditis cases exert highly diverse cytopathic ef-
fects, including variability in cell types that are infected and in-
jured. Nonetheless, the fundamental steps in the initiation and 
progression of anti-viral immune responses, which contribute 
to the pathophysiology of infection, appear to be similar across 
different viral infections of the heart.33,34 The innate response 
to viruses in any tissue begins with recognition of viral nucleic 
acids by pattern recognition receptors (PRRs), including endo-
somal Toll-like receptors (TLRs)-3,-7,-8, and -9; cytosolic RNA 
sensors such as Rig-like receptors (RLRs) and nucleotide-bind-
ing oligomerization domain 2 (NOD2); and cytoplasmic DNA 
sensors that engage the cGAS-STING pathway.

Mouse studies have shown that either RNA and DNA virus-
es can cause essentially indistinguishable forms of myocarditis 
in the same strain of mice, which argues for the stereotypical 
innate anti-viral response that initiates disease in response to 
different viruses. Some experimental evidence implicates many 
of these receptors in both protection against viral infection, as 
well as pathological inflammation caused by virus, mostly in 
mouse Coxsackievirus (CV) B3 myocarditis.35 The role of these 
innate-pattern recognition pathways in human viral myocardi-
tis derives support from circumstantial evidence of expression 
and increases in several of the components of the pathways in 
human myocarditic hearts. Each of these pathways can provide 
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SARSCoV2, the etiologic agent of COVID-19, associates 
strongly with cardiac damage, as determined by cardiac tro-
ponin elevation and indices of edema and fibrosis in cardiac 
magnetic resonance studies.37 Cardiac pericytes—the cells that 
invest the coronary microvasculature—express angiotensin-
converting enzyme 2 (ACE-2), the enzyme that SARSCoV2 
uses as a receptor. Some reports describe a fulminant myocar-
ditis associated with SARSCoV2. Yet, actual infection of car-
diac myocytes and a clear-cut myocarditis due to SARSCoV2 
seems at present less common as a cause of myocardial damage 
in those with COVID-19 than an imbalance between oxygen 
supply and demand. Dysfunction of the endothelium does con-
tribute to many complications of COVID-19.

T. cruzi infection (Chagas disease) is the most common 
infectious cause of myocarditis worldwide, with most cases 
occurring in South and Central America and Mexico.38 Ap-
proximately 30% of infected people will develop some degree 
of chronic Chagasic cardiomyopathy (CCC). Acute myocardi-
tis caused by T. cruzi infection of cardiac myocytes is usually 
mild or asymptomatic when transmitted by the insect vector 
(triatomine bug) bite but is often severe when transmitted by 
ingestion of contaminated food or juice, often leading to fulmi-
nant disease with heart failure and up to 10% mortality. In this 
acute form of the disease, there appear to be strong innate and 
adaptive immune responses, likely initialized by direct myo-
cytopathic effects of the organism. Inflammatory infiltrates in 
acute chagasic myocarditis include neutrophils, NK cells, mac-
rophages, T cells, and plasma cells. Most Chagas heart disease 
does not begin with symptomatic acute myocarditis but pro-
ceeds chronically after asymptomatic infection with progres-
sive scarring of the myocardium over 10 to 20 years, eventually 
causing arrhythmias and biventricular heart failure without a 
known history of acute disease. CCC appears to be driven by 
persistent infection, documented by histology and molecular 
techniques, causing chronic inflammation, which damages tis-
sue but fails to eradicate the infection. In murine studies, CD8 
cytotoxic T lymphocytes are required to control infection, and 
an effective CTL response requires Th17 cells or other sources 
of IL-17. In humans, the CTL response becomes ineffective 
over time and the T cells acquire a dysfunctional or exhausted 
phenotype. Although autoantibodies specific for cardiac anti-
gens can be detected in CCC patients, there is no evidence that 
they are pathogenic.

Autoimmune Myocarditis
Autoimmune myocarditis can develop as a consequence of 
known microbial infection, as one component of multiorgan/
systemic autoimmune disease, as an isolated heart-only autoim-
mune disease with unknown connection with infection, or as 
a complication of cancer immunotherapy. In all cases, there is 
a failure in tolerance to cardiac antigens, but as is the case for 
most autoimmune diseases, the mechanisms of that failure are 
not well understood.39 Self-tolerance to cardiac antigens requires 
a combination of central and peripheral tolerance mechanisms. 
Central tolerance to cardiac antigens is induced during B- and 
T-cell development in bone marrow or thymus, respectively, 
by deletion of immature lymphocyte clones specific for self-
antigens. Peripheral tolerance is needed to prevent activation 
of naïve cardiac-specific lymphocyte clones that escaped central 
tolerance and depends on immune checkpoint regulatory mol-
ecules and regulatory T cells (Treg). These peripheral tolerance 
mechanisms may inhibit priming of naïve lymphocytes in sec-

ondary lymphoid organs (SLOs) or block activation of effector 
lymphocytes that are generated in the SLOs.40

Autoimmune Myocarditis Associated With Infection
Viruses are the most common class of microbes implicated 
worldwide in infections that precede autoimmune myocarditis. 
The identification of a virus or other microbes responsible for 
myocarditis is accomplished only in a minority of cases. There-
fore, although infection in the heart is a likely antecedent cause 
of many cases of chronic autoimmune myocarditis or idiopathic 
dilated cardiomyopathy, the causal connection is rarely proven. 
A progression from acute viral myocarditis to an acute auto-
immune phase progressing to chronic dilated cardiomyopathy 
has been well characterized in certain inbred strains of mice 
infected with Coxsackievirus (Fig. 69.9), and this has served 
as a model for understanding the pathogenesis of autoimmune 
myocarditis in humans. The distinction between active infec-
tious myocarditis and antecedent autoimmune myocarditis in 
both experimental animals and humans is often blurred because 
circulating autoantibodies specific for various cardiac antigens, 
such as myosin heavy chains and beta-1 adrenergic receptors 
are often found concurrently with biopsy-derived evidence of 
microbial infection, but the pathogenicity of such antibodies in 
human disease has not been established. Even if there is per-
sistent detection of viral nucleic acid the relative contribution 
of autoimmune versus antiviral responses to cardiac injury is 
unclear.

Rheumatic heart disease is a cardiac manifestation of 
acute rheumatic fever (ARF), which is a systemic autoimmune 
complication of group A streptococcal pharyngeal infections. 
ARF begins 2 to 3 weeks after infection and includes carditis, 
arthritis, chorea, and cutaneous lesions. The cardiac compo-
nent is an acute pancarditis affecting the pericardium, myo-
cardium, and endocardium. A subset of patients will suffer 
from scarring of valves (most commonly mitral and aortic), 
leading to regurgitation and/or stenosis and chronic heart fail-
ure. Acute rheumatic carditis is a T-cell and antibody-driven 
inflammatory reaction that apparently arises as a result of 
antigen-mimicry between streptococcal antigens and human 
cardiac antigen. Antibodies that recognize conformational 
epitopes of streptococcal M protein and N-acetyl-beta-D-
glucosamine cross-react with human myosin epitopes, and ro-
dent studies show that streptococcal M protein immunization 
can cause inflammation of myocardium and cardiac valves. 
There is also evidence for the presence of myosin-specific au-
toantibodies in acute rheumatic fever patients that cross-react 
with N-acetyl-beta-D-glucosamine and M protein. A pathog-
nomonic feature of this condition is the presence of granu-
loma-like Aschoff bodies in the myocardium, consisting of T 
cells, activated macrophages, fibrin, and necrosis. There is no 
definitive identification of peptide epitopes shared by strepto-
coccal and cardiac proteins.

Autoimmune Myocarditis Without Known Infection
Idiopathic lymphocytic myocarditis shares clinical and his-
topathological features of many cases of viral myocarditis and 
is usually associated with markers of autoimmunity directed 
against the heart—including circulating anti-alpha-myosin and 
anti-beta adrenergic receptor antibodies—without evidence of 
causal viral infection.39 As is the case in viral myocarditis, the 
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pathogenic role of the auto-antibodies is uncertain. Pathologic 
diagnosis is often made in late stages of the disease, usually in 
patients with a clinical diagnosis of dilated cardiomyopathy, 
rendering it difficult to rule out that viral infection initiated the 
disease.

Idiopathic giant cell myocarditis (GCM) is a rare dis-
order that most often presents with heart failure and is fatal 
or requires transplantation in about 90% of patients within  
5 months of diagnosis. GCM is a diagnosed by histopathologic 
examination of endomyocardial biopsies, from myocardial 
cores removed for ventricular assist device (VAD) placement, 
or autopsy. Characteristic findings include diffuse infiltration 
by lymphocytes, macrophages, plasma cells and eosinophils, 
numerous multinucleated giant cells expressing macrophage 
markers, and foci of myocardial necrosis.41 Giant cells also char-
acterize cardiac sarcoidosis, where they usually localize within 
well-formed, non-necrotic granulomas. There is no evidence 
for microbial infection in GCM. Circumstantial evidence sug-
gests autoimmunity or other forms of immune dysregulation 
are central to the pathogenesis GCM. About 20% of cases occur 
in patients diagnosed with other autoimmune/inflammatory 
diseases, and early treatment with calcineurin inhibitors slows 
disease progression and reduces mortality. Cardiac myosin im-
munization of rodents can induce myocarditis with giant cells. 
To date, no specific antigen has been identified that drives the 
human disease.

Eosinophilic myocarditis includes several different clinical 
entities in which eosinophils provoke cardiac inflammation.42 

The most common cause of myocardial eosinophilic inflam-
mation appears to be hypersensitivity reaction to any one of a 
large number of drugs. These cases of hypersensitivity myocar-
ditis rarely result in myocyte necrosis, but some patients present 
with heart failure. Acute necrotizing eosinophilic myocarditis 
is a rare and frequently lethal disorder that often presents with 
fulminant heart failure and demonstrates diffuse eosinophilic 
inflammation with necrosis. Thrombosis appears to be more 
frequent in eosinophilic myocarditis compared to viral myocar-
ditis. This disorder may occur as an isolated cardiac disease or 
more commonly in patients with systemic eosinophilic autoim-
mune disorders, such as eosinophilic granulomatosis with poly-
angiitis (formerly Churg-Strauss syndrome). Other conditions 
in which eosinophilic inflammation is seen in the heart include 
Loeffler endomyocardial disease, parasite infections, and idio-
pathic hypereosinophilic syndrome.

Myocarditis Associated With Systemic Autoimmune Diseases
Myocarditis reportedly occurs more frequently in patients with 
systemic autoimmune diseases than the general population. Up 
to 10% of patients with systemic lupus erythematosus (SLE) will 
develop clinically diagnosed myocarditis, and autopsy stud-
ies indicate there is myocarditis in up to 50% of SLE patients. 
However, the limited information available from histopatho-
logic examination in these cases suggests that the myocardial 
inflammation may be a response to ischemic damage caused by 
immune complex vasculitis rather than cardiac-antigen specific 

VIRAL MYOCARDITIS AUTOIMMUNE
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FIG. 69.9 Progression from Viral Myocarditis to Autoimmune Myocarditis and Dilated Cardiomyopathy. This scheme is based 
on experimental evidence from mice with coxsackievirus-induced myocarditis and experimental autoimmune myocarditis, as well 
as correlative human clinical data. Virus infection of myocardium evokes an innate immune response, which in turn promotes virus-
specific T-cell responses, characterized by CD4 and CD8 effector T-cell infiltration accompanied by macrophages. A subset of patients, 
with as of yet poorly identified risk factors, go on to develop a T-cell driven autoimmune myocarditis, independent of persistent viral 
infection, likely induced by myocyte injury with release of self- antigens in a inflammatory milieu. The autoimmune phase in mouse 
models is largely a CD4 helper T-cell cytokine-driven process. Over time—weeks in mice, years in humans—progressive fibrosis of 
injured myocardium leads to heart failure with chamber dilation.
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autoimmunity. Clinical data suggest that patients with Sjögren 
syndrome, vasculitis, and polymyositis are also at higher risk 
for myocarditis, although in most of these cases histopathologic 
examination does not confirm the diagnosis. An example of 
autoimmune myocarditis associated with risk for another au-
toimmune disorder has been described in autoimmune (type 1)  
diabetes (T1D) patients who have a myocardial infarction. Most 
of these patients additionally suffer from a post-infarction syn-
drome that clinically resembles myocarditis. Almost 90% of 
these patients develop antibody and T-cell responses to cardiac 
alpha-myosin, while post-MI T2D patients do not.

Immune Checkpoint Blockade-Associated Myocarditis
Immune checkpoint blockade (ICB)-associated myocarditis 
is a recently emerged clinical entity which occurs in cancer 
patients treated with ICB drugs.43,44 ICBs include monoclonal 
antibodies that block the function of CTLA-4, PD-1, or PD-L1 
molecules that are required to regulate T-cell responses and 
prevent autoimmunity. More than 50% of ICB-treated cancer 
patients develop one or more immune-related adverse events 
(IRAEs), involving any one of many different organs and tis-
sues. Patients with ICB-myocarditis present with acute onset 
heart failure or arrythmias, at times ranging from days to 
months after initiation of ICB therapy. ICB-associated myo-
carditis can occur in patients treated with only anti-CTLA, 
only anti-PD-1, or both antibodies. Histopathologic exami-
nation of tissue from autopsies and endomyocardial biopsies 
show CD4 and CD8 T-cell infiltration along with macro-
phages, and some myocardial necrosis. Although ICB myocar-
ditis is relatively rare (~0.1% to 1% of ICB-treated patients) 
compared to other ICB-induced IRAEs, it appears to be one of 
the most lethal autoimmune T-cell-mediated processes. Pre-
clinical studies showing the importance of CTLA-4 and PD-1/
PD-L1 in protecting the heart from autoimmune myocarditis 
support this pathophysiologic scheme.45 Some studies dem-
onstrate oligoclonality of T-cell infiltrates, shared clones of  
T cells in the heart and tumor of individual patients and shared 
genes expressed by tumor and myocardium. However, the tar-
get cardiac antigens are not known. Skeletal myopathy can also 
occur in conjunction with ICB-associated myocarditis, as can 
a myasthenia gravis-like syndrome, indicating shared epitopes 
between these two types of striated muscle.

Cardiac Allograft Rejection
Heart transplantation is performed over 5000 times per year 
worldwide to treat end-stage heart failure due to many causes, 
including myocarditis. Certain forms of rejection of transplant-
ed hearts involve immune effector mechanisms seen in myo-
carditis of native hearts, and transplantation medicine has to 
some degree informed the clinical approach to treating myocar-
ditis. Other than testing for blood group compatibility and the 
presence of preformed allo-antigen-specific antibodies in the 
recipients’ blood, both of which might cause hyperacute rejec-
tion and immediate graft failure, there are no other measures 
routinely taken to minimize allogeneic differences between the 
donor and recipient. Nonetheless, current immunosuppressive 
regimens allow for ~90% one-year patient survival and an aver-
age allograft half-life of ~10 years. The frequency of acute re-
jection episodes is highest early after transplantation, peaking 
at about 1 month and affecting from 10% to 30% of patients. 
Acute rejection is often diagnosed by routine serial EMBs of 
asymptomatic patients but may present with signs and symp-

toms of left ventricular dysfunction and heart failure. A stan-
dardized pathologic grading system for cardiac allograft rejec-
tion published by the International Society for Heart and Lung 
Transplantation46 is widely used. Acute rejection is most often 
mainly T-cell-mediated (ACR), but antibody mediated (AMR) 
or a combination of both, also occur. The most likely target an-
tigens are donor HLA proteins not shared by the host. ACR is 
characterized by an infiltrate of activated CD4 and CD8 T cells 
in the myocardium, with myocyte necrosis in severe cases. The 
appearance is similar to many cases of idiopathic autoimmune 
myocarditis. Myocytes and endothelial cells in the vicinity of 
lymphocyte infiltrates will often show evidence of activation by 
T-cell cytokines, including expression of HLA-DR and adhesion 
molecules. Often, significant left ventricular dysfunction may 
not be associated with significant myocyte damage on biopsy, 
perhaps reflecting disruptive effects of T-cell cytokines on the 
contractile function of myocytes, without overt cell necrosis. 
AMR is diagnosed by the presence of microvascular damage, 
thrombi, hemorrhage, neutrophilic inflammation, myocyte ne-
crosis and the detection of Ig and complement fragments bound 
to capillary walls. These findings are consistent with allo-anti-
body-mediated complement activation in and damage to capil-
laries, leading to ischemic injury to myocytes. Acute rejection is 
prevented by chronic administration of various combinations 
of immunosuppressive drugs including calcineurin inhibitors, 
mTOR inhibitors, anti-metabolites, and corticosteroids. Treat-
ment of an acute rejection episode usually involves changes in 
the dose or type of drugs, including the temporary use of T- or 
B-cell-depleting antibodies. For a discussion of allograft vascu-
lopathy, please see Libby, Hasan, and Nohria in Bhatt Cardio-
vascular Therapeutics.47

CLINICAL IMPLICATIONS OF CARDIAC 
INFLAMMATION
The broad range of etiologies and clinical manifestations of myo-
cardial inflammation pose unmet diagnostic and therapeutic 
challenges. Current diagnostic approaches short of myocardial 
biopsies do not reliably distinguish different immunopathologi-
cal processes taking place in the heart, and pathological diagno-
ses of biopsies remain largely descriptive. Experimental forms 
of myocarditis in mice have provided robust evidence for the 
progression from viral infections in the heart to cardiac-specific 
autoimmunity to chronic injury and dilated cardiomyopathy, 
and mouse studies have shown that helper T-cell responses to 
defined epitopes of myocardial proteins can drive this progres-
sion. However, translation of the findings about T-cell subsets, 
cytokines, and autoantibodies involved in mice to treat effec-
tively and specifically most forms of human myocarditis has 
lagged. There are no consistently effective treatments for acute 
lymphocytic myocarditis. Corticosteroid treatment is incon-
sistently effective in treating active lymphocytic myocarditis, 
including ICB-related myocarditis. Immunosuppressive drugs 
that target T-cell activation, such as calcineurin inhibitors, can 
delay progression of giant cell myocarditis, but such drugs have 
no proven benefit in more common forms of lymphocytic myo-
carditis. In the case of viral myocarditis, such treatments may 
impair anti-viral immunity and, thus, enhance cardiac injury 
due to virial cytopathic effects. For a fuller discussion of these 
therapies, please consult Libby, Hasan, and Nohria in Bhatt Car-
diovascular Therapeutics.47
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Progress in this clinical arena will require further character-
ization and understating of the immune responses in the hu-
man heart. This will involve application of new approaches for 
interrogating those responses, including identifying relevant 
immune-cell subsets by gene- and protein-expression technolo-
gies, determining the relevant specificities of lymphocytes that 
drive many of these disorders and clinical trials of specific im-
munomodulatory drugs.
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Autoimmune thyroiditis Hashimoto thyroiditis

Atrophic thyroiditis
Postpartum thyroiditis

KEY CONCEPTS
Classification of Autoimmune Thyroid Disease

GRAVES HYPERTHYROIDISM Human leukocyte antigen (HLA) genes found within the MHC 
region play a vital role in pathogen and self-peptide recognition 
and therefore have a clear role in immunity and in establishing and 
maintaining immune tolerance (see Chapters 10 and 90).

In European populations, the primary association between 
MHC and GD is with alleles of the class II MHC genes. The 
HLA-DR3 allele is detected twice as frequently in subjects with 
GD as in healthy controls (i.e., 50% of GD subjects vs. 25% of 
controls). At the protein level, neutral amino acids alanine or 
glutamine are substituted for positively charged arginine at 
position 74 in the HLA-DR peptide-binding pocket, which is 
thought to alter the binding-pocket configuration, more readily 
allowing self-peptides to enter the antigen binding site.5 Impor-
tantly, 50% of individuals with GD do not have the HLA-DR3 
allele, implying that there is unlikely to be a single antigenic epi-
tope responsible for GD.

The cytotoxic T-lymphocyte antigen-4 (CTLA4) gene (chro-
mosome 2q33) encodes a costimulatory molecule expressed 
on the surface of activated T cells, which plays a pivotal role 
in downregulating T-cell responses and in checking T-cell 
 activation, emphasizing the contribution of inhibitory signals 
in setting immune response thresholds (see Chapter 10). The 
CT60 single nucleotide polymorphism (SNP) downstream from 
the 3′ untranslated region (3′UTR) was found to influence GD 
 susceptibility (odds ratio [OR] 1.5) and has been suggested as 
a possible etiologic variant; however, contributions from  other 
variants, such as at codon 17 in the CTLA-4 signal peptide 
 remain likely.6 Approximately 50% of individuals from healthy 
European populations carry the autoimmune “susceptible” 
CTLA4 haplotype; therefore other important factors are clearly 
at play. CTLA-4 polymorphisms also contribute to  susceptibility 
to type 1 diabetes, autoimmune adrenal insufficiency, celiac 
 disease, and several other autoimmune conditions.

Products of several other genes involved in immunoregula-
tion have allelic variants associated with GD, including CD25, 
CD40, PTPN22, PD-L1, IFIH1, BACH2, SCGB3A2, and FCRL3. 
In addition to these variants in immune regulatory pathways, 
loci specific to GD have been identified on the basis of known 
thyroid pathophysiology. The gene encoding the TSH receptor 
(TSH-R) on chromosome 14q31 is an obvious candidate for 
GD, as the TSH-R is directly stimulated by autoantibodies in 
affected individuals. Although initial studies reported conflict-
ing results, a definite association between a number of SNPs in 
intron 1 of the TSHR gene and GD has now been confirmed in 
Whites.5 The mechanism by which these intronic SNPs confer 
disease susceptibility is unknown.

Despite years of research into the genetic etiology of 
GD, 30% to 40% of the inherited susceptibility has yet to be 
 accounted for. This “hidden” heredity is a common theme 
in genetically complex traits, but it is likely to be owing to 
rare genomic variants, polymorphisms in regulatory DNA 

Graves disease (GD) is a common autoimmune condition that 
accounts for the majority of cases of hyperthyroidism in the 
developed world. Its pathogenesis is unique among the autoim-
mune endocrinopathies because a key feature is the presence 
of stimulating autoantibodies directed against the thyrotropin 
(thyroid-stimulating hormone [TSH]) receptor, which mimic 
the action of TSH, a native hormone produced in the pituitary, 
to drive thyroid overactivity. Interestingly, thyroid dysfunction is 
commonly associated with other extrathyroidal manifestations 
of GD, the most common being Graves ophthalmopathy (GO).

Epidemiology
GD is one of the most common autoimmune diseases, with a 
prevalence of approximately 1% in women in the developed 
world.1 It is more common in iodine-sufficient countries, where 
it accounts for 60% to 90% of cases of hyperthyroidism.2 GD 
is seven times more common in women than in men and may 
 affect individuals at any age; however, the peak incidence occurs 
between the ages of 35 and 40 years.

Etiology
GD is a complex genetic condition, implying that environmental 
stimuli precipitate disease in genetically predisposed individuals 
who harbor multiple susceptibility alleles. A large Danish twin study 
estimated that approximately 80% of the propensity to  develop GD 
is attributable to genetic factors.3 Further evidence for the  heritability 
of GD comes from the observation that it clusters within families. 
Up to one-quarter of individuals with GD have a first- degree relative 
with the condition or with another autoimmune thyroid disease, 
such as autoimmune  hypothyroidism (AH).4 Should an individual 
have a sibling with GD, it is estimated that the relative risk (λs) of 
that individual developing GD is approximately 10-fold that of the 
background population, which is comparable with that of other 
heritable autoimmune conditions, such as type 1 diabetes, which 
has a λs of 15.

A number of genetic loci have been shown to contribute to GD 
susceptibility (Fig. 70.1). These genes encode proteins in  biologic 
pathways that regulate immune system  activity or  thyroid  biology.4,5 
The major histocompatibility complex (MHC) region on chromo-
some 6p21 is associated with  multiple  autoimmune  conditions. 
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 sequences, including noncoding or microRNAs (miRNAs), 
and/or epigenetic factors.

GD is one of the few autoimmune conditions for which links to 
environmental factors have been definitively established.7  Iodine 
is one of the most common precipitants of thyroid dysfunction. 
With regard to GD, more cases are observed in  iodine-sufficient 
areas. A study of individuals in Iceland, where iodine intake is 
high, and age-matched individuals in East Jutland, Denmark, 
where iodine intake is low, showed that the incidence of GD was 
more than double in the higher-iodine environment.2

Cigarette smoking also influences GD susceptibility and 
severity, in particular of GO. Meta-analysis of eight studies 
showed the OR for developing GD was 3.3 for current smokers 
compared with that for lifelong nonsmokers.8 The same study 
also revealed that current smokers are more likely to develop 
GO compared with nonsmokers (OR 4.4). Cigarette smoke 
extract has been shown in vitro to stimulate adipogenesis and 
glycosaminoglycans (GAGs) production by orbital fibroblasts 
(OFs), which accumulate in the orbital tissues in GO.9

Stress appears to influence both GD disease onset and 
clinical course. Individuals with GD retrospectively reported 
more negative life events in the preceding year compared with 
matched controls.10 In a population-based study, individuals 
with clinically diagnosed stress disorders were found to have an 
increased risk of many different forms of autoimmunity, includ-
ing autoimmune thyroid diseases.11

Changes in immune system function appear to influence the 
onset of GD. During pregnancy, which is a relatively immunosup-
pressed state, hyperthyroid GD is often mild and can be managed 
with smaller doses of antithyroid drugs. In some cases, it remits 
entirely, allowing the individual to stop medication in the short 
term. However, in the postpartum period, when the  immune 
system normalizes, there is typically worsening or  relapse of GD. 
A similar phenomenon is seen in individuals who have been 
significantly immunosuppressed and then have  recovered. For 
example, new-onset GD has been reported in people who have 
been successfully treated with highly active antiretroviral thera-
py (HAART) for human immunodeficiency virus (HIV) infec-
tion. During treatment, as the immune system recovers, immune 
 activation increases. T cells are exposed to thyroid  antigens, 

 resulting in an autoimmune response at the time of immune 
 reconstitution.12 A similar phenomenon has been seen in indi-
viduals with multiple sclerosis (MS) treated with alemtuzumab 
(ALZ), the lymphocyte-depleting anti-CD52 antibody. An alter-
native explanation is the weakening of physiologic antiinflam-
matory pathways, which unleashes the immune system. As more 
novel biologic agents become available, particularly for cancer 
treatment, this phenomenon is likely to become more common.

FIG. 70.1 Schematic Diagram to Illustrate the Loci that have been Associated with Graves Disease to Date. Each locus is shown 
on its respective chromosome, with chromosome 1 depicted on the left and chromosome Y on the right. MHC, Major histocompat-
ibility complex; PD-L1, programmed death 1/ligand 1; TSH-R, thyroid-stimulating hormone receptor.

• Smoking
• Iodine
• Stress
• Immune system reconstitution states

• Postpartum state
• Successful treatment of human immunodeficiency virus (HIV) with 

highly active antiretroviral therapy (HAART)
• T-cell depletion therapy (e.g., alemtuzumab)

• Infections (e.g., hepatitis C)

KEY CONCEPTS
Environmental Factors Known to Influence Graves 
Disease Susceptibility

Immunopathogenesis
Histologically, the thyroid in GD is characterized by a diffuse 
lymphocytic infiltrate, consisting of both T and B cells, asso-
ciated with thyrocyte hyperplasia (Fig. 70.2). Although T cells 
play a major role in inflammatory cell recruitment, cytokine 
secretion, antigen recognition, and thyrocyte damage, infiltrat-
ing B cells also produce antibodies, including those that drive 
hyperthyroidism. The major autoantigens in GD are the TSH-R, 
the thyroid peroxidase (TPO) enzyme, and thyroglobulin (Tg). 
More than 95% of patients with GD have detectable circulat-
ing TSH-R autoantibodies (TRAbs),13 which are necessary for 
hyperthyroidism, and approximately 90% have detectable TPO 
autoantibodies.14 Antibodies directed against the sodium iodide 
symporter and the apical iodide transporter, pendrin, have been 
reported in smaller numbers of patients.14

GD is unique among autoimmune conditions in that 
the  TRAbs directly stimulate thyroid gland activity. This is 
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 exemplified by neonatal GD, where maternal TRAbs cross the 
placenta, resulting in transient hyperthyroidism in the newborn. 
However, although TRAbs are sufficient to result in transient 
hyperthyroidism in these infants, these autoantibodies are not 
sufficient per se to result in the persistent thyroid autoreactivity 
of true GD. TRAbs are classically immunoglobulin G1 (IgG1) 

 subclass and target an epitope in the amino terminal region of the 
 leucine-rich repeat motif in the extracellular domain of the TSH-R  
(Fig. 70.3).15 When the autoantibody binds to the TSH-R, this 
activates intracellular G proteins, which, in turn, induce tran-
scription of genes, such as TPO and TG, via the cyclic adenosine 
monophosphate (c-AMP) and phospholipase C pathways. This 
results in thyrocyte hyperplasia and increased thyroid hormone 
synthesis. The TSH-R antibody–induced expression of TPO and 
Tg, which are also thyroid antigens, may be a mechanism for dis-
ease perpetuation. TRAbs can also be “blocking” in nature and 
prevent receptor activation, causing hypothyroidism. These two 
types of autoantibodies can also coexist, resulting in fluctuating 
thyroid function. Thus, although it is common to equate GD 
with hyperthyroidism, individuals with GD may occasionally be 
hypothyroid or euthyroid (presenting with GO).

TPO antibodies can be of IgG subclass 1, 2, or 4 and typically 
circulate in concentrations 1000-fold higher than those of TRA-
bs. They are directed against two structurally complex regions of 
the TPO molecule, the epitopes involving residues from both the 
myeloperoxidase-like and the complement control protein-like 
domains. TPO antibodies may have pathogenic significance in 
that they can fix complement and target the thyrocyte for cell-
mediated cytotoxicity. In contrast to TRAbs, they do not appear 
to either stimulate or block the enzymatic activity of TPO.

Clinical Presentation
Hyperthyroid GD can present with manifestations affecting 
 almost any organ system in the body, and, as with many endo-
crine conditions, affected individuals may report a gradual onset 
of nonspecific symptoms, typically over a period of months. This 
often leads to a delay in seeking medical attention and in the 
 initial diagnosis being made. The signs and symptoms of GD can 
be divided into those associated with hyperthyroidism in gener-
al and those specific to GD. These are summarized in  Table 70.1.

FIG. 70.2 Diffuse lymphocyte Infiltrate and Thyrocyte  Hyperplasia 
in a Patient with Graves Disease.

FIG. 70.3 Structure of the Thyroid-Stimulating Hormone 
 Receptor. LRRs, Leucine-rich repeats; TMD, transmembrane 
domain. (Courtesy R. Latif; adapted from Davies TF, Ando T, Lin 
RY, et al. Thyrotropin receptor-associated diseases: from adeno-
mata to Graves’ disease. J Clin Invest. 2005;115:1972–183.)

Investigation and Diagnosis of Graves Disease
The diagnosis of GD is a clinical one, supported by laboratory 
investigations. Imaging is occasionally required if the diagnosis 
is in doubt. Thyrotoxicosis is diagnosed biochemically on the 
basis of an elevated serum free triiodothyronine (fT3 ) or free 
thyroxine (fT4 ) in the presence of a completely suppressed TSH. 
TRAbs are highly sensitive for GD, and assays are now widely 
available. TRAbs should be measured in all thyrotoxic patients 
in order to reach a positive diagnosis. They are clinically useful, 
even if a patient has extrathyroidal signs of GD, such as GO or 
pretibial myxedema, because they can be monitored to ascertain 
response to treatment. TPO antibodies are also often measured 
as a surrogate for thyroid autoimmunity.

Imaging is reserved for individuals in whom the diagnosis 
is not clear (e.g., hyperthyroid patients with negative TRAb). 
Radionuclide scanning (e.g., 99Tc or 123I) is favored over ultraso-
nography, because the former gives functional information on 
the activity of the thyroid gland, although Doppler flow studies 

CLINICAL PEARLS

• Graves orbitopathy
• Thyroid bruit
• Thyroid acropachy
• Pretibial myxedema

Clinical Signs Specific to Graves Disease
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history of recent iodide exposure. Following initial treatment, 
thionamides may either be administered as a fixed high dose, 
with levothyroxine supplementation to prevent hypothyroid-
ism (known as a “block and replace” regimen), or at progres-
sively lower doses, titrated to allow adequate thyroid hormone 
generation. Following 6 to 18 months of thionamide treatment, 
approximately 50% of patients will remain in remission follow-
ing cessation of therapy. There is no improvement in remission 
rate in individuals with GD who are treated for longer than  
18 months. Lower TRAb levels at the time of medication 
 cessation are associated with higher chances of remission.17 The 
mechanism of the thionamide-induced remission in GD  remains 
obscure; however, the lymphocytic infiltrate in the GD thyroid 
is rapidly abolished by thionamide treatment, and  serum TRAb 
and TPO autoantibodies also decrease during treatment, sug-
gesting an immunomodulatory effect. It is telling that  several 
induced murine models of thyroiditis can be ameliorated by thi-
onamide treatment, suggesting an immunomodulatory role that 
is distinct from the antithyroid hormone synthesis action. If the 
patient’s disease relapses following medical treatment, definitive 
treatment should be considered, as a second course of thion-
amide treatment rarely induces prolonged remission.

Definitive Treatment
RAI therapy (131I) and surgical thyroidectomy are both effica-
cious treatments for GD, effectively removing functional thyroid 
tissue and rendering the patient hypothyroid and dependent 
on levothyroxine replacement over the long term. RAI therapy 
takes advantage of the thyroid's ability to concentrate iodine. 
RAI is administered orally and concentrates in the thyroid, pri-
marily emitting beta-radiation to produce local thyrocyte DNA 
damage. These cells then undergo necrotic change, and the 
thyroid atrophies over the subsequent year. RAI renders more 
than 80% of those with GD hypothyroid and needing long-term 

are making ultrasound evaluation of the thyroid increasingly 
informative (Fig. 70.4). In GD, there is diffuse uptake in the 
 thyroid gland on radionuclide scanning.

Management of Graves Disease
The management of hyperthyroid GD can be divided into three 
broad categories: medical management, radioiodine (radioac-
tive iodine [RAI]) treatment, and surgery.16

Medical Management—Antithyroid Drugs
The thionamide drugs (carbimazole, its metabolite methima-
zole, and propylthiouracil) compete with Tg to act as substrates 
for iodination by TPO. Once iodinated, they are metabolized 
peripherally, depleting thyroid iodine stores. When the thyroid 
iodine stores are depleted and the intrathyroidal thionamide 
concentration is high enough, thyroid hormone synthesis is 
abrogated. Most individuals become euthyroid following 4 to 
8 weeks of treatment; however, euthyroidism may take longer 
to achieve in those with poor medication compliance or with a 

TABLE 70.1 Common and Rarer Clinical 
Manifestations of Hyperthyroidism

Common Rare

Neuropsychiatric
Anxiety Chorea
Fatigue and exhaustion Collapse (periodic paralysis)
Fine tremor Pseudobulbar palsy
Restlessness and fidgeting Spasticity

Gastrointestinal
Increased appetite Hepatosplenomegaly
Loose stools
Increased frequency of defecation
Nausea
Weight loss

Cardiorespiratory
Palpitations Congestive cardiac failure
Shortness of breath on exertion
Tachycardia (sinus, atrial fibrillation)
Peripheral vasodilation, flushing
Systolic hypertension

Genitourinary
Menstrual irregularities

Cutaneous
Itch Thyroid acropachy
Heat intolerance Pretibial myxedema
Hair loss Onycholysis

Musculoskeletal
Hyperreflexia
Proximal muscle weakness

Ophthalmic
Lid lag Optic neuropathy
Lid retraction
Exophthalmos and proptosis
Eye dryness
Chemosis
Ophthalmoplegia

Miscellaneous
Thirst
Thyroid bruit

FIG. 70.4 99Tc Pertechnetate Radionuclide Scan Image from 
an Individual with Graves Disease Showing Diffuse Uptake 
Throughout the Thyroid Gland.
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thyroid hormone replacement. RAI is generally well tolerated, 
and long-term follow-up studies in adults have shown reassur-
ing results with regard to carcinogenicity. RAI is absolutely con-
traindicated in pregnancy and should be avoided in those with 
active, inflammatory GO. Total or near-total thyroidectomy is 
also an effective treatment for GD and is particularly suitable for 
individuals with a large goiter, those with severe hyperthyroid-
ism who cannot tolerate thionamides, or in those with active 
GO when RAI is relatively contraindicated. The complications 
of thyroidectomy include change in voice because of intraopera-
tive damage to the recurrent laryngeal nerve and hypocalcemia 
(often transient) caused by parathyroid gland damage.

GRAVES OPHTHALMOPATHY

Epidemiology
GO is the most common extrathyroidal manifestation of GD. It 
is clinically apparent in 25% to 50% of those presenting with GD, 
although almost all patients have radiologic changes consistent 
with GO to some degree. The peak age of incidence is in the fifth 
and seventh decades of life. GO precedes thyroid gland dysfunc-
tion in approximately 20% of patients, arises at the same time in 
40%, and occurs after diagnosis of thyroid dysfunction in the 
remaining 40%. Males, older adults, and smokers are more like-
ly to have severe disease. Ninety-three percent of cases of GO 
 occur in those with hyperthyroid GD. However, 3% and 4% of 
GO occurs in hypothyroid and euthyroid patients, respectively. 
A proportion of these patients with “euthyroid Graves” will 
eventually become hyperthyroid; however, some will  remain 
hypothyroid or euthyroid despite the presence of TRAbs.

Etiology
GO shares many etiologic factors with GD. Smoking is the  major 
environmental risk factor, with smokers or ex-smokers four 
times more likely to develop GO compared with lifelong non-
smokers. The number of cigarettes smoked per day correlates 
with the risk of developing GO, suggesting a “dose-dependent” 
effect. RAI therapy is also known to occasionally cause flare-ups 
of GO. This is thought to be largely related to uncontrolled post-
RAI hypothyroidism. Smokers and those with active GO seem 
particularly susceptible to this complication, and therefore RAI 
is relatively contraindicated in patients with active GO.18

Immunopathogenesis
The molecular mechanism that links thyroid dysfunction with 
GO remains incompletely understood. The TSH-R is widely 
 believed to be the primary autoantigen linking the thyroid and 
the orbit. OFs have been shown to express cell-surface TSH-R, 

and TSH stimulation in vitro results in an increase in intracellu-
lar cAMP. Mechanistically, the orbital changes that occur in GO 
are better understood. TRAbs that bind to the TSH-R on OFs 
(or possibly other OF receptors, such as the insulin-like growth 
factor receptor; IGF-1R) are believed to activate OFs to secrete 
 cytokines and chemokines, which attract lymphocytes and other 
inflammatory cells. These infiltrate the orbital tissues, augment-
ing further the proinflammatory cytokine environment, causing 
OFs to proliferate and to secrete excessive GAGs.19 GAGs accu-
mulate in the extraocular muscles, increasing their size. These 
matrix molecules are also osmotically active, resulting in edema 
and swelling of surrounding tissues.

In addition, the adaptive arm of the immune system is 
thought to interact via HLA and CD40 molecules expressed by 
the OFs to increase autoantigen presentation, thus perpetuating 
the cycle. OFs are also thought to differentiate into adipocytes, 
resulting in increased retroorbital fat deposition. The resulting 
inflammation gives rise to redness and oedema of the orbital 
tissues, with the cellular proliferation and GAG accumulation 
producing proptosis (protrusion of the eyeball from the socket), 
increased intraorbital pressure, and restriction of eye move-
ments.19

Diagnosis and Clinical Presentation
When the clinical signs of GO are associated with thyroid 
dysfunction and circulating TRAb, the diagnosis is generally 
straightforward. If proptosis is completely unilateral or GO 
features occur without upper lid retraction, then the diagno-
sis needs to be confirmed by imaging, because the differential 
diagnosis for unilateral proptosis is a space-occupying retroor-
bital lesion. Patients with GO may complain of gritty, watery, 
or uncomfortable eyes, with or without a change in appearance 
(upper eyelid retraction, soft tissue swelling, redness of the eyes, 
and proptosis) (Fig. 70.5). Diplopia occurs if eye movements are 
restricted by stiffness of the extraocular muscles or high intra-
orbital pressure. Deteriorating visual acuity and color desatu-
ration are sinister symptoms in GO, indicating incipient optic 
neuropathy.

GO has a predictable and generally monophasic natural 
 history (Fig. 70.6). There is an early phase of increasing  disease 
 activity that can be targeted by medical therapy, and it is  followed 
by a plateau phase and then gradual improvement until a stable, 
inactive phase is reached. GO manifestations can be classified in 
two ways: on the basis of severity, which indicates the extent of 
functional, anatomic, and cosmetic features; and on the basis of 
activity, which denotes the intensity of any acute  inflammatory 
reaction. Severity of GO is assessed using the “NO SPECS” clas-
sification system (Table 70.2, A), and activity is assessed using 
the Clinical Activity Score (CAS) (see Table 70.2, B). A CAS 

FIG. 70.5 (A) Clinical photograph of the eyes of an individual with Graves ophthalmopathy prior to treatment. (B) Clinical photograph 
of the same patient’s eyes following surgical orbital decompression and rehabilitative surgery.

BA
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of 3 or more indicates active GO.18 These classifications allow 
determination of which patients require treatment and which 
therapy is most appropriate.

Treatment
Patients with GD (with and without GO) should be strongly 
encouraged to stop smoking and offered smoking cessation 
support. The general health benefits of smoking cessation are 
numerous; in addition, smokers are more likely to relapse after 
a course of medical therapy compared with nonsmokers.

In parallel to restoring and maintaining euthyroidism, the 
successful treatment of GO depends on staging the activity 
and severity of the disease. In patients with mild, active GO, an 
observational policy can be used with symptomatic measures, 
such as artificial tears and dark glasses. Selenium supplements, 
at a dose of 100 μg twice daily for 6 months, have been shown 
to significantly improve quality of life, slow disease progres-
sion, and reduce ocular involvement in these patients.20 All 
patients with GO, with the exception of those with very mild 
disease (which is often transient) should be assessed in a joint 
multidisciplinary thyroid eye clinic, comprising ophthalmolo-
gists,  oculoplastic surgeons, and endocrinologists. In those with 
moderate to severe, active, and progressive GO, a course of 
oral or intravenous (IV) glucocorticoids (steroids) is indicated. 
 Orbital radiotherapy is also efficacious in people with active 
inflammation and diplopia, but because it has a delayed onset 
of action, it often needs to be used in conjunction with other 
therapies, such as steroids or orbital decompression surgery. In 
patients with sight-threatening optic neuropathy, high-dose IV 
 steroids are used, and orbital pressure is relieved by urgent or-
bital  decompression surgery. In patients whose eyelids do not 
close completely, eye ointments and protective eye pads are 
essential to protect the eyes against corneal damage and ulcer-
ation. Once disease activity has burned out, rehabilitative sur-
gery can greatly improve the function and cosmetic appearance 
of the eyes. Orbital decompression, strabismus correction, and 
eyelid surgery are commonly used procedures.21

FUTURE DEVELOPMENTS FOR GRAVES HYPERTHY-
ROIDISM AND OPHTHALMOPATHY

Conventional treatment of GD with surgery, RAI, or antithy-
roid drugs has not substantially changed over the past 50 years. 

There remain significant unmet needs with these strategies, 
resulting in the demand for new therapeutic options. Novel 
approaches including biologic, small-molecule, and peptide 
immunomodulation are currently at various stages of develop-
ment. Furthermore, in light of the significant side effects asso-
ciated with steroid treatment and low patient satisfaction with 
current therapies, steroid-sparing therapeutic agents are of par-
ticular interest for GO.

The novel immunomodulatory therapies currently being 
investigated, some of which have shown potential efficacy in 
preclinical or phase II studies, include targeting various aspects 
of B-cell activity, such as blocking of the costimulatory CD40 
interactions, the B cell–activating factor (BAFF), and antibody 
recycling. However, the most widely studied B-cell therapy is 
rituximab, a CD20 monoclonal antibody (mAb) that depletes 
circulating B cells and appeared to be potentially efficacious 
in early studies. However, in two randomized controlled trials 
(RCTs) in individuals with moderate to severe active GO, results 
have been conflicting, and therefore further studies are needed. 
Other agents investigated in GO include the novel immunother-
apeutics, tocilizumab (TCZ) and teprotumumab, both of which 
have demonstrated positive findings in GO. The anti–interleu-
kin-6 (IL-6) receptor TCZ is a recombinant humanized IgG1 
mAb that inhibits IL-6 binding to the IL-6 receptor, inhibiting 
the proinflammatory effects of IL-6. An RCT, which included 32 
patients with moderate-to-severe corticosteroid-resistant GO, 
reported significant improvements in GO severity and activity 
(CAS <3 achieved in 86.7% vs. 35.2% in placebo). In addition, 
an RCT has demonstrated that targeting the orbital IGF1 recep-
tor with teprotumumab results in a significant improvement in 
inflammatory eye signs, proptosis, and patient quality of life in 
those with GO.

Amenable to medical therapy

Amenable to surgical rehabilitation

Disease activity
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FIG. 70.6 Rundle Curve Illustrating the Natural History of 
Graves Ophthalmopathy.

TABLE 70.2 Assessment of Graves 
Ophthalmopathy

A: The “NO SPECS” Classification System to Assess the 
Severity of GO
• Class 0—No signs or symptoms
• Class 1—Only signs (limited to upper lid retraction and stare, with or

without lid lag)
• Class 2—Soft tissue involvement (edema of conjunctivae and lids,

conjunctival injection, etc.)
• Class 3—Proptosis
• Class 4—Extraocular muscle involvement (usually with diplopia)
• Class 5—Corneal involvement (primarily due to lagophthalmos, the

inability to completely close the eyelids)
• Class 6—Sight loss (caused by optic nerve involvement)

B: The Clinical Activity Score (CAS) to Assess Activity of GO
A single point is scored for each of the features present. Each feature 

has equal weighting. A higher score indicates more active disease.
• Spontaneous orbital pain
• Gaze-evoked orbital pain
• Eyelid swelling that is attributed to active GO
• Eyelid erythema
• Conjunctival redness that is considered to be due to active GO
• Chemosis
• Inflammation of caruncle or plica
• Increase of >2 mm in proptosis
• Decrease of >8 degrees in uniocular ocular excursion in any one direc-

tion
• Decrease of acuity equivalent to 1 Snellen line

GO, Graves ophthalmopathy.



904 PART VII Organ-Specific Inflammatory Disease

TSH-R–specific immunotherapeutics including TSH-R–
blocking antibodies, TSH-R–specific peptide immunotherapy, 
and small-molecule TSH-R antagonists are in various stages of 
development from preclinical to phase I trials. The key advan-
tage of TSH-R–specific approaches is that it provides a direct, 
targeted approach that theoretically avoids disruption of im-
mune system function. Novel agents have been evaluated to a 
limited extent and are subject to further ongoing studies.

AUTOIMMUNE HYPOTHYROIDISM
The most common cause of AH is chronic (or lymphocytic) 
autoimmune thyroiditis. There are two variants, atrophic and 
goitrous (Hashimoto thyroiditis).

Epidemiology
In populations living in iodine-sufficient areas, AH is common, 
affecting 1% to 10% of the population. The prevalence increas-
es with age, with 3% to 20% of individuals older than 75 years 
being hypothyroid. Like GD, AH is more common in women 
than in men. In a UK community survey, the incidence of 
 hypothyroidism in women was 3.5/1000/year, which increased 
to 13.7/1000/year in women between 75 and 80 years of age. In 
men, the incidence was just 0.6/1000/year.22

Etiology
AH, like GD, is a complex genetic condition. Familial clustering 
provides evidence for a genetic etiology, which, in several stud-
ies, appears stronger than that for GD. The λs for AH is estimated 
to be between 10 and 45, suggesting that AH is more heritable 
compared with GD. In families with autoimmunity, frequently 
a mixture of individuals affected by AH and GD are seen, sug-
gesting some shared genetic factors. The differing prevalence of 
AH in different ethnic groups, with AH being more common in 
White than in Black populations, also supports a genetic back-
ground. Knowledge about the genetics of AH is limited.

The MHC class II HLA-DR3, HLA-DR4, and HLA-DR5 
 alleles have been associated with AH in Whites only. Conflict-
ing results have been reported for HLA-DQ alleles. One study 
reported that the HLA-DQ alleles DQA1*0301 and DQB1*0201 
confer susceptibility to AH in Whites, with certain HLA-DQ 
 alleles (DQA1*0102 and DQB1*0602) reported to confer a pro-
tective effect.

In common with GD, the CTLA-4 gene also appears to 
 influence AH susceptibility. Three CTLA-4 polymorphisms have 
been associated with AH in several populations. An A/G SNP 
located downstream of the 3′UTR (designated CT60), an A/G 
polymorphism at codon 17, and a 106-bp microsatellite repeat 
in the 3′UTR of exon 3. A locus on chromosome 8q24 contain-
ing the Tg gene was linked to AH, and several SNPs were sub-
sequently studied in AH individuals with modest reported ORs 
for association of between 1.32 and 1.56. Other loci implicated 
in AH susceptibility include the tumor necrosis factor (TNF)-α 
gene, PTPN22, CYP27B1, T-cell receptor (TCR) genes, and sev-
eral immunoglobulin genes and cytokine regulatory genes.

In contrast to GD, environmental factors in AH  susceptibility 
have been challenging to identify. However, the role of  iodine 
is widely accepted because population studies have report-
ed an  increase in the prevalence of thyroid lymphocytic 
 infiltration and autoantibodies following public health salt 
iodization  programs. Infectious agents have also been impli-
cated in  susceptibility to AH. Several studies have identified an 

 increased prevalence of IgG and/or IgA antibodies to virulence- 
associated outer  membrane proteins of Yersinia enterocolitica in 
AH  patients and in relatives of individuals with AH, suggesting 
that  susceptibility genes for Yersinia infection may also confer 
risk for AH.

The effect of radiation, either “internal” (nuclear “fallout” or 
from RAI treatment) or “external” (radiotherapy or direct expo-
sure during a nuclear accident), on AH susceptibility has been 
extensively studied. Following the nuclear reactor accident at 
Chernobyl, a rise in thyroid autoantibodies was noted 15 years 
following exposure; however, this was not accompanied by thy-
roid dysfunction. Long-term follow-up studies of thyroid func-
tion in Japanese survivors of the atomic bombings of Nagasaki 
and Hiroshima have demonstrated a clear link between radia-
tion exposure and thyroid cancer; however, the association with 
AH remains disputed. One study, at 40-year follow-up, dem-
onstrated a significant relationship between dose of radiation 
 exposure at Nagasaki and AH. However, a further study, at more 
than 50 years of follow-up, showed that radiation exposure did 
not correlate with either the occurrence of thyroid autoantibod-
ies or AH.23

Immunopathogenesis
The mechanisms by which tolerance to thyroid antigens is 
lost in the first instance remain obscure. It appears that both 
a susceptible genetic background and a permissive environ-
ment are  required before AH develops. Notably, AH is much 
more frequent in the autoimmune polyendocrinopathy type 1 
(APECED) syndrome than GD, suggesting that central thymic 
T-cell selection, and therefore central tolerance, may be more 
important in AH than in GD. Histologically, lymphocytic infil-
trates can be seen in the thyroid, consisting of both T and B cells 
(Fig. 70.7). These infiltrates can be diffuse or focal. Scarring and 
fibrosis may also be seen, with destruction of the normal thy-
roid architecture and an absence of colloid in thyroid follicles. 
An IgG4-positive histologic variant of Hashimoto thyroiditis 
has been proposed, although neither diagnostic criteria nor 
clinical significance have been clearly established.24

Both cell-mediated and humoral immune mechanisms are 
important in the continuing thyroid damage seen in AH. T cells 
play a pivotal role in both the initiation and perpetuation of AH. 
Studies in which researchers induced hypothyroidism in Rag1-
deficient transgenic mice that were unable to produce autoanti-
bodies confirm this.25 T cells respond to antigen-presenting cells 
(APCs) and release cytotoxic and lytic factors, which result in 
thyrocyte death. Thyroid follicular cells have themselves been 
demonstrated to express HLA class II molecules, suggesting 
that they may also have a direct role in antigen presentation.

The humoral immune response is also important in AH. More 
than 90% of individuals with AH have detectable TPO antibod-
ies. Autoantibodies directed against Tg and, to less degree, the 
TSH-R are also commonly detected. In vitro, TPO antibodies 
can fix complement and directly induce cell damage. Their pres-
ence within thyroid follicles in AH patients suggests they may 
have the same effect in vivo, although the thyrocyte destruction 
found in the Rag1-deficient mouse suggests TPO antibodies are 
not necessary for AH. Interestingly, the epitopes recognized by 
TPO  antibodies in both GD and AH overlap, and there is no dis-
ease specificity for the targeted TPO domain. TRAbs found in 
rare  patients with AH are likely to exert a blocking or antagonist 
 effect, thus inducing hypothyroidism. As thyroid hormone secre-
tion falls, increasing thyrocyte stimulation by elevation of serum 
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TSH may induce or augment thyroid autoantigen expression 
(e.g., TPO, Tg), thereby perpetuating the autoimmune response.

Clinical Presentation
Hypothyroidism can result in changes in almost every organ 
system in the body (Table 70.3). Initially, the signs and symp-
toms may be subtle and nonspecific, including tiredness, cold 
sensitivity, and constipation. Hypothyroidism is frequently 
 diagnosed incidentally following blood tests for another prob-
lem. The typical goiter palpable in Hashimoto thyroiditis is 
moderate in size and firm with a finely granular surface. Indi-
viduals often report a gradual increase in size over a number of 
years. However, rapid growth is unusual. In atrophic AH, the 
size of the thyroid gland is reduced.

Investigation and Diagnosis
Hypothyroidism is detected biochemically by a raised serum 
TSH with reduced fT4. AH is differentiated from other forms 
of hypothyroidism by the presence of circulating autoantibod-
ies, including TPO and Tg. On ultrasound scanning, the thyroid 
gland appears finely heterogeneous and hypoechoic, predating 
serum autoantibody positivity in some.

Reflecting the effects of hypothyroidism on multiple organ 
systems, many biochemical and hematologic abnormalities, 
such as mild anemia, hyponatremia, or elevated serum creatine 
kinase, transaminases, lactate dehydrogenase, and low-density 
lipoprotein (LDL) cholesterol, are also commonly detected in 
patients with AH.

Management
AH requires lifelong treatment with thyroid hormone replace-
ment therapy. The most commonly prescribed is synthetic 
 thyroxine, levothyroxine (L–T4), which is widely available and 
inexpensive. Except for individuals with known heart disease 
or the very old, a full, weight-related replacement dose (≈1.6 
μg/kg/day) should be started. Once the patient is on a stable 
dose, thyroid function should be assessed annually to ensure 
that the patient continues to receive the appropriate dose. 
Some commonly prescribed medications, such as calcium and 
iron supplements, and proton pump inhibitors interfere with 
the  absorption of L–T4, and patients should be advised to take 
these at least 4 hours before or after their L–T4 to ensure maxi-
mum absorption.

Subclinical Hypothyroidism
Although the need to treat individuals with overt AH is uni-
versally accepted, it is unclear whether thyroid hormone 
 replacement is beneficial in individuals with persistent subclini-
cal hypothyroidism (increased serum TSH, but fT4 and fT3 within 
the normal reference range on at least two separate  occasions).26 
Progression to overt hypothyroidism from this state  occurs in 
approximately 2% of individuals per year who are TPO anti-
body negative, increasing to 5% per year if antibodies are pres-
ent. Persistent subclinical hypothyroidism has been associated 
with a number of markers of cardiac and vascular dysfunction 
in  observational studies, including left  ventricular diastolic dys-
function, increased vascular resistance, and  atherosclerosis.

FIG. 70.7 Lymphocytic Infiltration of the Thyroid in a Patient 
with Autoimmune Hypothyroidism.

TABLE 70.3 Common and Rare Clinical 
Manifestations of Hypothyroidism

Common Rare

Neuropsychiatric
Lethargy Cerebellar ataxia
Impaired cognitive function Deafness
Slow speech Psychosis
Depression

Gastrointestinal
Anorexia Ascites
Weight gain
Constipation and bloating
Abnormal liver function tests

Cardiorespiratory
Shortness of breath on exertion Pericardial effusion
Reduced exercise tolerance
Bradycardia
Diastolic hypertension
Cardiomegaly
Low-voltage electrocardiogram
Peripheral edema (nonpitting)

Genitourinary
Oligomenorrhea, amenorrhea, menorrhagia
Reduced libido
Early fetal loss
Impotence

Cutaneous
Cold intolerance
Skin dryness and thickening
Malar flush
Edema of the face, hands, and feet
Change in face shape
Pallor
Nail abnormalities
Alopecia

Musculoskeletal
Bradykinesia
Joint and muscular pains
Delayed relaxation of tendon reflexes

Miscellaneous
Goiter (in Hashimoto thyroiditis)
Reduced basal metabolic rate
Increased sensitivity to exogenous insulin
Abnormal lipid metabolism
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A randomized clinical trial demonstrated no benefi-
cial  effects of treatment with levothyroxine in older adults 
(≥65 years old) with persistent subclinical hypothyroidism, 
 although unfortunately few patients had TSH levels greater 
than 10 mIU/L and it did not include assessment of circulating 
TPO autoantibody titers which would indicate the cohort more 
likely to have progressive hypothyroidism and therefore possi-
bly benefit from long-term levothyroxine therapy. Although this 
study was  underpowered to assess cardiovascular outcomes, 
normalization of TSH with levothyroxine was associated with 
no  difference in carotid intima-media thickness and carotid 
 atherosclerosis in these patients.

thyrotoxicosis (median onset 12 to 14 weeks postpartum) fol-
lowed by a period of transient hypothyroidism (median onset 
18 to 20 weeks postpartum); however, a monophasic (thyro-
toxicosis or hypothyroidism alone) or reversed biphasic (hypo-
thyroidism followed by thyrotoxicosis) pattern can also occur. 
During pregnancy, there is a state of relative immune tolerance, 
followed by a rebound in immune function following delivery, 
coinciding with the occurrence of PPT. The presence of thyroid 
autoantibodies and a lymphocytic infiltrate on thyroid biopsy 
supports an autoimmune basis for this condition.27

Clinically, the thyrotoxic phase of PPT is often mild, result-
ing in symptoms of fatigue and irritability, which can be mis-
diagnosed as postnatal depression. If the thyrotoxic episode 
is short, it may even go unnoticed. Neck pain is not a feature. 
Women with PPT who are thyrotoxic may benefit from a beta-
blocker, such as propranolol, for symptom relief. Antithyroid 
drugs are not effective, as the thyrotoxicosis is caused by release 
of preformed thyroid hormones. Following the episode of thy-
roid dysfunction, 10% to 20% of women remain permanently 
hypothyroid.27 In women who have had PPT and then recov-
ered, an annual assessment of thyroid function is recommended 
because their risk of long-term hypothyroidism is consider-
able.27 In those women who return to being euthyroid, there is 
a 75% risk of PPT in subsequent pregnancies and a 50% risk of 
permanent hypothyroidism at 7 years.

IMMUNOMODULATION AND 
THYROID DYSFUNCTION
Agents that modulate the immune system are increasingly 
 being used as a treatment in various settings, either to induce, 
or  alternatively, deplete and “reconstitute” the immune system. 
This disruption of immune homeostasis and costimulatory 
pathways lowers the threshold for the initiation of inflammation 
or autoimmunity. Thyroid dysfunction is one of the commonest 
endocrine sequelae of immunomodulatory therapies.

Alemtuzumab
ALZ, an anti-CD52 mAb licensed to treat MS, depletes both T 
and B lymphocytes to allow immune reconstitution with the 
aim of restoring a tolerogenic environment. Although used 
successfully to treat MS, up to 41% of those receiving ALZ will 
develop some form of thyroid autoimmunity, of which the vast 
majority is GD.28

The precise mechanism by which ALZ causes thyroid auto-
immunity remains uncertain, but it is proposed to result from 
the proliferation of T cells during immune reconstitution, dis-
rupting self-tolerance and driving the humoral autoimmune 
response. These patients can demonstrate an unpredictable 
course, and often present with fluctuating thyroid hormone 
levels due to the presence of both blocking and stimulating 
TRAbs.28 The treatment of thyroid dysfunction, including GD, 
is largely the same as for those with spontaneous onset disease, 
 although whether the prognosis is the same for ALZ-induced 
GD remains disputed.

Immune Checkpoint Inhibitors
Costimulatory “immune checkpoint” proteins are essential com-
ponents of the normal immune system, negatively regulating 
the immune response to protect against uncontrolled  immune 
destruction of healthy cells. CTLA-4 and programmed death  

FUTURE DEVELOPMENTS
The genetics of AH remains understudied considering its fre-
quency as the commonest autoimmune disease in humans. 
Considerable work remains to be done on whether treatment 
of subclinical hypothyroidism is beneficial. Given the insidious 
nature of the development of AH, it remains a good target for a 
preventive immunotherapeutic intervention, if a safe and eco-
nomic treatment can be found.

OTHER FORMS OF THYROIDITIS
The term thyroiditis relates to conditions resulting in inflam-
mation of the thyroid gland. A number of etiologies have been 
described, including infection, radiation exposure, drugs, and 
autoimmune factors. A common pattern to the natural history 
of several thyroiditides is frequently seen, involving an initial 
thyrotoxic phase of 1 to 3 months, followed by a rapid drop in 
serum thyroid hormones and a transient hypothyroid phase, 
 often lasting another 1 to 4 months. During the thyrotoxic 
phase, preformed thyroid hormone stores are released from the 
thyroid follicles, leading to thyrotoxicosis, which may be severe. 
The hypothyroid phase follows when these preformed stores  
are exhausted, and the thyroid has become depleted of hor-
mones. In approximately 90% of cases this hypothyroidism is 
transient, but in some cases, it never resolves.

POSTPARTUM THYROIDITIS
Postpartum thyroiditis (PPT) is a common endocrine condition 
that manifests within 1 year following pregnancy.27 It affects be-
tween 5% and 10% of women in the general population. PPT is 
classically a biphasic disorder, consisting of a period of transient 

CLINICAL PEARLS

• If thyroid-stimulating hormone (TSH) is elevated, immediate treat-
ment should be offered:
• In pregnancy
• Preconception, if planning a pregnancy.

• If TSH is elevated but less than 10 mIU/L, a trial of treatment can be
offered:
• To individuals with convincing symptoms of hypothyroidism.

• If TSH is greater than 10 mIU/L, treatment should be offered:
• To individuals younger than the age of 70 years
• To individuals older than the age of 70 years if there is a clear his-

tory of hypothyroid symptoms or there are significant risk factors
for cardiovascular disease.

Management of Persistent Subclinical 
Hypothyroidism
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1/ligand 1 (PD-1/PD-L1) are inhibitory cell-surface  receptors 
that suppress T-cell activation.

These targets have been exploited in the development of mAb 
for use in cancer immunotherapy, to modulate the  immune 
 system by blocking inhibitory checkpoints, resulting in T-cell 
activation and immune destruction of tumor cells.29

Unfortunately, this therapeutic approach often generates 
inflammatory immune-related adverse effects (irAEs), which 
often result in endocrinopathies, most commonly affecting the 
pituitary and thyroid gland.30 Thyroid dysfunction,  including 
hypothyroidism, thyrotoxicosis, and painless thyroiditis, is more 
frequently associated with anti–PD-1-antibodies. The combined 
use of anti–PD-1 and anti–CTLA-4 therapies has been associat-
ed with a 22% incidence of either thyroiditis or  hypothyroidism, 
with a variable onset of thyroid  dysfunction, occurring at a 
 median of 8 weeks following the start of  treatment.30

The natural course of thyroid dysfunction in these patients 
can be rapidly destructive, with an initial asymptomatic thy-
rotoxicosis followed by likely permanent hypothyroidism.30 
The potentially asymptomatic nature of the associated thyroid 
dysfunction highlights the importance of monitoring through 
routine laboratory surveillance.30 However, it is important to be 
aware that a low TSH may be a manifestation of hypophysitis, 
rather than thyroid gland dysfunction.

The growing use of immunomodulatory therapeutics 
is  influencing thyroid disease epidemiology, resulting in 
an  expanding patient group with immune-related thyroid 
 dysfunction that is likely to continue to grow with increasing 
use of these novel therapeutics.

TRANSLATIONAL RESEARCH
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New Approaches to Therapy of Graves Disease
• Novel immunotherapeutic agents for Graves orbitopathy.
• Novel therapies targeting B-cell activity, including blocking of CD40-

CD40L interactions, B cell–activating factor (BAFF) and immunoglobu-
lin recycling.

• Thyroid-stimulating hormone receptor (TSH-R) therapies including
TSH-R–blocking antibodies, TSH-R–specific peptide immunotherapy,
and small-molecule TSH-R antagonists for the management of Graves 
hyperthyroidism.

ON THE HORIZON

The major challenge of the next 5 to 10 years is to take novel 
immunotherapeutic agents, including “biologics” that have been 
developed for rheumatic disorders into the clinical arena for au-
toimmune thyroid diseases. The primary target of these  efforts 
should be GO, which remains a disfiguring condition, often with 
substantial functional impairment of vision and associated low 
quality of life. Phase III studies using TCZ and teprotumumab 
have demonstrated positive findings, leading to US Food and 
Drug Administration (FDA) approval for teprotumumab in 
the treatment of GO. Early diagnosis of GO and  development 
of markers that predict progressive or severe disease will also 
be helpful in identifying patients for early intervention. Novel 
therapies for the treatment of Graves hyperthyroidism includ-
ing those that target various aspects of B-cell activity and the 
TSH-R–specific immunotherapeutics remain under investiga-
tion. These agents might have a role in patients who are unlikely 
to gain medical remission from thionamide antithyroid drugs or 
in those for whom rapid control of hyperthyroidism is desirable.
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Diabetes mellitus is not a single disease but a metabolic syndrome 
in which different mechanisms lead to deficiency of insulin and/
or impaired insulin action and persistent hyperglycemia. The 
American Diabetes Association classified diabetes into four cat-
egories based on etiology rather than age of onset (juvenile-onset 
versus adult-onset) or requirement for insulin therapy (insulin-
dependent versus noninsulin-dependent).1 The vast majority 
of cases of diabetes—approximately 10% and 90%—are clas-
sified as type 1 and type 2 diabetes, respectively. This chapter 
focuses on type 1 diabetes, which results from an absolute de-
ficiency of insulin secondary to the loss of pancreatic β cells. 
Type 1 diabetes is classified as 1 A (immune-mediated) or 
1B (idiopathic), primarily depending on the presence or ab-
sence, respectively, of pancreatic islet autoantibodies. How-
ever, as discussed below, type 1 A diabetes (T1DA) and type 
1B diabetes (T1DB) also differ in their natural history and 
clinical features.

Diabetes is diagnosed on the basis of the following cri-
teria1: symptoms in association with a casual plasma glu-
cose ≥200 mg/dL (11.1 mmol/L) OR a fasting plasma glucose 
≥126 mg/dL (7.0 mmol/L) OR 2-hour plasma glucose ≥200 mg/
dL (11.1 mmol/L) in an oral glucose tolerance test (OGTT; 75 g 
glucose in water). Without symptoms, the diagnosis of diabetes 
must rest on confirmation of a raised plasma glucose concen-
tration. A further diagnostic criterion introduced by the World 
Health Organization (WHO) in 2011, in particular for the di-
agnosis of type 2 diabetes, is a confirmed blood glycated he-
moglobin (HbA1c) ≥48 mmol/mol (6.5%). Because HbA1c is an 
integrated measure of glycemia over many weeks, it is not suit-
able for diagnosing children or in the following circumstances: 
suspected type 1 diabetes; symptoms of diabetes for <2 months; 
acute illness; medication that may increase blood glucose (e.g., 
steroids, anti-psychotic drugs); pregnancy. The criteria for di-
agnosing gestational diabetes (in pregnancy) are stricter: fast-
ing plasma glucose ≥101 mg/dL (5.6 mmol/L) or 2-hour plasma 
glucose in an OGTT ≥140 mg/dL (7.8 mmol/L).

The classic symptoms and signs of T1DA, secondary to high 
concentrations of blood glucose, are polyuria, polydipsia and 
unexplained weight loss; others include fatigue, increased hun-
ger, impaired visual acuity due to changes in the refractive in-
dex of the vitreous humor, tingling or numbness in the hands or 
feet resulting from sensory nerve changes, and vaginal irritation 
caused by Candida infection. If diabetes is undiagnosed or un-
treated, failure to metabolize glucose may lead to the breakdown 
of fat, resulting in ketonemia and ketoacidosis, with nausea and 
hyperventilation preceding life-threatening ketoacidotic coma. 
In children who present with the classic symptoms, T1D can 
be diagnosed clinically. However, in Caucasians the diagnosis 

can be confirmed, and in older individuals and in less clear-cut 
cases clearly established, by detecting circulating autoantibodies 
to islet antigens. Autoantibodies to insulin (IAA), glutamic acid 
decarboxylase 65,000 mol. wt. isoform (GADA), insulinoma-
like antigen-2 (IA-2A) and zinc transporter-8 (ZTA) are mark-
ers of β-cell autoimmunity that usually appear many months to 
years before symptoms and therefore denote high risk for clini-
cal disease.2–5 Islet autoantibodies are detected in the majority 
of Caucasian children with T1DA (compared with ≤1% of the 
background population), but in only ≈50% of Hispanic and Af-
rican American children with diabetes, an increasing number 
of whom have T2D and, in some cases, T1DB. Negative results 
for islet autoantibodies in children with diabetes should also 
flag the possibility of relatively rare genetic disorders of β cells, 
viz. monogenic maturity-onset diabetes of the young (MODY) 
and sulfonylurea receptor syndromes. That the presence of au-
toantibodies to two or more islet antigen specificities is so pre-
dictive of clinical T1DA has led to a paradigm shift in defining 
T1DA primarily as an autoimmune β-cell disorder (“ABCD”)6 
and to its staging: autoantibodies to two or more islet antigen 
specificities define Stage 1; loss of β-cell mass/function leading 
to abnormal plasma glucose concentrations defines Stage 2; and 
symptomatic clinical disease defines Stage 3.7

The hallmark of T1DA is progression to absolute insulin defi-
ciency within several years after clinical diagnosis. The connect-
ing peptide in proinsulin (C-peptide), secreted in equimolar 
amounts to insulin, is used as a surrogate for insulin to evaluate 
residual β-cell function, because measurement of plasma insu-
lin may be inaccurate in the face of treatment with exogenous 
insulin or the presence of IAA or insulin antibodies induced 
by exogenous insulin. The area under the curve of plasma C-
peptide after a mixed meal tolerance test (MMTT) is the gold 
standard for assessing β-cell function and has been used as the 
primary outcome in clinical trials of immune therapy in recent-
onset Stage 3 type 1 diabetes. However, the MMT requires re-
peated venous blood sampling for up to four hours and is not 
convenient in routine clinical settings, in which β-cell function 
is of increasing interest with the introduction of immune thera-
pies for T1DA. To facilitate assessment of β-cell function, an al-
gorithm incorporating clinical variables and biochemical mea-
sures at a single time-point has been shown to be an accurate 
substitute for the full MMTT, including for the identification of 
treatment effects in Stage 3 T1DA.8

Although children with T1DA have lost most of their β-cell 
function at diagnosis, the measurement of plasma C-peptide is 
not a reliable way of distinguishing T1D, especially at diagnosis. 
Hyperglycemia impairs β-cell function and—when corrected 
by rehydration and insulin replacement—can be followed by a 
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“honeymoon phase” of partial recovery of β-cell function and a 
decreased requirement for exogenous insulin that may last many 
months. Several years after diagnosis, most young children dis-
play little residual β-cell function; however, in older children 
and adults, residual C-peptide secretion has been observed for 
many years and may be associated with better glycemic control.

Classically, T1DA was considered a disease of “juvenile onset” 
in normal-weight individuals, in contrast to type 2 diabetes in 
middle-aged, overweight individuals. However, this view requires 
reappraisal.9 First, up to 10% of adults who present with diabetes 
diagnosed initially as T2D have evidence of low-grade islet auto-
immunity manifest by the presence of GADA, and occasionally 
IA-2A or ZTA. As they appear to have a slowly progressive form 
of autoimmune β-cell destruction, termed latent autoimmune 
diabetes in adults (LADA), their number doubles the prevalence 
of T1DA. Second, the “obesity epidemic” has impacted on T1D 
and T2D stereotypes. “Hybrid” types with β-cell autoimmunity 
and insulin resistance (“double diabetes”) are becoming increas-
ingly common, characterized by weaker immune (lower avidity 
autoantibodies, predominantly GADA) and lower risk genetic 
(human leukocyte antigen [HLA] alleles) markers. Obesity is as-
sociated with low-grade immune inflammation and insulin resis-
tance that may promote and uncover latent β-cell autoimmunity 
in individuals with lower-risk genes for T1DA.

T1DB excludes known specific causes of β-cell dysfunction, 
such as monogenic diabetes. It encompasses forms of ketosis-
prone diabetes initially described in West Africans and African 
Americans10 and subsequently in other ethnic groups, but rarely 
seen in Caucasians. Obesity and relatively well-preserved resid-
ual β-cell function were features of the African cases. T1DB also 
includes “fulminant diabetes” initially described in Japan, where 
it may account for 15% to 20% of new-onset T1D.11,12 Fulminant 
diabetes is associated with widespread mononuclear cell infil-
tration of both the exocrine and endocrine pancreas and ele-
vated concentrations of serum pancreatic amylase, elastase, and 
lipase in individuals with HLA susceptibility genes for T1D.12 
Case reports have associated it with acute viral infection and 
drug hypersensitivity reactions, but its etiology remains unclear. 
In Caucasians, T1D in which islet autoantibodies are undetect-
able has been called T1DB, but this may reflect assay insensi-
tivity or the waxing and waning of autoantibodies over time. 
A classification of diabetes that hinges on the presence or ab-
sence of islet autoantibodies is not ideal. β Cell–specific T cells, 
not islet autoantibodies, are the effectors of β-cell damage, and 
autoantibodies and autoreactive T cells to islet antigens can be 
reciprocally related.13 In addition, the more recent discovery of 
autoantibodies to ZT8 suggests the possibility that other target 
islet antigens remain to be discovered and might be markers of 
particular subtypes of T1D. For example, in fulminant diabetes, 
the clinical picture suggests that if autoimmunity is involved it 
also includes the exocrine pancreas. Furthermore, in contrast to 
T1DA, in which there is an extended preclinical history of islet 
autoimmunity, autoantibodies may not be present at the time 
when fulminant diabetes presents acutely.

CLINICAL PEARLS
• In Caucasian children, the diagnosis of T1D can be made on the basis

of classic clinical features.
• Islet autoantibodies are present in more than 90% of Caucasian chil-

dren presenting with diabetes but in only about 50% of Hispanic or
African American children, some of whom have T2D.

• The presence of islet autoantibodies confirms the diagnosis of type
1 A diabetes (T1DA).

• Islet autoantibodies are detected in the first 3 years of life in the ma-
jority of Caucasian children who go on to develop T1DA.

• The risk for T1DA increases with the number and titer of islet autoan-
tibodies.

• The T1D stereotype of the thin juvenile is beginning to overlap with
the T2D stereotype of the obese, insulin-resistant adult.

• T1DB has been characterized by an absence of islet autoantibodies
and often a more fulminant natural history, but T1DA and T1DB have
overlapping pathologic features and diagnostic separation based on
islet autoantibodies is not ideal.

EPIDEMIOLOGY AND NATURAL HISTORY 
OF T1DA
The incidence of T1DA varies widely across the world, being 
highest among Caucasians of Northwestern Europe and coun-
tries to which they have emigrated (Fig. 71.1). This, in part, 
reflects the population distribution of HLA risk genes, which 
account for up to half of the lifetime risk for T1DA. However, 
the incidence of T1DA is rising in many countries on a back-
ground of lower-risk HLA alleles. In Western societies, the inci-
dence in childhood has more than doubled since the 1980s and 
has been rising at ≈3% annually, particularly among younger 
children.14 The same trend is also occurring in other countries, 
such as Kuwait and Saudi Arabia and some regions of India and 
China, where Western lifestyles have been adopted but where 
the prevalence of high-risk HLA haplotypes for T1DA is much 
lower. As in T2D, environmental factors may increase the pen-
etrance of risk genes for T1DA. In the case of HLA genes in 
Caucasians, the increasing incidence of T1DA is accounted for 
by children with intermediate-risk (DR 4,4 or DR 3,3) or low-
risk (DR 4,X or DR 3,X) phenotypes, not the highest-risk HLA 
phenotypes (DR 3,4; DQ 2,8).15 These lower-risk phenotypes are 
also seen in non-Caucasians and adults with T1DA. The greatest 
number of children with diabetes will soon be found in the most 
populous regions of the world, India and China.

T1DA affects both sexes equally in childhood, with a slight 
excess of males in early adult life. Of newly diagnosed cases, no 
more than 10% to 15% have a family history of T1DA. How-
ever, studies of affected families have yielded major insights 
into the genetics and natural history of T1DA. In T1DA rela-
tives, the rate of progression to clinical diabetes is positively 
associated with the number and titer of islet autoantibodies,2,3,5 
the number of HLA class 2 risk alleles (DR3, DR4) and spe-
cific HLA class I alleles (A24),16 and the degree of insulin re-
sistance17 and is negatively correlated with age. The specificity 
of islet autoantibodies is also important. IAAs are more often 
the first sign of islet autoimmunity in children who are fol-
lowed from birth and, of all the autoantibodies, has the high-
est predictive value.2–5 In Europe, North America, and Aus-
tralia, birth cohort studies of children with a T1DA relative 
have shown that the development of diabetes by the age of 18 
years is almost always associated with the appearance of islet 
autoantibodies in the first few years of life.5 Of children with 
≥2 islet autoantibodies before the age of 3 years, 57% (95% 
confidence interval [CI] 51.7% to 62.3%) and 74.8% (95% CI 
69.7% to 79.9%) progressed to diabetes by 6 and 10 years of 
age, respectively. With a single islet autoantibody, 14.5% pro-
gressed to diabetes by 10 years of age. 5
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FIG. 71.1 Global Incidence of type 1 A diabetes (T1DA) in 100,000 children ages 0 to 14 years per 
year. (From IDF Diabetes Atlas, 7th ed. Brussels, Belgium: International Diabetes Federation; 2015.)

Type 1A diabetes lifetime risk

General population

First-degree relative
(FDR)

Mother Father

10%–20%

5% 8%3%

5% 4% 0.25%

0.01%

FDR and HLA high risk genes 95% of caucasians cases have at least one
high risk HLA allele

Sibling

HLA high risk genes No HLA risk genes

Protective HLA allele

FIG. 71.2 Lifetime risk of type 1 A diabetes. HLA, Human leukocyte antigen.

Men with early-onset T1DA are more likely to transmit 
diabetes to their offspring compared with women (Fig. 71.2), 
but it is not clear whether this results from genomic imprint-
ing of a gene expressed only from a paternally inherited allele, 
protection from the mother including via her microbiome, or 
other possible reasons. Risk for T1DA is also greater in later-
born offspring. The peak age of incidence in children is at the 
cusp of puberty, a time when the body’s requirement for insulin 
increases along with an increase in insulin resistance. Like the 
seasonal autumn–winter peak in diagnosis attributed to viral 

infections, this is likely to be “the straw that breaks the camel’s 
back” on a background of longer-standing autoimmune β-cell 
disorder.

PATHOGENESIS: NATURE AND NURTURE
In the contemporary model for the staged natural history of 
T1DA (Fig. 71.3), the pattern and rate of β-cell loss is depicted 
as linear, but it is more likely to be episodic—reflecting direct 
(e.g., virus, chemical toxin) or indirect (e.g., diet, pollutants, 
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GENES
The concordance for T1D in monozygotic twins, who are al-
most genetically identical, approaches 50%. This indicates that 
both genetic and environmental–epigenetic mechanisms con-
tribute to disease. Large case/control studies and genome-wide 
association studies (GWAS) have identified over 40 chromo-
somal loci associated with risk for T1DA (Fig. 71.5).20 Many are 
weak associations defined by single-nucleotide polymorphisms 
(SNPs) and the genes with which the SNPs are in linkage and/
or their functional contribution to pathogenesis are not yet 
known. Different combinations of genes/susceptibility loci in 
different environmental contexts most likely lead by different 
routes to the final outcome of β-cell destruction, consistent with 
phenotypic–clinical heterogeneity in T1D. Nevertheless, what is 

microbiome) interactions between the environment and β 
cells. Furthermore, there is evidence that immune activation 
and β-cell destruction may be accelerated in the late preclini-
cal stage. The appearance of predictive islet autoantibodies in 
the first years of life5 means that the stage for developing T1DA 
is set very early, even before birth, on a background of genetic 
susceptibility. These early years provide clues to environment–
gene interactions that lead to immune dysfunction and dis-
ease, now being sought in pregnancy-birth cohort studies.18

It is generally accepted that β-cell destruction in T1DA is me-
diated by autoreactive T cells, the ultimate effectors being CD8 
cytotoxic T cells (Fig. 71.4). The evidence for this is unequivocal 
in the inbred nonobese diabetic (NOD) mouse model of T1DA, 
which shares several key features with T1DA in outbred humans 
(Table 71.1) despite 65 million years of evolutionary distance. 
The molecular mechanisms of β-cell death, gleaned mostly from 
the NOD mouse, encompass a combination of both apoptosis 
induced by activation of extrinsic (e.g., tumor necrosis factor 
[TNF] receptor or Fas ligation) or intrinsic (e.g., endoplasmic 
reticulum [ER] stress) pathways and necroptosis induced by cy-
totoxic CD8 T-cell granule components (granzymes and perfo-
rin), reactive oxygen species (ROS), or ischemia. However, these 
findings cannot be simply extrapolated to humans in whom ac-
cess to the pancreas is limited. Studies of pancreas biopsies and 
organ-donor pancreas—more recently from the Network for 
Pancreatic Organ Donors with Diabetes (nPOD; www.jdrfn-
pod.org)—have not revealed the florid immune cell infiltration 
of islets (insulitis) seen in NOD mice but rather patchy insulitis 
predominantly from CD8 T cells and macrophages. Confirm-
ing earlier findings,19 HLA class I is hyperexpressed by islets 
together with immunoreactive interferon-α (IFN-α), even in 
atrophic islets lacking insulin, which is evidence for the pres-
ence of viral nucleic acid. A key question is: why are β cells spe-
cifically targeted? The answer may lie in insulin itself. Central 
to the concept of autoimmune disease is the notion that the pa-
thology is driven by loss of immune tolerance to self-antigens.  
In the case of T1DA, considerable evidence, direct in the NOD 
mouse, identifies (pro)insulin as a key disease-initiating self-
antigen (Table 71.2).

Stage 1 Stage 2
Months - Years

Stage 3Birth

Primary prevention Secondary prevention Tertiary prevention

Stages in the natural history of type 1 diabetes
ENVIRONMENTAL TRIGGERS-ACCELERATORS

GENETIC
PREDISPOSITION

IMMUNE CELLS
INVADE ISLETS

BETA-CELL INJURY PRE-
DIABETES
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ta-
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ll f

un
cti

on
AUTOANTIBODIES TO ISLET ANTIGENS

(INSULIN, GAD65, IA2, ZnT8)

LOSS OF FIRST PHASE
INSULIN RESPONSE (iv glucose)

LOSS OF GLUCOSE
TOLERANCE (oral glucose)

FIG. 71.3 Natural history of type 1 A diabetes.

TABLE 71.1 The Nonobese Diabetic Mouse 
as a Model of Human Type 1 A Diabetes

Feature NOD Mouse Human

Preclinical stage Yes Yes
Gender F > M M > F after puberty
Genetic susceptibility

MHC class II 57 non-Asp Yes (I-Ag7) Yes (HLA-DQ8)
 Polygenic non-MHC Yes Yes
Environmental influence on 

gene penetrance
Yes Yes

Disease transmission via bone 
marrow

Yes Yes

Mononuclear cell infiltration of 
islets (insulitis)

Marked Moderate

Other organs Yes Sometimes
Impaired immune regulation Yes Yes
Autoantigens:

(Pro)insulin Yes Yes
Glutamic acid decarbox-
ylase

Yes Yes

Clinical response to autoanti-
gen-specific therapy

Yes Not yet shown

NOD, Nonobese diabetic.

http://www.jdrfnpod.org
http://www.jdrfnpod.org
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FIG. 71.4 Immune mechanisms of β-cell destruction in type 1 A diabetes.

TABLE 71.2 Evidence for the Key Role of 
Proinsulin as Primary Autoantigen in Type 1 A 
Diabetes
• β Cell–specific (except for thymus)
• Second strongest genetic locus in humans (IDDM2)=VNTR 5’ of INS

allelism correlates with proinsulin transcription in the thymus
• Early target of autoimmunity in humans and nonobese diabetic

(NOD) mice
• Main target of T cells isolated from islets of NOD mice and humans

with T1DA
Genetic manipulation in the NOD mouse:
• Transgenic expression of proinsulin (but not glutamic acid decarboxyl-

ase) in antigen-presenting cells (APCs) prevents insulitis/diabetes
• Transfer of hematopoietic stem cells (HSCs) or myeloid progenitors

encoding proinsulin in APC progeny prevents diabetes
• Knockout of proinsulin II (expressed in thymus) accelerates diabetes
• Induction of mucosal tolerance to (pro)insulin prevents diabetes

clear across populations globally is the dominance of the HLA 
locus (IDDM1) as the single most important genetic contribu-
tor to T1D risk (see Table 71.1), accounting for about half the 
lifetime risk. The highest risk HLA haplotypes in Europeans are 
DR3 (DRB1*03:01-DQA1*05:01-DQB1*02:01) and DR4 (usu-
ally DRB1*04:01 or *04:04 with DQA1*03:01-DQB1*03:02). 
On the other hand, the HLA DQ6 haplotype DQA1*01:02-
DQB1*06:02, in linkage with DR15 (DRB1*15:01), is domi-
nantly protective for T1DA. After the HLA loci, the next most 
important contribution is from the insulin gene (INS) locus 

(IDDM2), which maps to a variable number of tandem repeats 
(VNTR) 5’ of the coding sequence. Apart from the HLA loci, 
IDDM2 is still the only locus for which genome-wide associa-
tion is reflected by linkage, which might be explained by disease 
heterogeneity. Long (class III) and short (class I) VNTR alleles 
are associated, respectively, with higher and lower transcription 
of proinsulin messenger RNA (mRNA) in medullary thymic 
epithelial cells (mTECs) under the control of the autoimmune 
regulator gene (AIRE)21 and with lower and higher T1DA risk.22 
We infer, therefore, that IDDM2 controls the extent of deletion 
of proinsulin-specific T cells during their intrathymic develop-
ment, which would predict that the long VNTR should be as-
sociated with fewer proinsulin-specific T cells in the periphery; 
the evidence for this is equivocal, perhaps because of the chal-
lenge of measuring islet antigen-specific T cells in human blood. 
The INS polymorphism is unique to humans. Mice, instead, 
have two insulin genes: INSI is expressed in the β cell and INSII 
in the thymus, and the latter is decreased in the NOD mouse. In 
summary, IDDM2 provides a genetic mechanism for autoim-
mune targeting of proinsulin and the β cell.

Most of the other candidate genes (see Fig. 71.5) are involved 
in immune function and are associated with other autoimmune 
diseases. For example, a nonsynonymous gain-of-function poly-
morphism in PTPN22 (lymphoid tyrosine phosphatase) en-
hances T-cell suppression, which may impair negative selection 
of autoreactive T cells in the thymus. Polymorphisms around 
IL2RA (interleukin-2 [IL-2] receptor α chain; CD25) and IL2 it-
self are associated with impaired IL-2 signaling, which impairs 
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the generation and maintenance of regulatory T cells (Tregs) in 
both humans and NOD mice. Polymorphisms involving the VDR 
(vitamin D receptor) and CYP27B1 (25-hydroxyvitamin vitamin 
D3 1-α-hydroxylase) and IFIH1 (IFN-induced with helicase C 
domain 1, which enhances the type I IFN response to virus infec-
tion) are clues to gene–environment interactions in T1DA.

β CELLS
Why are β cells selectively destroyed by immune inflamma-
tion that involves the whole islet that also contains glucagon-
secreting α cells and other endocrine cells? In the case of T1DB, 
the whole pancreas appears to be targeted. First, cytotoxic 
CD8 T cells recognize autoepitope peptides (e.g., from insulin) 
presented by hyperexpressed HLA class I proteins on β cells. 
Second, because of their unique metabolic wiring, β cells may 
contribute to their own death at the hands of the immune sys-
tem; evidence for “assisted suicide” is compelling.23 Studies of 
rodent islets indicate that β cells lack efficient antioxidant and 
free radical scavenging mechanisms and are especially sensitive 
to mitochondrial oxidative and ER stress in response to cyto-
kines and granzymes, but whether this applies equally to human 
islets is unresolved. Finally, other than insulin, many candidate 
T1D genes identified in GWAS are transcribed in β cells and en-
code proteins that interact with the immune system. Moreover, 
in response to inflammation, human islets generate hundreds of 
RNA splice variants for proteins, which, if translated as neoanti-
gens, might not be subject to immune tolerance.

Although it is still unclear whether human β cells are  
more sensitive than other autoimmune target cells to immune 

effectors, what is clear is that having undergone apoptotic or  
necrotic death, β cells are not restorable in the face of autoim-
mune memory.
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• Association with other autoimmune diseases, including autoimmune
polyendocrinopathy syndromes (e.g., APS-1 due to mutations in
AIRE)

• Presence of autoantibodies and T cells reactive with islet-cell antigens
• Strong association with specific human leukocyte antigen alleles and

haplotypes and immune-response genes
• Transfer of disease by bone marrow or development of disease in the 

healthy pancreas transplanted from an identical twin without diabetes 
to the twin with T1DA

• Neonatal onset associated with loss of natural Tregs due to mutations 
in FOXP3 (immune dysfunction/polyendocrinopathy/enteropathy/X-
linked syndrome)

KEY CONCEPTS
Evidence that Type 1 A Diabetes Is an Autoimmune 
Disease

ENVIRONMENT—OUTSIDE AND INSIDE
The environment in its protean manifestations may impact 
β-cell function in multiple ways (e.g., by activating innate im-
munity to, in turn, drive adaptive immunity to β cells in people 
at genetic risk for T1DA) by specifically activating innate im-
mune cells (macrophages) in the islets to release inflamma-
tory cytokines (IL-1β, TNF). This elicits oxidative ER stress or 
induces posttranslational modifications in β-cell proteins that 
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render them immunogenic, and promotes obesity and insulin 
resistance, thereby increasing the workload of the β cell.

The environment in Western societies has changed dra-
matically in many ways during the last century (Fig. 71.6), 
and some of these changes have been associated epidemio-
logically or in animal studies with development of T1DA.9 An 
index of the contemporary “exposome” is the ongoing rise in 
the prevalence of obesity. When children at increased genetic 
risk for T1DA (with a T1DA first-degree relative) were moni-
tored from birth, weight gain in the first 2 to 3 years of life 
was shown to be a risk factor for islet autoimmunity.24 When 
such at-risk children developed islet autoantibodies and were 
then followed up over time, those with insulin resistance pro-
gressed most rapidly to clinical diabetes.17 Whether insulin 
resistance is a risk factor for the development of islet autoim-
munity is an open question that should be answered by on-
going pregnancy–birth cohort studies.18 If insulin resistance 
synergizes with impaired insulin secretion to promote T1DA, 
then lifestyle factors must be considered in the efforts to fore-
stall or prevent T1DA.

Excessive energy consumption leading to obesity is part of a 
complex interplay of related factors that promote low-grade in-
flammation and insulin resistance. These include a poor-quality 
diet and lack of physical exercise, sunlight (vitamin D), and sleep. 
The highly processed fast-food “Western” diet lacks diversity of 
components, plant-derived prebiotics, and complex carbohy-
drates (starches and fiber), is high in saturated fats and in sucrose 
and fructose sugars, and contains added artificial preservatives, 
emulsifiers, and sweeteners. All of these alter the composi-
tion of the gut microbiome and reduce its diversity, which is 
a feature found in children at risk for T1DA.25 Diets contain-
ing a diverse range of plant products (cereals, fresh fruits, and 
vegetables) provide complex carbohydrates for fermentation 
by colonic bacteria to short-chain fatty acids (SCFAs), which 

are anti-inflammatory.26 The influence of the environment on 
T1DA is evidenced by comparing highly developed Finland and 
geographically adjacent and ethnically similar but less modern-
ized Russian Karelia. Finland has the highest incidence of T1DA 
in the world, currently around 60 cases/100,000 population ≤14 
years of age, six-fold higher than Karelia. This difference could 
reflect a relatively lower rate of childhood infections (in Fin-
land), in keeping with the “hygiene hypothesis.”27 It has also 
been associated with differences in gut microbiome composi-
tion25 (see below).

Virus infection has long been considered a trigger of T1DA, 
consistent with increased expression of HLA class I and IFN-α 
observed in islets of humans with T1DA.19 Enteroviruses are 
the leading candidates,28 based mainly on the temporal asso-
ciation with the onset of clinical T1DA, but the significance of 
this has to be weighed against the long pre-symptomatic pro-
drome of T1DA. Viral mechanisms in T1DA could be direct 
or indirect (e.g., infection of β cells, infection of the exocrine 
pancreas with bystander death of β cells, mimicry between 
T-cell epitopes in a viral protein and β-cell autoantigens, or 
activation of endogenous retroviruses in β cells by environ-
mental agents). If an exogenous virus were clearly identified, 
then protective vaccination early in life would be the logical 
approach to primary prevention. However, even if a particular 
enterovirus strain were shown directly to be diabetogenic, vac-
cination may be a challenge because of the many thousands of 
strain variants, the only one for which a vaccine exists being 
poliovirus. There is no scientific evidence that any form of vac-
cination triggers T1DA.

Rotavirus is the most common cause of gastroenteritis in 
young children. The discovery of strong sequence similarities 
between T-cell epitopes in the VP7 protein of rotavirus and the 
IA2 and GAD islet antigens in autoantibody-positive children 
led to speculation that molecular mimicry with rotavirus might 
contribute to islet autoimmunity (reviewed in Harrison, et al.29). 
Subsequently, in the Australian BabyDiab Study, rotavirus infec-
tion was associated over time with the first appearance of, or an 
increase in, islet autoantibodies in children before they devel-
oped diabetes.29 Moreover, rotavirus has been shown to infect β 
cells in islets from mice, pigs, and monkeys and causes transient 
involution of the pancreas and hyperglycemia in a Toll-like re-
ceptor 3 (TLR3)–dependent manner in mice.29 Cross-reactive 
immunity between ubiquitous rotaviruses and islet autoanti-
gens may not be directly diabetogenic but could complement 
and sustain the immune response to direct infection of β cells. 
Evidence for rotavirus was strengthened by the finding that the 
incidence of T1DA in young children had decreased following 
the introduction of routine rotavirus vaccination in Australia in 
2007.29 This was confirmed in a larger study in the USA,30 but 
requires further validation in other locations.

The microbiome—the trillions of microorganisms (bacteria, 
fungi, archaea, protozoa, and viruses; Chapter 22) and their mil-
lions of genes and proteins that reside within the human muco-
sae, skin, and secretions—has gained increasing attention as a 
bellwether of health and disease (“dysbiosis”). Most microbiome 
analyses are based on DNA extraction and polymerase chain 
reaction (PCR) amplification of regions of the 16 S ribosomal 
RNA (rRNA) gene that are conserved among bacteria. Although 
other internal regions of the 16 S gene are variable and enable 
taxonomic classification from the phylum to genus level, 16 S 
sequencing does not have the sensitivity to distinguish individ-
ual species and their strains. Direct metagenomic sequencing 

The Environment
has Changed

Excess calories  *
Different, less diverse food
Less physical activity  *
Less sunlight-vitamin D  *
More ‘hygiene’  *
Fewer infections
More C-sections  *
Less breast milk  *
More antibiotics  *
Less thermoregulation
Less sleep
More pollution

Modifiers: culture,
education, wealth, access 
to technology, family size,
maternal age...

FIG. 71.6 Changes in the modern environment. Those shown 
to be associated with an increased risk for type 1 A diabetes in 
humans or nonobese diabetic mice are indicated (*).
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of all species, as well as analysis of their transcriptomes, epig-
enomes, and functions, will be required to fully comprehend the 
role of the microbiome in T1DA and other chronic immune–in-
flammatory diseases. The marked difference in the incidence of 
T1DA between Finland and neighboring Karelia was associated 
in Finnish children with a decrease in gut bacterial diversity, 
dominance of the phylum Bacteroidetes, and relative deficiency 
of butyrate-producing bacteria.25 These changes were seen after 
the appearance of autoantibodies, suggesting that they followed, 
rather than preceded, the disease process. However, in a further 
small study in Finnish children, metagenomic sequencing iden-
tified an increase in the abundance of Bacteroides dorei, which 
peaked around 7 to 8 months of age with the introduction of 
solids and preceded the appearance of islet autoantibodies. Gut 
Bacteroides species are abundant in Finnish children, including 
B. dorei that produces a lipopolysaccharide (LPS) endotoxin, 
which inhibits the immunostimulatory activity of Escherichia 
coli LPS and protects against diabetes in NOD mice. These find-
ings suggest that an approach to lowering the environmental 
contribution to T1DA may be through intervention with prebi-
otics, probiotics, or other means that favorably alter the compo-
sition of the gut microbiome.

The incidence of spontaneous autoimmune diabetes in in-
bred NOD mice is decreased by many immune and other (en-
vironmental) interventions early in the disease course, although 
most are only effective in a proportion of mice and delay disease 
onset. Nevertheless, the findings in the NOD mouse suggest 
that T1DA may be preventable in outbred humans, especially 
with intervention before the onset of islet autoimmunity or 
very soon thereafter. Prevention of T1DA can be classified as 
primary (before onset of islet autoimmunity), secondary (after 
onset of islet autoimmunity), and tertiary (after onset of clinical 
disease) (see Fig. 71.3). Neonatal screening based on HLA ge-
notyping to identify genetically at-risk individuals is a basis for 
primary prevention; but even in countries with a high incidence 
of T1DA, this still would have only modest predictive value and 
would need to be at least practical and safe, if not efficacious, 
to justify an intervention. Immune modifying agents that are 
effective when used at a relatively earlier stage in other autoim-
mune diseases are less likely to be effective in Stage 3 T1DA, 
after clinical onset, when most β cells have been destroyed. In-
deed, most clinical trials of tertiary prevention, with more than 
70 different agents since the early 1980s, have failed to dem-
onstrate a sustained effect to preserve residual β-cell function, 
with several notable recent exceptions (Table 71.3).31,32 Even so, 
the decline in C-peptide secretion was not slowed indefinitely 
in individuals with stage 3 disease. However, the more recent 
finding that the onset of clinical disease in individuals with 
stage 2 disease treated with the anti-CD3 monoclonal antibody, 
teplizumab, was delayed by 2 years (48.4 months compared to 
24.4 months in placebo controls) indicates that immunothera-
peutic intervention is likely to succeed if administered early in 
pre-clinical T1DA.32 Accepting the paradigm shift that T1DA 
is primarily an autoimmune β-cell disorder could profoundly 
change the approach to its prevention. A further benefit of di-
agnosing T1DA early in the asymptomatic stage, based on evi-
dence of underlying pathology, is that it markedly reduces the 
risk of life-threatening ketoacidosis associated with the classic 
symptomatic presentation.

Based on the key role of proinsulin in driving β-cell autoim-
munity, the NOD mouse has provided “proof-of-concept” for 
antigen-specific vaccination strategies.33 In health, immune 
responses to autoantigens are regulated to prevent development 
of autoimmune diseases. Autoantigen-specific immunotherapy 
aims to boost or restore autoantigen-specific immunoregulatory 
mechanisms. Allergen-specific immunotherapy has been shown 
in randomized trials to be effective in ameliorating allergic asthma 
and rhinitis. Such “negative vaccination” can be achieved in sev-
eral ways: by administering antigen via a “tolerogenic” route (mu-
cosal, dermal), cell type (resting dendritic cell), mode (with block-
ade of costimulation molecules), or form (as an “altered peptide 

TABLE 71.3 Agents Shown in Randomized 
Trials to Preserve β-Cell Function in Stage 3 
T1DA*
Anti-CD3 monoclonal antibody (OKT3)—teplizumab or otelixizumab
Anti-CD20 monoclonal antibody—rituximab
CTLA-4 Ig—abatacept
Anti-thymocyte globulin
Anti-CD2 monoclonal antibody—alefacept

*Following demonstration of its effect to preserve C-peptide secretion in individuals 
with stage 3 T1D, teplizumab was shown to delay the onset of clinical disease by a 
median of 2 years in individuals with stage 2 disease.

• Incidence is increasing due to the impact of a changing environment.
• Environment factors enable increasing penetrance of lower-risk

human leukocyte antigen alleles.
• Environmental factors are multifactorial but generally “pro-inflammato-

ry” and impact via microbiome dysbiosis and epigenetic modifica-
tions on gene expression to cause immune dysregulation in early life. 

KEY CONCEPTS

Type 1 A Diabetes: Epidemiology, Environment, and 
Genes

TREATMENT AND PREVENTION
Treatment of the metabolic syndrome of T1D is focused on 
optimizing blood glucose control with various modes of insu-
lin delivery to prevent the short- and long-term complications 
of hyperglycemia. Over the past 40 years, the quality of life and 
prognosis of individuals with T1DA have greatly improved due 
to the introduction of pure, recombinant forms of human insu-
lin injected by syringe or continuously via pump, blood glucose 
self-monitoring, and better blood pressure control. However, in-
dividuals with T1DA have not been rescued from a life sentence, 
and their blood glucose control remains less than physiological. 
The “cure” of T1DA requires transplantation of insulin-secreting 
cells or their progenitors or the regeneration of β cells in situ, in 
conjunction with approaches to prevent allograft rejection and/
or recurrence of autoimmunity. The cure for T1DA also requires 
prevention. Currently, in some economically developed societies, 
allografts of whole pancreas or isolated islets are offered on a lim-
ited scale and at considerable cost to individuals with T1DA who 
suffer life-threatening and uncontrollable complications such as 
hypoglycemia “unawareness”. However, shortage of donor tissue, 
cost, and the need for life-long immune suppressive agents mili-
tate against this approach. Longer-term, genetically engineered 
pig islet xenografts may overcome the tissue supply barrier. Stem 
cells, in particular autologous induced pluripotent stem cells (iP-
SCs), remain the great hope—but scale-up from proof-of-concept 
in rodents to translation in humans remains a challenge.
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ligand”). Mechanisms of antigen-induced tolerance include dele-
tion and/or anergy of effector T cells and induction of regulatory T 
cells (iTregs). Of clinical importance is the ability of iTregs to exert 
antigen-nonspecific “bystander” suppression. Thus, by direct cell 
contact and/or the release of soluble immunosuppressive factors, 
such as IL-10, iTregs impair the function of antigen-presenting 
DCs to elicit effector T-cell responses to the same or other antigens 
presented locally in the lesion or draining lymph nodes. Bystander 
suppression does not require that the “tolerizing” antigen is neces-
sarily the primary driver of pathology. Its clinical importance is 
that it obviates specificity restrictions imposed by polymorphisms 
in the HLA and human T-cell receptors.

In NOD mice, administration of insulin, proinsulin pep-
tides, or proinsulin DNA via oral or naso-respiratory routes, 
acting locally on the mucosal immune system, induces Tregs 
and decreases the incidence of diabetes. Results of randomized 
trials of insulin or GAD in relatives at risk for T1DA (Clinical-
Trials.gov) have been summarized elsewhere.31–33 In the DPT-1 
oral insulin trial, islet autoantibody-positive relatives with a 
5-year diabetes risk of 25% to 50% received 7.5 mg human in-
sulin or placebo daily for a median of 4.3 years. There was no 
effect overall, but posttrial hypothesis testing revealed a 4-year 
delay in diabetes onset in participants with significant IAA at 
entry. This outcome led to a follow-up international trial by 
TrialNet in islet autoantibody-positive relatives using the same 
dose of 7.5 mg daily, which is not optimal because on a body-
weight basis it is very small compared with the dose required 
to induce protective iTregs in the NOD mouse. Again, there 
was no effect of oral insulin overall, but a significant delay 
in clinical diabetes onset in a sub-group of participants with 
more marked loss of insulin secretory function.

Apart from dose, other variables have not been systematically 
tested in humans, in part because of the expense and duration 
of prevention trials. These variables include route of administra-
tion, form of the antigen, combinations of antigen with antigen-
nonspecific agents, and the nature of induced immune responses. 
Unfortunately, surrogate markers of a potential therapeutic re-
sponse have not been included in most trials. Oral delivery might 
not be optimal because proteins are degraded after ingestion, and 
the concentration or form of peptide reaching the upper small  
intestine is variable and unpredictable. T-cell responses observed 
after naso-respiratory administration of a peptide are not observed 
after oral administration. In a randomized trial of nasal insulin in 
individuals with recent-onset T1D not initially requiring insulin 
treatment, participants in the nasal insulin arm had markedly 
blunted insulin antibody responses after subsequent subcutaneous 
insulin.34 This was the first demonstration, in humans, of immune 
regulation induced by mucosally administered exogenous autoan-
tigen. Although this result is a rationale for further disease end-
point trials, a Finnish study35 found no evidence that nasal insu-
lin (1 unit/kg daily) altered the rate of progression to diabetes in 
islet-autoantibody-positive children <3 years of age. However, 
these children were at very high risk, and many appeared to 
have had borderline β-cell function. As in the oral insulin trial, 
markers of an insulin bioeffect and evidence of immune toler-
ance were not reported. In the Intranasal Insulin Trial II (INIT 
II) in Australia, New Zealand, and Germany (unpublished),
higher doses of nasal insulin (44 or 440 IU) were administered 
weekly for a year to T1DA relatives who had autoantibodies to 
at least two islet antigens (≈40% risk of diabetes over 5 years). 
Nasal insulin was associated with evidence of immune tolerance 
to insulin, but this did not translate into protection from clinical 

T1DA. The promise of antigen-specific therapy, therefore, has 
yet to be realized in humans. If a balance between pathogenic 
and protective T cells is deterministic for disease development, 
then antigen-specific therapy is most likely to be effective as a 
primary preventive strategy. Once disease has been initiated, 
insulin- or other islet-antigen-specific approaches may be ap-
plicable as complementary therapy with immune-modifying 
agents that inactivate or delete the burden of pathogenic  
effector cells.

ON THE HORIZON
• Closed-loop insulin delivery—blood glucose monitoring devices will

become more refined, cheaper, and widely available.
• “Linking the -omes” (exposome–microbiome–metabolome–epigenome)

across time in early life will provide new insights into how environment–
gene interactions lead to immune dysregulation in type 1 A diabetes
(T1DA).

• Manipulation of the gut microbiome via scientifically formulated probi-
otics and prebiotics will be explored for primary prevention of T1DA.

• Antigen-specific vaccination, e.g., with insulin, will be applied for the
primary prevention of T1DA.

• Success in delaying the onset of stage 3 clinical T1DA by treatment of 
high-risk stage 2 individuals with anti-CD3 monoclonal antibody her-
alds a new era of T1DA prevention trials.

• Recognition that T1DA is primarily an immune disease, an autoim-
mune β-cell disorder, and only secondarily a metabolic disorder will
accelerate the application of immune modifying therapies to the pre-
vention of clinical T1DA.
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The lung serves as an interface between the environment and 
the sanctuary of the body. The defense systems of the upper air-
ways clear the majority of inhaled particulates. Those particu-
lates that evade the upper-airway defenses are combated by the 
innate and acquired immune responses. Essentially all autoim-
mune diseases arise from the inappropriate activation of autore-
active CD4 T cells, as well as autoreactive B cells responsible for 
pathogenic autoantibodies. Immunologic lung diseases develop 
when the normal mechanisms of immune self-tolerance fail. 
This chapter considers the pulmonary manifestations of these 
disorders.

INFLAMMATION OF INTERSTITIAL LUNG DISEASES
In the normal host, the resident alveolar macrophage is the 
predominant cell type in fluid from the bronchoalveolar lavage 
(BAL). Resident alveolar macrophages function to ingest and 
degrade the inhaled antigenic load, clear pulmonary surfac-
tant, and tonically suppress the development of inappropriate 
immune responses. Relatively few lymphocytes are present in the 
normal lung parenchyma. However, after stimulation by the rel-
evant antigen in the lung-draining lymph nodes, antigen-specific 
lymphocytes migrate to the lung and participate in inflammatory 
responses. In addition to lymphocytes, other inflammatory and 
immune cells accumulate in the lung of patients with immu-
nologic lung disease, including neutrophils, eosinophils, and 
other mononuclear cells, depending on the underlying disease. 
Within normal alveoli, the major cellular constituents are alve-
olar macrophages and epithelial cells. Resident dendritic cells 
also project dendrites through the tight junctions of the alveolar 
epithelium to sample the alveolar space. An initial insult typi-
cally involves the type I alveolar epithelial cell, which results 
in release of chemokines that recruit and activate inflamma-
tory cells, allowing for resolution of inflammation and repair 
of injured tissue (Fig. 72.1). With either prolonged exposure or 
failure to adequately clear an inhaled antigen, persistent inflam-
mation results in extracellular matrix deposition, culminating 
in tissue remodeling, progressive collagen deposition, and pul-
monary fibrosis. Impaired ventilation and gas exchange occur 
as a consequence of lung fibrosis, resulting in patient morbid-
ity and mortality. With destruction of type I alveolar epithelial 
cells, exposure of the underlying basement membrane can cause 
further inflammation. Proper restoration of the epithelial bar-
rier is critical for resolution of lung inflammation. Type II alveo-
lar epithelial cells can serve as progenitor cells that migrate and 
differentiate into type I alveolar epithelial cells to re-establish an 
intact lung epithelium.

Macrophages and lymphocytes have also been localized to 
areas of pulmonary fibrosis in patients with immunologic lung 
diseases including idiopathic pulmonary fibrosis (IPF), systemic 
sclerosis, and rheumatoid arthritis.1–3 In the lung, macrophages 
can be divided by their location into alveolar or interstitial mac-
rophages. Resident alveolar macrophages are dependent on 
several cytokines for their development (such as interleukin-34 
[IL-34], colony stimulating factor 1, and the transcription factor 
PU.1).1–3 These yolk-sac-derived macrophages are self-renew-
ing,2,3 maintained at a stable number throughout life, and are 
localized on epithelial surfaces and lining fluid of the alveoli and 
airways. With relatively poor antigen-presenting ability, they 
remove inhaled particles and bacteria. Conversely, interstitial 
macrophages are derived from hematopoietic stem cells and are 
located in the tissue spaces between the alveoli.4 In the context 
of lung injury, interstitial macrophages greatly increase in num-
ber. Although interstitial macrophages have less phagocytic ac-
tivity than alveolar macrophages, they have increased ability to 
present antigens to T cells. Upon activation, these macrophages 
express a variety of cytokines, including tumor necrosis factor 
(TNF) and monocyte chemotactic protein-1 (MCP-1). In ad-
dition to antigen presentation to T cells, macrophages are im-
portant for lung fibrosis and tissue remodeling in immunologic 
lung diseases through secretion of specific growth factors such 
as transforming growth factor-β (TGF-β), insulin-like growth 
factor-1 (IGF-1), platelet-derived growth factor (PDGF), and 
fibroblast growth factor (FGF).

T cells are also associated with lung fibrosis. For example, 
T cells have been located in areas of interstitial fibrosis and 
honeycombing with relative sparing in areas of normal lung 
in patients with IPF.5 In connective tissue disease-associated 
interstitial lung disease (ILD), T cells are diffusely distributed 
throughout the lung and within focal lymphoid aggregates.6 In 
animal models, depending on their phenotype, T cells can be 
either pro-fibrotic or anti-fibrotic. CD8 T cells have been found 
in high proportion in BAL and surgical lung biopsy samples 
from patients with IPF, as well as patients with systemic sclero-
sis, but their role in these immunologic lung diseases is not well 
understood.

Different subsets of CD4 T cells (Chapter 11) have been 
implicated in the pathogenesis of immunologic lung diseases. 
T-helper cell-1 (Th1) cells express interferon-gamma (IFN-γ). 
Although IFN-γ is a potent pro-inflammatory cytokine, it has 
anti-fibrotic [t.o] effects through inhibiting fibroblast prolifera-
tion and collagen expression. Th2 cells are defined by expres-
sion of IL-4, IL-5, and IL-13. In contrast to IFN-γ, Th2 cyto-
kines have been shown to promote lung fibrosis. Therefore, the 
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balance between Th1/Th2 T cells through expression of different 
cytokines affects the development of pulmonary fibrosis.7 Th17 
cells express IL-17A and -17F, which are potent inflammatory 
cytokines important for the recruitment of neutrophils to areas 
of inflammation. Th17 cells have been implicated in the devel-
opment of lung fibrosis in murine models.8 Conversely, regula-
tory T cells (Tregs) suppress pathogenic T-cell responses that 
promote inflammation (Chapter 13). In patients with IPF, Tregs 
may be less able to suppress expression of cytokines by Th1 and 
Th2 cells, suggesting that Tregs are important in regulating in-
flammatory lung disease and pulmonary fibrosis.9

IDIOPATHIC INTERSTITIAL PNEUMONIAS
The idiopathic interstitial pneumonias (IIPs) are a group of dif-
fuse inflammatory and/or fibrotic lung disorders that include 
idiopathic pulmonary fibrosis (IPF), acute interstitial pneumoni-
tis (AIP), desquamative interstitial pneumonitis (DIP), respira-
tory bronchiolitis-associated interstitial lung disease (RB-ILD), 
nonspecific interstitial pneumonitis (NSIP), cryptogenic organiz-
ing pneumonia (COP), lymphocytic interstitial pneumonia (LIP), 
and idiopathic pleuroparenchymal fibroelastosis (IPPFE).10 The 
diagnosis of IIPs requires the exclusion of connective tissue dis-
eases (CTDs), drug toxicity, and environmental exposures, and 
a thoracoscopic lung biopsy may be required. In addition, some 
patients with IIPs have clinical features suggesting an underly-
ing autoimmune disorder. However, these subjects do not meet 
established criteria for a CTD. A joint European Respiratory Soci-
ety and American Thoracic Society task force has proposed the 

term “interstitial pneumonia with autoimmune features” (IPAF), 
as well as clinical classification criteria for affected subjects.11 
Importantly, the distinction between these various disorders is of 
clinical relevance since response to treatment and outcomes may 
differ.

Idiopathic Pulmonary Fibrosis
IPF is the most common diffuse idiopathic parenchymal lung 
disease. Despite the nomenclature, idiopathic pulmonary fibro-
sis has known genetic factors that increase the risk for the devel-
opment of IPF.12,13 IPF is characterized by progressive clinical 
deterioration despite available therapy. Although IPF has char-
acteristic clinical, radiographic, and histologic appearances, 
other interstitial lung diseases, including the CTDs, drug reac-
tions, and environmental exposures, can mimic these findings.

Clinical Manifestations

Steady state Initiation of injury and repair Dysregulated repair

Dendritic cell Alveolar
macrophages

Type II epithelial cell

Alveolus

Monocytes

Lymphocytes

PMNs

ECM

Fibroblasts

1. Denudation of barrier
2. Cytokine/chemokine expression
3. Recruitment of inflammatory cells
4. Proliferation of type II epithelial cells
5. DC maturation
6. Fibroblasts express ECM

ECM

Fibroblasts

Fibrosis

Resolution

Type I epithelial cell

FIG. 72.1 Pathogenesis of Interstitial Lung Disease. In the healthy lung, the alveoli maintain an anti-inflammatory state to prevent 
unwanted inflammation. The predominant cells in the healthy alveolus are macrophages and types I and II epithelial cells. Upon injury, 
there is denudation of the epithelial barrier, resulting in the expression of cytokines/chemokines, recruitment of inflammatory cells, 
proliferation of type II epithelial cells, dendritic cell (DC) maturation, and expression of extracellular matrix (ECM) by fibroblasts. This 
inflammatory milieu leads to the resolution of inflammation and repair of lung injury. Conversely, in the presence of either prolonged 
antigen exposure or an inability to clear antigen, persistent inflammation ensues, resulting in extracellular matrix deposition with sub-
sequent tissue remodeling, fibrosis, and permanent lung dysfunction. PMNs, Polymorphonuclear neutrophils.

CLINICAL PEARLS
Idiopathic Pulmonary Fibrosis

▪ IPF is one of the most common causes of diffuse parenchymal lung
disease, of unknown etiology, and is characterized by insidious onset
of cough and dyspnea.

▪ The histopathologic pattern of IPF is usual interstitial pneumonitis.
▪ A confident diagnosis of IPF based on high-resolution computed to-

mography alone can only be made in one-third of cases.
▪ IPF is generally a fatal disorder, characterized by relentless progres-

sion and a 5-year survival of 30%–50%.
▪ Pirfenidone and nintedanib appear to slow disease progression in IPF.
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The exact incidence and prevalence of IPF are uncertain, 
although the incidence in North America has been reported 
between 2.8 and 19 cases per 100,000 people per year.14 Both 
the incidence and prevalence of IPF increase with age, with 
most patients presenting between 50 and 70 years of age. Most 
patients present with the insidious onset of exertional dyspnea 
and a dry, nonproductive cough. Physical examination reveals 
dry, end-inspiratory crackles, with digital clubbing being 
common.

The chest radiograph typically shows diffuse reticular opaci-
ties, predominantly in the peripheral lower lung zones. High-
resolution computed tomography (HRCT) findings include 
peripheral and basilar predominant and subpleural reticular ab-
normalities, cysts in the periphery of the lung (honeycombing), 
and traction bronchiectasis in addition to a paucity of ground-
glass opacities (Fig. 72.2, A and B).15 These radiographic changes 
often precede the onset of symptoms, and serial chest imaging 
usually reveals progressive loss of lung volume.

The typical physiologic abnormalities in IPF are those of a 
restrictive lung disease with a low diffusing capacity for carbon 
monoxide (DLCO) and severe gas exchange abnormalities ex-
acerbated by exercise.

Histopathology
The gross appearance of the lungs in IPF shows a nodular pleural 
surface while histopathologic examination reveals usual inter-
stitial pneumonitis (UIP).16 UIP is characterized by nonuniform 
and variable distribution of the interstitial changes. At low mag-
nification, alternating zones of interstitial fibrosis, inflamma-
tion, honeycombing, and normal lung can be seen (Fig. 72.3, A).  
At higher magnification, derangement of alveolar walls with 
fibroblast proliferation and fibrosis occur. Honeycomb change 
refers to enlarged airspaces lined by metaplastic bronchial  
epithelium and surrounded by walls thickened with collagen 

(see Fig. 72.3, B). The earliest finding in UIP is the fibroblast focus, 
a lesion consisting of distinct clusters of fibroblasts and myofibro-
blasts in a loose connective tissue matrix within the alveolar wall, 
with minimal interstitial inflammation or intra-alveolar mac-
rophage accumulation (see Fig. 72.3, C).16 Tables 72.1 and 72.2 
compare the clinical and pathologic features of UIP, DIP, RB-
ILD, and NSIP.

Pathogenesis
The pathogenesis of IPF is poorly understood, but current evi-
dence suggests that fibrosis results from aberrant wound heal-
ing in response to repetitive injury and is mediated through an 
interplay between immunologic, genetic, and environmental 
factors (Fig.  72.4).12 Some cases of IPF are familial, inherited 
as an autosomal dominant trait with variable penetrance. Dys-
regulated expression of a mucin gene, MUC5B, has been associ-
ated with development of familial forms of IPF and confers the 
greatest genetic risk for the development of IPF.13 Mutations in 
the telomerase ribonucleoprotein complex associated with telo-
mere shortening have also been linked with familial interstitial 
pneumonia.12

In the normal lung, the interstitium is thin and delicate with 
few lymphoid cells and fibroblasts. Following initiation of the 
inflammatory process, damage to the alveolar epithelial cell oc-
curs, followed by vascular leak, fibroblast activation and pro-
liferation, extracellular matrix synthesis, and activation of the 
innate immune system.12 The release of danger-associated mo-
lecular patterns from dead or dying cells results in macrophage 
activation. Following activation, alveolar macrophages secrete 
IL-1, IL-8, TNF, PDGF, and IGF-1. This cytokine milieu pro-
motes the activation and recruitment of neutrophils and lym-
phocytes to the area of alveolitis.

T lymphocytes, which accumulate in the alveolar space and 
interstitium, express an activated phenotype, including the 

A B

FIG. 72.2 Radiographic Manifestations of Idiopathic Pulmonary Fibrosis. (A) Chest radiograph in a patient with idiopathic pul-
monary fibrosis showing diffuse, coarse reticular opacities with a lower lung zone predominance. Cystic radiolucencies, consistent 
with honeycombing, are evident. (B) High-resolution computed tomography shows peripheral reticular opacities, honeycombing, and  
traction bronchiectasis.
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Evidence also suggests that IPF patients have oligoclonal CD4 
T-cell expansions that proliferate in response to antigens pres-
ent in diseased tissue. Regulatory T-cell function may be im-
paired in patients with IPF.9 In addition, immune complexes 
have been identified in the serum and lungs of IPF patients.19

In addition to their role as scavengers, alveolar macrophages 
are vital in the repair phase of inflammation. However, the dis-
tinguishing feature between a self-resolving inflammatory pro-
cess and a fibrotic response, as seen in IPF, is the accumulation 
of collagen. Evidence suggests that the fibrotic process in IPF 
is a consequence of dysregulation of both collagen synthesis 
and degradation. Macrophage-derived growth factors, includ-
ing TGF-β, PDGF, and IGF-1, stimulate fibroblast proliferation 
and collagen deposition. Adequate resolution of an inflamma-
tory process requires matrix degradation. Matrix metalloprote-
ases produced by macrophages and fibroblasts are involved in 
matrix degradation, and control of metalloprotease production 
involves substances known as tissue inhibitors of metalloprote-
ases (TIMPs). TIMPs are elevated in the lungs of patients with 
IPF. In addition, TGF-β can markedly augment TIMP produc-
tion.20 Thus, there appears to be a loss of balance between the 
events mediating resolution and those mediating perpetuation 
of the inflammatory response, setting the stage for lung injury, 
tissue remodeling, and the development of irreversible pulmo-
nary fibrosis.

expression of human leukocyte antigen (HLA)-DR and IL-2 
receptors. Following activation, CD4 T cells evolve into three 
major subsets distinguished by the cytokines produced (Chap-
ters 11 and 14). In IPF, T cells expressing a Th2-type pheno-
type predominate, producing IL-4, -5, and -13. In addition, the 
Th17 cytokine, IL-17A, has been linked to the development of 
bleomycin-induced lung injury and collagen deposition.17,18 

A

B

C

FIG. 72.3 Histopathology of Usual Interstitial Pneumonitis 
(UIP). (A) Low-magnification photomicrograph of UIP showing 
the variegated appearance from one field of view to the next, 
with areas of dense subpleural fibrosis (arrows) separated from 
other areas of normal lung. (B) High-magnification photomicro-
graph of UIP showing honeycomb change characterized by en-
larged airspaces filled with mucin and separated by fibrosis. (C) 
Fibroblast focus in UIP is characterized by clusters of spindle-
shaped fibroblasts (arrow) in a loose connective tissue matrix 
within the alveolar wall.

• Although the inciting event(s) is unknown in the different diseases, a
common result is a dysregulated fibroproliferative response (similar to 
wound healing), which leads to excessive extracellular matrix produc-
tion and lung remodeling.

• A genetically determined inability to repair and re-epithelialize the de-
nuded basement membranes adequately may be a contributing factor 
and may relate to the familial occurrence of some cases of idiopathic
pulmonary fibrosis.

• The presence of a chronic stimulus (autoantigen), as is seen in the
pneumoconioses, may result in a persistent inflammatory and im-
mune response and lead to a failure in the normal healing process.

• The release of transforming growth factor-β following epithelial injury
stimulates collagen synthesis and the prevention of apoptosis of pro-
liferating fibroblasts in the lung, and may impair collagen degradation
by inhibiting the production of metalloproteases.

• A predominant Th2 response in the lung and the absence of
interferon-γ favor the development of a fibrotic response.

KEY CONCEPTS
Pathogenesis of the Idiopathic Interstitial 
 Pneumonias

Diagnosis
The diagnostic evaluation of a patient with diffuse parenchymal 
lung disease includes a thorough history and physical examination, 
with particular attention to symptoms and signs that could indicate 
a CTD, occupational and environmental exposures, or medication 
and drug usage. A careful family history is also important.

The history and physical findings in IPF are nonspecific. 
However, extrapulmonary involvement does not occur: the 
presence of fever, arthralgias, myalgias, or pleuritis should sug-
gest an alternative diagnosis. Circulating autoantibodies as-
sociated with CTD (anti-cyclic citrullinated peptide [CCP], 
rheumatoid factor [RF], and antinuclear antibodies [ANAs]) 
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are present in 20% of IPF patients; however, higher autoanti-
body titers and any systemic signs of an underlying CTD should 
prompt further evaluation for underlying CTD or IPAF.11,19

The majority of patients with IPF have an abnormal chest ra-
diograph at the time of presentation. Basal peripheral reticular 
opacities are the characteristic radiographic findings. A confi-
dent diagnosis of IPF from HRCT of the lung requires the pres-
ence of patchy, peripheral bibasilar reticular abnormalities with 
honeycombing.15 The presence of extensive ground-glass opaci-
ties on HRCT should suggest an alternative diagnosis, such as 
DIP, hypersensitivity pneumonitis, COP, or NSIP.

A surgical lung biopsy is recommended in suspected IPF pa-
tients without a definitive HRCT appearance and who do not 
have contraindications to the procedure. This is especially im-
portant in patients with atypical clinical or radiographic find-
ings, which could suggest the possibility of one of the other 
histologic patterns of the idiopathic interstitial pneumonias and 
an improved prognosis or possible treatment divergence. Biopsy 
may be omitted in elderly patients with cardiovascular disease, 

TABLE 72.1 Clinical Features of Selected Idiopathic Interstitial Pneumonias

IPF DIP RB-ILD AIP NSIP

Mean age (years) 70 42 36 49 49
Childhood No Rare No Rare Occasionally
Onset Insidious Insidious Insidious Acute Subacute, insidious
Mortality (mean survival) 68% (5–6 years) 27% (12 years) 0% 62% (1–2 months) 11% (17 months)
Response to steroids Poor Good Good Poor Good
Recovery possible No Yes Yes Yes Yes

AIP, Acute interstitial pneumonitis; DIP, desquamative interstitial pneumonitis; IPF, idiopathic pulmonary fibrosis; NSIP, nonspecific interstitial pneumonitis; RB-ILD, respiratory 
bronchiolitis-associated interstitial lung disease.

TABLE 72.2 Histopathologic Features of 
Selected Idiopathic Interstitial Pneumonias

IPF/UIP
DIP/ 
RB-ILD AIP NSIP

Temporal 
 appearance

Variegated Uniform Uniform Uniform

Interstitial 
 inflammation

Scant Scant No Prominent

Collagen/ 
fibrosis

Patchy Diffuse 
(DIP) Focal 
( RB-ILD)

No Diffuse

Fibroblast 
proliferation

Prominent No Diffuse Rare

Organizing 
pneumonia

No No No Focal

Honeycomb 
change

Yes No No Rare

Intra-alveolar 
macrophages

Focal Diffuse 
(DIP) Focal  
(RB-ILD)

No Patchy

Hyaline 
 membranes

No No Focal No

AIP, Acute interstitial pneumonitis; DIP, desquamative interstitial pneumonitis; IPF, idio-
pathic pulmonary fibrosis; NSIP, nonspecific interstitial pneumonitis; RB-ILD, respira-
tory bronchiolitis-associated interstitial lung disease; UIP, usual interstitial pneumonitis.

Environment? Infection?Genes?

Persistent
sequential

injury

Inflammation

Fibroproliferation

Extracellular matrix
deposition

Fibroblast
Myofibroblast
Foci

Lung remodeling

Fibrosis

Failure of apoptosis

Angiogenesis

Epithelial and
endothelial injury

Immune response
(Th2>Th1)

IL-4, IL-6, IL-8

TGF-β, IGF, PDGF

Endothelin-1

FIG. 72.4 Events Hypothesized to be Involved in the Patho-
genesis of Idiopathic Pulmonary Fibrosis. The initiating 
event(s) leading to persistent lung injury remains poorly under-
stood. The interaction between genetic factors, environmental 
exposures, and infectious agents leads to epithelial and endo-
thelial injury, resulting in the secretion of macrophage-derived 
growth factors, including transforming growth factor-β (TGF- β), 
insulin-like growth factor-1 (IGF -1), and platelet-derived growth 
factor (PDGF). This cytokine milieu stimulates fibroblast prolifer-
ation and collagen deposition. In addition, the resulting T-helper 
cell-2 (Th2) immune response stimulates extracellular matrix 
production and fibroblast proliferation, resulting in lung remod-
eling and, eventually, lung fibrosis. IL, Interleukin

Adapted from Katzenstein AL, Myers JL. Idiopathic pulmonary fibrosis: clinical relevance of pathologic classification. Am J Respir Crit Care Med, 1998;157:1301.

Adapted from Katzenstein AL, Myers JL. Idiopathic pulmonary fibrosis: clinical rel-
evance of pathologic classification. Am J Respir Crit Care Med. 1998;157:1301.
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or those with evidence of extensive honeycomb change. Video-
assisted thoracoscopic (VATS) biopsy is the preferred surgical 
technique, as it is associated with less morbidity and a decreased 
hospital stay compared with open lung biopsy.

Treatment and Outcome
The usual course of IPF is relentless progression without spon-
taneous remission, commonly with a fatal outcome. The most 
common cause of death in patients with IPF is progression of 
the underlying disease, with two-thirds of deaths due to respi-
ratory failure or cardiovascular complications. Other causes of 
death in IPF include bronchogenic carcinoma, infection, and 
pulmonary embolism. Recent studies in patients with biopsy-
proven IPF indicate a poor prognosis (30% to 50% 5-year sur-
vival).21 Previously, there was no evidence to support the use 
of any specific therapy in the management of IPF. However, 
clinical trials have shown decreased decline in forced vital 
capacity after use of either pirfenidone22 or nintedanib.23 Thus, 
for the first time, there are two Food and Drug Administra tion 
(FDA)-approved drugs for the treatment of IPF, with multiple 
other phase II and III clinical trials scheduled for completion 
in the near future. Finally, lung transplantation should be con-
sidered in patients with progressive clinical and physiologic 
deterioration who meet established criteria.

Acute Interstitial Pneumonia
Acute interstitial pneumonia (AIP) is a fulminant form of 
idiopathic interstitial pneumonia. Although it was previously 
thought to represent an acute phase of UIP, studies suggest it is 
a distinct entity.16 However, patients with documented UIP/IPF 
experiencing acute exacerbations can have the pathology of AIP 
superimposed on UIP.24

Clinical Manifestations
AIP presents with the abrupt onset of dyspnea, followed by rapid 
progression to respiratory failure. The clinical, radiographic, 
physiologic, and histologic features are identical to those of the 
acute respiratory distress syndrome (ARDS) but without any 
identifiable cause. Most patients are previously healthy individ-
uals over 40 years of age. Men and women are equally affected. 
A viral prodrome is common, with symptoms including fever, 
nonproductive cough, and dyspnea. Laboratory studies are non-
specific. Chest radiographs and HRCT show diffuse airspace 
opacities and ground-glass attenuation, respectively. A similar 
presentation may occur as the initial manifestation of a CTD.

Histopathology
AIP is characterized by diffuse interstitial fibrosis that is tem-
porally uniform (Fig. 72.5).25 The changes are identical to the 
organizing phases of diffuse alveolar damage, as seen in ARDS. 
Within the thickened interstitial space, there is active, diffuse 
fibroblast proliferation similar to the focal fibroblast foci seen 
in UIP. If this is progressive, honeycomb change occurs. Other 
features of acute lung injury, which are frequently seen in AIP, 
are intra-alveolar hyaline membranes.

Diagnosis
The diagnosis of AIP is based on a clinical syndrome of idio-
pathic ARDS and the presence of organizing diffuse alveolar 
damage on lung biopsy. Lung biopsy is occasionally performed 
to establish the diagnosis and exclude other causes of acute 
interstitial lung disease.

Treatment and Outcome
No effective therapy exists for patients with AIP. Glucocorti-
coids are utilized in most cases, but no survival benefit has been 
shown. Overall, the prognosis of patients with AIP is poor, with 
mortality rates ranging from 50% to 88%. Half of patients die 
within 6 months of disease onset. However, those who survive 
may have complete recovery of lung function, and AIP rarely 
recurs in survivors.

Desquamative Interstitial Pneumonitis
DIP represents fewer than 3% of all cases of interstitial lung dis-
ease.26 However, it is a distinct clinicopathologic entity that dif-
fers substantially from UIP.

Clinical Manifestations
DIP affects individuals in their fourth to fifth decades of life 
with a male predominance. It predominantly occurs in cigarette 
smokers. Clinically, most individuals present with subacute 
onset of a dry, nonproductive cough and dyspnea. Clubbing is 
present in approximately 50% of DIP patients. Laboratory eval-
uation is usually nonspecific.

While the chest radiograph can be normal in up to 20% 
of symptomatic individuals, it typically shows nonspecific 
bibasilar ground-glass opacities. Reticulonodular intersti-
tial infiltrates have also been reported. HRCT confirms the 
presence of ground-glass attenuation in the periphery of the 
lower lung zones (Fig. 72.6). Pulmonary function testing 
shows a restrictive defect with hypoxemia and a decrease in 
the DLCO.

Histopathology
DIP is a misnomer. It was initially thought that the intra-alve-
olar cells represented sloughed or desquamated alveolar epi-
thelial cells. However, DIP is pathologically characterized by 
uniform, diffuse accumulation of macrophages in the alveolar 
space (Fig. 72.7). At low magnification, the overall appearance is 
one of uniformity from one field of view to the next, as opposed 
to the variegated appearance of UIP. In addition, there is scant 
interstitial inflammation, with varying degrees of fibrosis of the 
alveolar septum.

FIG. 72.5 Histopathology of Acute Interstitial Pneumonitis. 
Diffuse thickening of the alveolar septum with an infiltration of 
mononuclear cells is the characteristic abnormality. The tempo-
ral uniformity of this process is also apparent.
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Diagnosis
The diagnosis of DIP requires tissue confirmation of the patho-
logic lesion. This is important since DIP has a better prognosis 
and response to therapeutic intervention compared to IPF. A 
DIP-like pattern is frequently seen in other IIPs, as well as in 
pulmonary Langerhans cell histiocytosis, CTDs, and drug reac-
tions. Thus, the diagnosis of DIP requires careful correlation of 
pathologic findings with clinical and radiologic findings.

Treatment and Outcome
The primary intervention in DIP is smoking cessation. Since 
this is a rare condition with relatively few published cases, it 
is unclear whether glucocorticoids alter the natural history of 

this disease. A mortality rate of 28% with a mean survival of 12 
years has been reported, compared to a 30% to 50% 5-year sur-
vival in UIP.21 Of note, 22% of patients improved spontaneously 
and 60% responded to glucocorticoid therapy. This picture is 
dramatically different from IPF, in which spontaneous improve-
ment does not occur. There are, however, a significant minority 
of DIP patients who fail to respond to treatment and progress to 
respiratory failure secondary to advanced fibrosis.

Respiratory Bronchiolitis-Associated Interstitial Lung 
Disease
RB-ILD is a distinct clinical entity that occurs in current or for-
mer cigarette smokers. It is unclear whether RB-ILD and DIP 
represent different diseases or different ends on the spectrum of 
the same disease process.27 DIP occurs predominantly and RB-
ILD occurs exclusively in cigarette smokers, suggesting a com-
mon pathogenesis related to cigarette smoke exposure.

Clinical Manifestations
The mean age at presentation with RB-ILD is 36 years. Males 
are more often affected, and all individuals with RB-ILD are 
cigarette smokers. Symptoms include a dry, nonproductive 
cough and dyspnea. Clubbing is absent in RB-ILD, whereas 
it is frequently present in DIP. Laboratory evaluation is 
nonspecific.

The chest radiograph typically shows diffuse, fine reticu-
lar or nodular interstitial opacities with normal lung volumes. 
Additional findings include bronchial wall thickening and a 
prominent peribronchovascular interstitium. HRCT may reveal 
ground-glass opacification and emphysema.

Pulmonary function tests commonly reveal a mixed restric-
tive-obstructive pattern with a reduced diffusing capacity and 
mild hypoxemia. The residual volume may be increased with no 
change in other spirometry.

Histopathology
The pathology of RB-ILD is similar to DIP. However, in RB-
ILD, the intra-alveolar macrophages accumulate primarily 
within the peribronchiolar airspaces and are associated with 
thickening of the alveolar septum in these areas (Fig. 72.8). 

FIG. 72.6 Radiographic Manifestations in Desquamative In-
terstitial pneumonitis. High-resolution computed tomography 
in a patient with desquamative interstitial pneumonitis shows 
ground-glass attenuation in the periphery of the upper and low-
er lung fields.

FIG. 72.7 Histopathology of Desquamative Interstitial Pneu-
monitis. A high-magnification photomicrograph of desqua-
mative interstitial pneumonitis shows the uniform, diffuse ac-
cumulation of macrophages within the alveolar space, with 
associated thickening of the alveolar septum. These aggregates 
of macrophages almost completely fill the alveolar spaces.

FIG. 72.8 Histopathology of Respiratory Bronchiolitis- 
Interstitial Lung Disease. An ectatic bronchiole with a thick-
ened wall is shown, with a mononuclear infiltrate extending into 
the immediately surrounding alveoli.
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The differentiation of this lesion from DIP requires sparing of 
distal airspaces, with the lesion confined to the peribronchio-
lar airspaces in RB-ILD.

Diagnosis
RB-ILD should be suspected in young individuals with a his-
tory of cigarette use who complain of cough and dyspnea with 
a chest radiograph or HRCT showing nodular and/or reticular 
interstitial opacities. The diagnosis requires tissue confirmation 
of the pathologic findings noted above.

Treatment and Outcome
The key therapeutic intervention in RB-ILD is cessation of 
smoking. The use of glucocorticoids has been associated with 
favorable results. At present, the clinical course and prog-
nosis of patients with RB-ILD are unknown. In most clinical 
series, patients either improved or stabilized, and mortality is 
uncommon.26,27

Nonspecific Interstitial Pneumonitis
The term NSIP was first used to describe cases of interstitial 
pneumonia that did not demonstrate a pattern of UIP, AIP, 
or DIP. Currently, the term NSIP is applied to an IIP or to a 
similar histologic pattern that occurs in CTD, hypersensitivity 
pneumonitis, infection, or drug-induced lung disease. Thus, the 
diagnosis of NSIP should prompt investigation for a causative 
agent. In fact, 16% of patients in the original description of 
NSIP had one of the CTDs.28

Clinical Manifestations
Idiopathic NSIP occurs in middle-aged individuals, with a 
slight female predominance. A dry, nonproductive cough and 
exertional dyspnea are the most common symptoms, although 
fever is present in 25% of patients. Symptoms are usually pres-
ent for 6 to 10 months prior to diagnosis. As in other IIPs, the 
laboratory evaluation is nonspecific.

The chest radiograph usually shows bilateral interstitial infil-
trates and sometimes can be normal in a symptomatic patient. 
HRCT characteristically shows bilateral, patchy ground-glass 
attenuation indistinguishable from DIP or RB-ILD.15

Histopathology
NSIP is characterized by temporally uniform degrees of fibro-
sis and inflammation of the alveolar septum, without histo-
pathologic features indicative of UIP, AIP, or DIP (Fig. 72.9). 
NSIP has been divided into three groups, depending on the 
presence or absence of interstitial fibrosis: interstitial lym-
phoplasmacytic inflammation (48% of cases); inflammation 
and fibrosis (38%); and fibrosis (14%). Although the changes 
are temporally uniform, they may be patchy with intervening 
areas of normal lung.

This temporal uniformity is in contrast to the variegated pat-
tern seen in UIP. Fibroblast foci, the earliest lesion seen in UIP, 
are found in 20% of patients with NSIP, making the differentia-
tion of fibrotic NSIP from UIP difficult. The key feature in this 
circumstance is the temporal uniformity of the lesion in NSIP.

Treatment and Outcome
Unlike patients with UIP, individuals with NSIP have a favor-
able prognosis. In the original description of the disease, 45% 
of subjects completely recovered, while another 42% remained 
stable or improved.28 Only 11% of patients died, with a mean 

survival of 16 months. All of the individuals with an aggres-
sive course were in the fibrotic group. Ten-year survival in the 
cellular group was 90%, compared to 35% in patients with the 
fibrotic pattern. Despite the worse prognosis of NSIP with a 
fibrosing pattern, this is still significantly better than the 15% 
survival rate at 10 years for patients with UIP.29

Cryptogenic Organizing Pneumonia
Cryptogenic organizing pneumonia (COP), which was previ-
ously named idiopathic bronchiolitis obliterans organizing 
pneumonia (BOOP), is a specific clinicopathologic disorder 
of unknown etiology characterized by excessive proliferation 
of granulation tissue within the lumen of distal airspaces.30 
The term COP is reserved for cases demonstrating organiz-
ing pneumonia without an obvious cause, since this histologic 
appearance occurs in a variety of inflammatory lung disorders, 
including CTDs, malignancy, infections, and those caused by 
medications.

Clinical Manifestations
The onset of disease is usually in the fifth to sixth decades of 
life; men and women are equally affected. Most individuals have 
symptoms for less than 2 months prior to diagnosis. The initial 
presentation is usually with a dry, nonproductive cough and flu-
like symptoms, including fever, sore throat, and malaise. This is 
followed by progressive dyspnea, and routine laboratory evalu-
ation is nonspecific.

The chest radiograph shows diffuse, often patchy alveolar 
opacities in the setting of normal lung volumes (Fig. 72.10, A). 
These opacities can be migratory and usually have a peripheral 
distribution similar to those seen in chronic eosinophilic pneu-
monia. Rarer radiographic manifestations include linear or nod-
ular interstitial opacities and honeycombing. The presence of a 
pleural effusion or pleural thickening should suggest an associ-
ated CTD. HRCT shows patchy airspace consolidation, especially 
in the lung periphery, with a lower-lung zone predominance (see 
Fig. 72.10, B). Other findings include ground-glass attenuation, 
small nodular opacities, and bronchial wall thickening.

As in other interstitial lung diseases, a restrictive ventilatory 
defect is the most common pulmonary function abnormality. 

FIG. 72.9 Histopathology of Nonspecific Interstitial Pneu-
monitis. Low-magnification photomicrograph of cellular nonspe-
cific interstitial pneumonitis shows diffuse uniform thickening of 
the alveolar septum due to the presence of a lymphoplasma-
cytic infiltrate.
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Gas exchange abnormalities are common, and are accompanied  
by decreased diffusing capacity, widening of the alveolar– 
arterial gradient, and exercise-induced hypoxemia.

Histopathology
The histopathology of COP is characterized by excessive pro-
liferation of granulation tissue in the small airways and alveo-
lar ducts, with associated chronic inflammation in the alveolar 
walls (Fig. 72.11).31 The intraluminal fibrotic buds (Masson bod-
ies) consist of loose collagen-embedding fibroblasts and myofi-
broblasts and have a tendency to extend from one alveolus to 
the next, giving a characteristic “butterfly” pattern. The lesions 
are patchy in nature and have a uniform temporal appearance 
at low magnification with preservation of the underlying lung 

parenchyma. COP has been described as the prototypical heal-
ing response of the lung to a variety of insults.

Diagnosis
The presence of organizing pneumonia in a lung biopsy does 
not necessarily represent COP since this is a diagnosis of exclu-
sion. Organizing pneumonia is a nonspecific response to many 
lung injuries, and may occur in conjunction with another 
pathologic process or as a component of other primary pulmo-
nary disorders, such as infections, irradiation, CTD, hypersensi-
tivity pneumonitis, granulomatosis with polyangiitis, or chronic 
eosinophilic pneumonia (Table 72.3).

A

B

FIG. 72.10 Radiographic Findings in Cryptogenic Organizing 
Pneumonia. (A) Chest radiograph in a patient with cryptogenic 
organizing pneumonia shows bilateral patchy alveolar opacities 
with a peripheral distribution in the setting of normal lung vol-
umes. (B) Chest computed tomography shows a dense right 
lower lung consolidation with the presence of air bronchograms.

FIG. 72.11 Histopathology of Cryptogenic Organizing Pneu-
monia. A photomicrograph of cryptogenic organizing pneu-
monia shows intra-alveolar fibroblast proliferation (arrows) and 
early collagen production. In addition, thickening of the alveolar 
septa with a lymphoplasmacytic infiltrate consistent with cel-
lular nonspecific interstitial pneumonitis is present.

TABLE 72.3 Disorders Associated With 
 Organizing Pneumonia
Secondary Organizing Pneumonia
Connective Tissue Diseases
• Systemic lupus erythematosus
• Rheumatoid arthritis
• Polymyositis/dermatomyositis
• Sjögren syndrome
Hypersensitivity Pneumonitis
Chronic Eosinophilic Pneumonia
Drug-Induced
• Gold
• Penicillamine
• Amiodarone
• Bleomycin
• Sulfa drugs
Wegener Granulomatosis
Bone marrow transplantation
Lung transplantation/rejection
Inhalational injury
Neoplasms
Lung irradiation
Virus-associated:
• Human immunodeficiency virus (HIV)
• Influenza
• Adenovirus
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Treatment and Outcome
Treatment with glucocorticoids usually offers dramatic clinical 
and radiographic improvement within days to weeks.30 Com-
plete clinical, physiologic, and radiographic recovery occurs 
in two-thirds of cases. In the remainder, persistent disease 
with progression to fibrosis occurs. It is common for relapses 
to occur with glucocorticoid tapering, followed by improve-
ment with reintroduction of treatment; consequently, at least 
6 months of therapy is recommended. The 5-year survival 
in COP is 73%, compared to 5-year survival rates of 44% in 
patients with organizing pneumonia due to other causes (e.g., 
CTD), or 30% for IPF.

LUNG INVOLVEMENT IN CONNECTIVE TISSUE 
DISEASES
CTDs are a heterogeneous group of systemic autoimmune dis-
eases that frequently involve the lungs. The pleuropulmonary 
manifestations of these diseases are diverse, affecting all parts 
of the respiratory tract (i.e., airways, alveoli, blood vessels, and 
pleura) (Table 72.4). Although pulmonary complications gener-
ally occur in patients with well-established disease, occasionally 
lung involvement is the first manifestation of the autoimmune 
disorder. This section discusses the pleuropulmonary manifesta-
tions of systemic lupus erythematosus (SLE), rheumatoid arthri-
tis (RA), and systemic sclerosis (SSc) (for a discussion of other 
manifestations in these diseases, see Chapters 52, 53, and 56).

Systemic Lupus Erythematosus

SLE is a disease of unknown etiology, characterized by the 
presence of autoantibodies directed against various nuclear 
antigens. These autoantibodies and the resultant immune com-
plexes mediate many of the manifestations of SLE (Chapter 52). 
This disease primarily affects young women (female-to-male 
ratio > 8:1) and may involve virtually every organ system. Pleu-
ropulmonary involvement occurs at some point in the disease 
course in 38% to 89% of cases.31 Thus, the respiratory system is 
affected more commonly in SLE than in any other CTD. How-
ever, infectious pneumonia remains the most common cause 
of pulmonary disease and death in these patients. Thus, in SLE 

patients presenting with a febrile illness and pulmonary infil-
trates, a community-acquired or opportunistic infection must 
be promptly excluded.

Acute Lupus Pneumonitis
Acute lupus pneumonitis is an uncommon pulmonary manifes-
tation of SLE, occurring in fewer than 5% of cases.31 The clinical 
presentation mimics that of an infectious pneumonia with the 
abrupt onset of fever, cough, and dyspnea. Serum complement 
levels are often low, and the chest radiograph typically shows 
diffuse alveolar opacities. It can be accompanied by pericarditis, 
and often pleuritis and pleural effusion.

It can be difficult to distinguish acute lupus pneumonitis 
from an infectious pneumonia. BAL is recommended prior to 
instituting corticosteroid therapy. The histopathology varies, 
and includes diffuse alveolar damage, organizing pneumonia, 
NSIP, or a combination of these.

There are no controlled trials of therapy for acute lupus 
pneumonitis. Treatment includes high-dose glucocorticoids (1 
to 2 mg/kg/day) with or without accompanying cytotoxic drugs, 
such as cyclophosphamide. Mortality rates as high as 50% have 
been reported in untreated cases. In patients who fail to respond 
to treatment, respiratory failure is the usual cause of death.

Diffuse Alveolar Hemorrhage
Diffuse alveolar hemorrhage (DAH) occurs in fewer than 5% 
of patients with SLE, and it represents the initial manifestation 
of disease in 11% to 20% of those cases.32 However, most cases 
develop in individuals with well-established diagnoses of SLE, 
usually with pre-existing lupus nephritis.

Hemoptysis is not present in every case of DAH at presenta-
tion. Therefore, the absence of hemoptysis does not exclude the 
diagnosis, particularly in the setting of a falling hematocrit, dif-
fuse pulmonary infiltrates, and progressively bloody BAL fluid. 
DAH in SLE is most often due to pulmonary capillaritis, but 
it can also be caused by diffuse alveolar damage. Immunofluo-
rescence studies show granular deposits of immunoglobulin G 
(IgG) and C3 along alveolar walls, interstitium, and capillary 
endothelial cells.

There are no controlled trials for the treatment of alveolar 
hemorrhage in SLE. Glucocorticoids, cytotoxic drugs, plasma-
pheresis, and extracorporeal membrane oxygenation (ECMO) 
have been used in various combinations. The mortality rate 
associated with DAH and concomitant respiratory failure ap-
proaches 100% without treatment; therefore early recognition 
and aggressive treatment should be undertaken.

Lupus Pleuritis
The pleura are the most common site of respiratory involve-
ment in SLE, with pleurisy and pleural effusions occurring in 
50% to 80% of patients. Lupus pleuritis can be the present-
ing manifestation of disease, but more commonly develops in 
patients with established SLE and is often recurrent. The clini-
cal manifestations include chest pain, fever, and dyspnea, and 
the chest radiograph typically shows bilateral pleural effusions. 
The pleural fluid is serous or serosanguineous and exudative 
in nature. Compared to effusions in RA, the glucose is higher, 
and the lactate dehydrogenase level is lower. The most helpful 
measurement is a pleural fluid ANA titer greater than 1:160. 
Examination of the pleura reveals infiltration with plasma 
cells and lymphocytes, accompanied by pleural thickening and 
fibrosis. Treatment with nonsteroidal anti-inflammatory drugs 

TABLE 72.4 Pleuropulmonary 
 Manifestations of Connective Tissue Diseases

SLE RA SSc

Pulmonary hypertension + + +++
Vasculitis + ± ±
Pleural disease +++ +++ +
Bronchiolitis obliterans ± ++ +
Aspiration pneumonia – – ++
Diaphragmatic dysfunction ++ – –
Lung nodules – ++ –
Diffuse alveolar damage + ± ±
Organizing pneumonia ± + ±
UIP + +++ +
Capillaritis ++ + ±
LIP + + +
NSIP + ++ +

LIP, Lymphocytic interstitial pneumonitis; NSIP, nonspecific interstitial pneumonitis; 
RA, rheumatoid arthritis; SLE, systemic lupus erythematosus; SSc, systemic sclerosis; 
UIP, usual interstitial pneumonitis.
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and/or glucocorticoids is usually effective for relief of pleural 
discomfort.

Interstitial Lung Disease
The presence of ILD in SLE is uncommon, especially when 
compared to SSc or RA. However, minor interstitial abnormali-
ties can be found on HRCT in approximately one-third of SLE 
patients despite normal physiologic testing. The significance and 
natural history of these subclinical findings are uncertain. The 
presence of anti-SSA (Ro) has been noted in approximately 80% 
of lupus patients with interstitial changes, and ILD is more com-
mon in those SLE patients with sclerodermatous skin changes.

The diagnosis of SLE is usually well-established in patients 
who develop the insidious form of ILD. The disease course is 
characterized by progressive dyspnea and cough; the chest ra-
diograph shows reduced lung volumes and reticular interstitial 
infiltrates. A restrictive lung function pattern with reduced dif-
fusing capacity and exercise-induced hypoxemia are typical. The 
histopathology of chronic interstitial disease in SLE resembles 
NSIP, although cases of organizing pneumonia, lymphocytic 
interstitial pneumonitis (LIP), and UIP have been described. 
Response to therapy depends on the underlying histopathology, 
with the UIP-like form being least responsive.

Pulmonary Vascular Disease
Although previously thought to be unusual, the development 
of pulmonary hypertension has been increasingly noted in SLE, 
with an incidence ranging from 0.5% to 17%. Pulmonary hyper-
tension in SLE has been associated with the presence of Raynaud 
syndrome, serositis, digital vasculitis, and antiphospholipid anti-
bodies.33 Dyspnea and fatigue, despite a normal chest radiograph, 
is the most common presentation. The majority of SLE patients 
with pulmonary hypertension are female, with 3- and 5-year 
survival rates of 45% and 17%, respectively, which represents a 
worse prognosis than patients with idiopathic pulmonary hyper-
tension. The vascular changes of SLE-associated pulmonary 
hypertension are similar to those seen in idiopathic pulmonary 
arterial hypertension (PAH) with intimal hyperplasia, smooth 
muscle hypertrophy, and medial thickening. Several pathologic 
mechanisms have been proposed for the development of pul-
monary hypertension, including vasoconstriction in addition to 
vasculitis and thrombosis with an association with antiphospho-
lipid and anticardiolipin antibodies. Serum endothelin levels are 
elevated in patients with SLE-associated pulmonary hyperten-
sion and correlate with pulmonary arterial pressures.

Pulmonary function testing shows an isolated decrease in 
the DLCO. Patients with SLE-associated pulmonary hyper-
tension may respond to immunosuppressive therapy, such 
as azathioprine or mycophenylate mofetil, based on small 
studies indicating hemodynamic improvement with this ap-
proach. SLE patients treated with bosentan did not have clini-
cal worsening and showed an improvement in 6-minute walk 
distance.34 Unfortunately, despite these modest improvements 
with pharmacotherapy, the long-term survival of patients with 
SLE-associated pulmonary hypertension is poor.

Respiratory Muscle Dysfunction
The shrinking lung syndrome is due to diaphragmatic weak-
ness as well as weakness of other respiratory muscles. This 
entity accounts for the findings of dyspnea without evidence of 
interstitial infiltrates or pulmonary vascular disease. It occurs in 
25% of patients with SLE. The chest radiograph typically shows 

elevated diaphragms and basilar atelectasis. The pathogenesis of 
respiratory muscle dysfunction is unknown; however, weakness 
remains localized to the respiratory compartment without gen-
eralized muscle involvement, indicating specific involvement of 
the muscles of respiration. Glucocorticoids are generally ineffec-
tive in the treatment of this syndrome. Improvement has been 
noted with inhaled β-agonist and theophylline therapy. Despite 
a variable response to therapy, it is unusual for this manifesta-
tion of SLE to be progressive.

Rheumatoid Arthritis
RA is an autoimmune disease associated with autoantibodies 
directed against citrullinated antigens and characterized by the 
presence of a symmetric, inflammatory polyarthritis (Chapter 53). 
It occurs more frequently in women, with a 2:1 female-to-male 
ratio. Disease onset is most commonly in the fourth to fifth decades 
of life. Pleuropulmonary complications of RA occur more com-
monly in individuals with subcutaneous nodules, high titers of 
rheumatoid factor, anti-cyclic citrullinated proteins (anti-CCP), 
and more severe chronic articular involvement. Although RA 
itself is more common in women, the pleuropulmonary mani-
festations occur more commonly in men. The pleuropulmonary 
complications of RA are numerous, but there are also treat-
ment-related lung toxicity and pulmonary infections related 
to immunosuppression, which can complicate the diagnosis of 
RA-related lung manifestations.

Pleuritis and Pleural Effusions
Pleural effusion in RA is common and can occur prior to the 
development of arthritis. Pleural disease is often discovered as 
an incidental finding on routine chest radiographs, but nonspe-
cific chest pain, dyspnea, and fever are not unusual. The effusion 
can be unilateral or bilateral and can coexist with interstitial 
lung disease. Typically, the effusion is an exudate, with a glucose 
level usually less than 30 mg/mL. The mechanism underlying 
the low pleural fluid glucose is impaired membrane transport of 
glucose. A low pleural fluid pH is thought to occur secondary to 
impaired carbon dioxide exit from the pleural space. If the effu-
sion is chronic, the cholesterol concentration can be increased, 
and the pleural fluid can have a milky appearance (pseudochy-
lothorax). Cytologic examination reveals multinucleated giant 
cells, spindle-shaped macrophages, and necrotic debris.

Most rheumatoid effusions are small and asymptomatic, re-
quiring no treatment. They resolve over several months without 
complications. The use of glucocorticoids for active articular 
disease hastens the resolution of the pleural process.

CLINICAL PEARLS
Lung Involvement in Rheumatoid Arthritis

• RA is more common in women, but pleuropulmonary complications
occur more frequently in men.

• Factors associated with pleuropulmonary complications of RA include 
more severe articular involvement, subcutaneous nodules, and high
levels of rheumatoid factor and antibodies to citrullinated peptides.

• Pleural effusions are the most common complication, characterized
by an exudate, low glucose, and low pH.

• The differentiation of rheumatoid nodules from malignant lesions can
be difficult.

• The rapid growth of a nodule should prompt aggressive investigation
for a malignant cause.
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Rheumatoid Nodules
Rheumatoid or necrobiotic nodules are most commonly seen in 
men with active articular disease, high rheumatoid factor titers, 
and subcutaneous nodules. Most individuals are asymptomatic 
and are diagnosed on routine chest radiograph. Radiographi-
cally, these nodules can be singular or multiple with an upper 
to mid-lung zone predominance. Cavitation occurs in approxi-
mately 50% of cases. HRCT indicates a higher frequency of 
nodules than previously thought. Rarely, subpleural necrobiotic 
nodules can erode into the pleural space, resulting in a pneu-
mothorax with a complicating bronchopleural fistula. It can be 
difficult to differentiate these nodules from malignant lesions, 
making thoracoscopic lung biopsy necessary. Evidence on chest 
radiograph of rapid growth should prompt an aggressive diag-
nostic evaluation.

Airway Disease
Airflow limitation is a common finding in patients with RA, 
being present in approximately one-third of patients. The 
mechanism(s) responsible for airway disease is poorly under-
stood. The interplay of cigarette smoking and RA may play a role.

A life-threatening complication of RA is upper-airway ob-
struction, resulting from synovitis of the cricoarytenoid joint. 
Common presenting complaints include a sore throat, hoarse-
ness, and fullness in the throat. It can progress to inspiratory 
stridor and upper-airway obstruction. This complication occurs 
more commonly in women, particularly in those with advanced 
RA. Seventy-five percent of patients were found to have crico-
arytenoid abnormalities when screening with direct or indi-
rect laryngoscopy and computed tomography was utilized. The 
treatment of cricoarytenoid arthritis includes anti-inflammato-
ry medications.

Constrictive bronchiolitis is a progressive form of ob-
structive lung disease that is being increasingly recognized 
as a complication of RA.35 The histopathologic lesion of con-
strictive bronchiolitis is concentric submucosal and peri-
bronchiolar fibrosis resulting in extrinsic compression and 
obliteration of the bronchiolar lumen. The typical clinical 
presentation is with insidious onset of cough and dyspnea, 
with a normal or hyperinflated chest radiograph. This com-
plication occurs more commonly in women than in men. 
Pulmonary function studies show airflow limitation with 
hyperinflation and a reduced diffusing capacity. Inspiratory 
imaging on HRCT demonstrates mosaic attenuation, while 
expiratory imaging demonstrates corresponding areas of air 
trapping. Some individuals respond to high-dose glucocorti-
coids and cytotoxic drugs, but most patients with bronchiol-
itis obliterans progress to respiratory failure and require lung 
transplantation.

Interstitial Lung Disease
Although ILD is a common complication of RA, the incidence 
is difficult to determine, since different methods of detection 
have been employed and dissimilar populations of patients have 
been studied; however, recent estimates of RA-ILD are 3.2 to 
6.0 cases per 100,000 people.36 The development of ILD in rela-
tion to the onset of arthritis is variable. Most often, the ILD 
develops subsequent to arthritis, but, in approximately 20% of 
patients, the lung disease precedes the onset of arthritis. ILD in 
RA is associated with cigarette smoking, presence of the shared 
HLA-DR4 epitope, and RA-specific anti-citrullinated pro-
tein antibodies. The most important genetic risk factor for the 

development of ILD in RA patients appears to be the presence 
of the same MUC5B promoter polymorphism, similar to what 
has been observed in IPF.13,37

The most common histopathologic pattern of ILD in RA is 
UIP, followed by NSIP, LIP, and organizing pneumonia. The 
clinical manifestations of ILD in RA resemble those seen in id-
iopathic disease and include a dry, nonproductive cough and 
dyspnea on exertion. The chest radiograph and HRCT show in-
creased reticular markings with a predilection for the peripheral 
lower-lung zones. LIP usually occurs in cases of RA complicated 
by Sjögren syndrome; the presence of keratoconjunctivitis sicca 
and xerostomia in a patient with RA and ILD should suggest 
this histologic subtype.

Additionally, some patterns of ILD in RA patients are be-
lieved to be related to medications used to treat the condition. 
The most common of these is methotrexate-induced lung dis-
ease. Methotrexate lung toxicity presents with the subacute on-
set of fever, cough, and dyspnea occurring 1 to 5 months after 
initiation of the drug. The chest radiograph shows mixed inter-
stitial–alveolar infiltrates. Nonspecific laboratory abnormalities 
include leukocytosis, sometimes with mild eosinophilia, and an 
elevated erythrocyte sedimentation rate. In most cases, BAL re-
veals a lymphocytosis. Histologically, cellular NSIP is seen with 
areas of organizing pneumonia. Non-caseating granulomatous 
inflammation similar to that seen in hypersensitivity pneumo-
nitis may also be present. The primary treatment of methotrex-
ate-induced pneumonitis is withdrawal of methotrexate in ad-
dition to supportive care.

Unfortunately, RA-ILD typically confers a poor prognosis 
with high morbidity and mortality, especially in the presence 
of a UIP pattern. Current therapeutic strategies for RA-ILD are 
similar regardless of the underlying histopathologic pattern and 
are based on steroid-sparing therapies such as azathioprine or 
mycophenolate mofetil. Additionally, a recent study evaluated 
the use of nintedanib in a non-IPF population of progressive 
fibrotic ILD which included RA-ILD patients and had similar 
results to previous IPF trials, indicating a possible role for nint-
edanib in this condition.38

Systemic Sclerosis (Scleroderma)
SSc is characterized by excessive deposition of extracellular 
matrix in the skin and internal organs, and vascular involve-
ment (Chapter 56). The degree of visceral organ involvement 
determines morbidity and mortality. Pulmonary involvement 
occurs in 70% to 100% of patients with SSc and does not cor-
relate with the degree of extrapulmonary disease. Interstitial 
lung disease is the most common pulmonary manifestation of 
SSc. Of note, with the improved mortality associated with renal 
involvement in SSc, lung disease has become the most impor-
tant cause of morbidity and mortality.

Interstitial Lung Disease
The incidence of ILD in SSc depends on the method of detec-
tion. Autopsy studies have reported an ILD incidence of 60% 
to 100% of cases, whereas studies based on chest radiographs 
have noted interstitial changes in 14% to 66% of cases. Cough 
and dyspnea on exertion are the most common symptoms. 
Physical examination reveals bibasilar rales. Radiographic find-
ings include basal reticulonodular infiltrates, enlargement of 
pulmonary arteries, and progressive volume loss. Pulmonary 
function testing reveals restrictive lung disease, preservation of 
flow rates, and decreased diffusing capacity. A disproportionate 
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decrease in diffusing capacity compared to lung volume changes 
should suggest pulmonary hypertension, especially in individu-
als with limited scleroderma (calcinosis, Raynaud phenom-
enon, esophageal dysmotility, sclerodactyly, and telangiectasia 
[CREST] syndrome). The predominant histopathologic abnor-
mality is NSIP. Rarely, LIP may complicate cases of SSc associ-
ated with Sjögren syndrome. Although the 5-year survival for 
SSc patients with ILD is 38% to 45%, it is better than that of 
patients with IPF.

Pulmonary Vascular Disease
Pulmonary hypertension is a frequent complication of SSc, 
occurring in approximately 30% of patients with diffuse sclero-
derma and in 10% to 50% of those with limited scleroderma 
(Chapter 56). Because it is a major cause of morbidity and 
mortality in systemic sclerosis, it has also become part of the 
diagnostic criteria for the disease.39 Pulmonary hypertension 
can either be associated with interstitial fibrosis or result from 
involvement of small and medium-sized arteries and arterioles 
with smooth-muscle hyperplasia, medial hypertrophy, and inti-
mal proliferation (plexogenic). Direct involvement of the pul-
monary circulation is more common with limited scleroderma, 
while pulmonary hypertension in patients with diffuse sclero-
derma is more likely associated with ILD.

The clinical presentation is characterized by the insidious 
onset of fatigue and dyspnea on exertion. Physical examination 
and chest radiographs show signs typical of pulmonary hyper-
tension, while a decreased diffusing capacity is seen on pulmo-
nary function testing. Risk factors for developing SSc-associat-
ed pulmonary hypertension include limited skin involvement, 
duration of disease greater than 10 years, onset of SSc at older 
age, and severity and duration of Raynaud phenomenon.

The pathogenesis of SSc-associated pulmonary hypertension 
is poorly understood. Vascular changes occur at an early stage 
in SSc, including apoptosis, endothelial cell activation with in-
creased expression of cell adhesion molecules, inflammatory 
cell recruitment, intimal proliferation, and adventitial fibrosis 
leading to vessel obliteration. Endothelial injury is reflected by 
increased levels of soluble cell adhesion molecules, disturbanc-
es of angiogenesis with increased levels of circulating vascular 
endothelial growth factor, and presence of angiostatic factors. 
It remains unclear to what extent dysregulated angiogenesis in 
SSc-associated pulmonary hypertension is driven by an inflam-
matory process or other as-yet unidentified mechanisms.

Treatment of SSc-associated pulmonary hypertension has 
been disappointing, with no therapy showing a significant 
survival benefit. Calcium channel blockers are not usually in-
dicated for patients with SSc-associated pulmonary hyperten-
sion, although often used at lower doses for Raynaud phenom-
enon. Continuous intravenous epoprostenol improves exercise 
capacity and hemodynamics.40 Randomized clinical trials with 
phosphodiesterase inhibitors, including sildenafil, showed a 
modest effect on exercise capacity, hemodynamic parameters, 
and functional class after 12 weeks of treatment. Carefully se-
lected patients may be considered for heart–lung transplanta-
tion but are often excluded due to postoperative complications 
arising for SSc-related gastrointestinal reflux disease and renal 
dysfunction.

Sarcoidosis
Sarcoidosis is a disease of unknown etiology that occurs in indi-
viduals of all ages, sex, and ethnic backgrounds.41 The disease 

can affect every compartment in the body; however, in over 
90% of cases the lungs are involved. Most cases of sarcoidosis 
are self-limited and typically responsive to glucocorticoid-based 
regimens, but some patients develop a chronic form of the con-
dition which typically necessitates a steroid-sparing treatment-
based strategy.

Epidemiology
The incidence of sarcoidosis is heavily influenced by geographi-
cal factors, as well as the race of the population being studied. 
For instance, within an American population, African Ameri-
can women had a higher incidence of sarcoidosis when com-
pared to Caucasian women (17.8 per 100,000 per year vs. 8.1 per 
100,000 per year).42 Furthermore, the incidence of sarcoidosis 
varies widely based on the region of the world being studied 
(ranging from 2.3 per 100,000 per year in Guadalupe to 11.5 per 
100,000 per year in Sweden). Sarcoidosis typically affects adults 
in a bimodal distribution, with common peaks of diagnosis in 
the 20–29 and 60–69 age groups.

Pathogenesis
Despite being recognized as a distinct clinical entity for nearly 
150 years, the cause of sarcoidosis remains unknown. Similar 
inflammatory granulomatous disorders, such as berylliosis, 
result in a nearly identical clinical disorder. This suggests that 
the underlying pathophysiology of sarcoidosis is similar to that 
of conditions like berylliosis, but the antigen (or antigens) lead-
ing to the phenotype of sarcoidosis remains unknown. While 
the environmental antigen that causes sarcoidosis is not yet 
known, it is clear that an environmental factor plays a causal role 
in the development of sarcoidosis, based on regional variation 
and penetrance of the disease. Environmental antigens trigger 
an immunologic reaction, leading to granuloma formation. Sev-
eral potential causal antigens have been explored in sarcoidosis. 
Suspected antigens have included organic and environmental 
airborne exposures. For instance, since 2001, World Trade Cen-
ter first responders have developed a pulmonary granulomatous 
disorder, similar to sarcoidosis, likely related to the inorganic 
and organic respiratory particle inhalation from their exposure 
to the debris from the site.43 Other potential antigens in sarcoid-
osis have included infectious organisms such as Mycobacteria 
or Cutibacteria, given evidence of genetic elements from these 
organisms in the granulomas from patients with sarcoidosis.44

The hallmark immunologic feature of sarcoidosis is the accu-
mulation of CD4 T cells in lung tissue; the BAL, CD4 T cell, and 
B-cell lymphopenia are common in peripheral blood. Th1 effec-
tor phenotype has expression of IFN-γ, TNF, and IL-2. CD4 T 
cells with a Th17 phenotype and T cells expressing both IL-17 
and IFN-γ (i.e., Th17.1 cells) have been found in lung tissue and 
BAL fluid from patients with sarcoidosis, but whether these cells 
play a role in disease progression is currently unknown.43 This 
inflammatory cytokine milieu ultimately drives the formation 
of the sarcoidosis granuloma and the clinical phenotype of this 
syndrome.

Genetic studies show that sarcoidosis is most strongly as-
sociated with the HLA region on chromosome 6, with HLA-
DRB1*11:01 increasing risk in both African Americans and 
Whites.44 In Europeans, DRB1*03:01 has a strong association 
with increased disease risk. However, this allele was found to be 
protective against sarcoidosis in an African American cohort.44 
Genome-wide association studies have identified associations 
with ANXA11, NOTCH4, and BTNL2 (reviewed in Moller 
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et al.44). However, the role of these single-nucleotide polymor-
phisms in the pathogenesis of sarcoidosis remains unknown.

Clinical Manifestations
Sarcoidosis is a multisystem inflammatory disorder that can 
affect every organ with wide-ranging clinical impacts based 
on the severity of involvement and the organ system involved 
(Table 72.5). While every organ system is at risk for involvement 
with sarcoidosis, the lung is the site most commonly impacted, 
with over 90% of sarcoidosis cases exhibiting some degree of 
pulmonary involvement. The following discussion will focus 
primarily on the pulmonary manifestations of sarcoidosis.

Symptoms of pulmonary sarcoidosis can vary from inciden-
tal radiographic findings of bilateral hilar lymphadenopathy in 
asymptomatic individuals (see Fig. 72.1) to marked dyspnea 
leading to significant morbidity and mortality. Pulmonary func-
tion testing can vary in sarcoidosis. In asymptomatic cases or 
cases with only nodal involvement of sarcoidosis, there can be 
little to no abnormality of pulmonary physiology. However, in 
cases with advanced parenchymal fibrosis, there will typically be 
pulmonary restriction and a reduction in DLCO. Additionally, 
sarcoidosis can lead to pulmonary vascular disease through two 
mechanisms: (1) primary involvement of the pulmonary vascu-
lature bed and (2) secondary pulmonary hypertension as a re-
sult of parenchymal fibrosis and pulmonary restriction. There-
fore, pulmonary sarcoidosis can also result in out-of-proportion 
reductions in DLCO and morbidity due to pulmonary vascular 
disease. Pulmonary sarcoidosis can also display an obstructive 
ventilatory defect, which is often related to endobronchial in-
volvement of sarcoidosis.

Chest radiographs in sarcoidosis have been characterized by 
the Scadding staging system (Fig. 72.12). This system describes 
five stages of lung parenchymal involvement in sarcoidosis, from 
Stage 0 (absence of pulmonary findings) to Stage IV (pulmonary 
fibrosis without nodal involvement). While the Scadding staging 
system remains a useful tool for prognosis, advances in imaging 
such as HRCT have improved our understanding of lung paren-
chymal involvement in sarcoidosis (Fig. 72.13, A–C).45

Histopathology
The pathologic hallmark of sarcoidosis is the non-caseating 
granuloma (Fig. 72.14).46 Sarcoidosis granulomas are discreet 
and compact, consisting of a central core of epithelioid cells, 
macrophages, and CD4 T cells, with a peripheral localization of 
CD4 and CD8 T cells along with B cells. Multinucleated giant 
cells are scattered throughout the granuloma (see Fig. 72.14). 
Similar to berylliosis, granulomatous inflammation in sarcoid-
osis occurs along the peribronchovascular bundle.

The histologic finding of non-caseating granulomas requires 
a search for other potential causes of granulomatous inflamma-
tion, such as infection (e.g., mycobacteria, fungi, and parasites) 
or foreign material (talc), by meticulous analysis of the tissue us-
ing special stains and cultures. Typically, there is no necrosis in 
the granulomas of sarcoidosis; however, the finding of necrosis 
does not exclude the diagnosis of sarcoidosis. While sarcoidosis 
is a multisystem granulomatous disorder, it is rarely necessary 
to biopsy more than one site, as findings of granulomatous in-
flammation in one affected organ with clinical end-organ dam-
age elsewhere is typically enough to secure the diagnosis in the 
right clinical scenario.

TABLE 72.5 Clinical Manifestations of Sarcoidosis

Organ System (% Involvement) Clinical Features

Pulmonary (90%) Hilar adenopathy, peribronchovascular nodularity, bronchiectasis
Ocular (5%–10%) Anterior and posterior uveitis, optic neuritis, glaucoma, chorioretinitis
Skin (20%–30%) Erythema nodosum, nodules and plaques, lupus pernio
Hepatic (10%) Hepatomegaly, cirrhosis, jaundice
Cardiac (10%–15%) Heart block, arrhythmias, cardiomegaly, sudden death
Nervous system (5%–10%) Cranial neuropathies, mass, meningitis, seizures, obstructing hydrocephalus, small fiber neuropathy
Hematologic (30%–50%) Anemia, lymphopenia, thrombocytopenia, splenomegaly, lymphadenopathy
Joint/muscle (10%–20%) Arthritis, bone cysts, myopathy
Endocrine (<10%)) Hypercalcemia, hypercalciuria, diabetes insipidus, hypopituitarism
Renal (<5%) Renal calculi, nephrocalcinosis, renal failure

FIG. 72.12 Radiographic Staging of Sarcoidosis via the Scadding Stages. Stage 0 is a normal-appearing chest x-ray. Stage 1 has 
hilar lymphadenopathy in the absence of lung parenchymal infiltrates. Stage II has hilar lymphadenopathy as well as pulmonary infil-
trates. Stage III has pulmonary infiltrates alone. Stage IV is notable for pulmonary fibrosis. Fifty percent of patients with sarcoidosis 
present at Stage I, and 75% to 80% of those have spontaneous remission.
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Diagnosis

The diagnosis of sarcoidosis is typically made through a com-
bination of clinical reasoning to exclude other diagnoses com-
bined with radiographic and histologic findings consistent with 
sarcoidosis. While the diagnosis typically requires histopatho-
logic confirmation of granulomatous inflammation, there are 
clinical scenarios where a biopsy may not be necessary. Certain 
clinical syndromes of sarcoidosis, such as Löfgren syndrome 
(e.g., erythema nodosum, arthritis, and bilateral hilar lymphade-
nopathy) or Heerfordt syndrome (uveoparotid fever and facial 
nerve palsy), rarely require a biopsy. With these exceptions, the 
suspected diagnosis of sarcoidosis requires tissue evaluation. In 
most cases, selection of the tissue site for biopsy is guided by 
evidence of end-organ involvement, as well as considerations 
for patient safety and ease of biopsy. [18F]-fluorodeoxyglucose 
positron emission scanning (PET) can detect active sites of 
granulomatous inflammation that can be useful to identify 

alternative sites for biopsy if certain sites are deemed high risk 
(e.g., brain or myocardium). Given the high rate of lung involve-
ment and advances in bronchoscopic biopsy techniques, such 
as endobronchial ultrasound (EBUS) and transbronchial needle 
aspiration (TBNA), the most common method for obtaining 
tissue diagnosis for sarcoidosis is via bronchoscopy. This also 
allows for evaluation of BAL fluid, which can aid in the evalu-
ation of alternative diagnoses (e.g., infection or hypersensitiv-
ity pneumonitis). BAL fluid also allows for evaluation of lym-
phocyte populations from the distal pulmonary compartment, 
which can aid in the diagnosis of sarcoidosis. For instance, a 
high CD4:CD8 ratio (>3.5) is indicative of a CD4 T-cell alveoli-
tis, consistent with sarcoidosis.

Serum biomarkers are not useful in isolation to diagnose 
sarcoidosis. Angiotensin-converting enzyme (ACE) is elevated 
in 40% to 50% of sarcoidosis patients and is mentioned in in-
ternational guidelines as a diagnostic biomarker for sarcoidosis. 
However, it does not have high sensitivity or specificity, and 
many conditions that mimic sarcoidosis also have high ACE 
levels (e.g., tuberculosis, fungal infections, and thyroid disease).

Given the multisystem nature of the disease, other organs 
should be screened after a diagnosis of sarcoidosis is made. 
Screening typically includes pulmonary function testing, elec-
trocardiogram (ECG), screening ophthalmologic exam, com-
prehensive metabolic panel, complete blood count, measure-
ment of vitamin D levels, and a 24-hour urine for calcium 
excretion. In the presence of cardiac symptoms or an abnormal 
ECG, an echocardiogram and Holter monitor should be per-
formed. If abnormalities are detected on the ECG, echocardio-
gram or Holter, cardiac magnetic resonance imaging (MRI), or 
cardiac PET may be indicated to assess for cardiac sarcoidosis. 
Cardiac MRI and PET have greater sensitivity for detecting 
patchy inflammation or scarring. Since endomyocardial biopsy 
has a lower sensitivity for detecting endomyocardial granulo-
mas, the diagnosis of cardiac sarcoidosis hinges on histologic 
confirmation at other sites, along with cardiac imaging studies 
that are consistent with a diagnosis of sarcoidosis.

Treatment and Outcome
Seventy percent of cases with acute sarcoidosis experience spon-
taneous and lasting remission without evidence of persistent 

FIG. 72.13 High-Resolution Computed Tomography (HRCT) Images of Lung Involvement in Sarcoidosis. (A) HRCT showing lob-
ular mosaicism (arrow) with differential air-trapping in a lobule of the lung likely reflecting airways disease from granulomatous inflam-
mation. Tiny nodules are also present throughout the lung parenchyma in a peribronchovascular distribution. (B) HRCT image of the 
lung shows nodules with confluence around right hilar lymphadenopathy. These nodules and the alveolar infiltrate are perilymphatic 
in distribution. (C) HRCT image showing evidence of pulmonary hypertension as depicted by enlarged peripheral pulmonary arteries 
(black arrow), peripheral reticular abnormality (black circle), and areas of traction bronchiolectasis (black square).

FIG. 72.14 Lung Biopsy Showing Non-Caseating Granu-
Lomatous Inflammation (arrow) in a Sarcoidosis Patient. 
The granulomas consist of a tight conglomerate of epitheli-
oid and multinucleated-giant cells encircled by CD4 T and B 
lymphocytes.
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disease activity. Additionally, many cases of sarcoidosis are inci-
dental discoveries in asymptomatic patients. For most cases, 
careful clinical monitoring is sufficient for initial management. 
However, for those patients with symptomatic pulmonary sar-
coidosis or evidence of end-organ damage (progressive pulmo-
nary infiltrates, progressive loss of pulmonary function, devel-
opment of pulmonary arterial hypertension), glucocorticoids 
should be initiated. In many cases of pulmonary sarcoidosis, glu-
cocorticoids alone are enough to lead to remission. However, for 
cases of progressive, chronic sarcoidosis where long-term treat-
ment is required, a steroid-sparing regimen should be initiated.41

Hypersensitivity Pneumonitis
Hypersensitivity pneumonitis (HP) is a non-IgE-mediated 
inflammatory lung disease that results from recurrent exposure 
to any of a wide variety of inhaled antigenic aerosols containing 
organic and possibly infectious matter. Pulmonary involvement 
is typically diffuse and includes predominantly mononuclear 
inflammation of the terminal bronchioles, interstitium, and 
alveoli, with little involvement of the larger airways. Despite 
the term “extrinsic allergic alveolitis,” another commonly used 
name for this disorder, low-grade eosinophilia, is only seen in 
1% to 3% of bronchoalveolar lavage specimens and is not a 
consistent or characteristic feature of disease. Over time, this 
pattern of inflammation leads to destruction of alveoli and to 
irreversible pulmonary fibrosis that may be fatal.

The etiology of HP is frequently idiopathic, but many cases 
can be traced to exposure to organic aerosols that contain ther-
mophilic bacteria (e.g., Saccharopolyspora rectivirgula) com-
monly found in heated water reservoirs such as room humidi-
fiers and hay; filamentous fungi (e.g., Aspergillus spp.); animal 
proteins and fecal matter (e.g., pigeon breeder’s disease); and 
industrial chemicals such as isocyanates. Symptoms includ-
ing chest tightness, chest pain, dyspnea, and fever appear 4 to 
6 hours after exposure. Removal of the offending antigen may 
prevent the progression to chronic, irreversible disease. Other 
than oxygen therapy in the setting of profound hypoxemia, 
there is no defined medical therapy for HP; specifically, there is 
no role for glucocorticoids.

The immunopathogenesis of HP is complex and not well 
understood. During the acute presentation, HP is thought to 
be initiated by an immune-complex-mediated hypersensitiv-
ity (type III), with in situ immune-complex deposition in the 
lung interstitium occurring as a result of the interaction of the 
inhaled antigen and pre-existing IgG antibodies in the alveolar 
spaces. Complement activation occurs and most likely contrib-
utes to the alveolitis and neutrophilia. However, a putative ques-
tion remains as to why many people with precipitating antibod-
ies to putative HP antigens (precipitins) do not develop actual 

parenchymal or symptomatic disease. Therefore, according to a 
two-hit model, antigen exposure associated with genetic or en-
vironmental promoting factors provokes an immunopathologic 
response, mediated by immune complexes in the acute form 
and by Th1 and likely Th17 T cells in subacute/chronic cases.47 
Subsequent disease stages evolve into predominant mononucle-
ar inflammatory infiltrates consisting of lymphocytes, plasma 
cells, and foamy macrophages, followed by granulomas. In ad-
vanced disease, fibrosis replaces the inflammatory infiltrates.

CLINICAL PEARLS
Initial Evaluation of Patients Diagnosed With 
 Sarcoidosis

• Chest radiograph or computed tomography
• Pulmonary function tests (spirometry, lung volumes, and diffusing

capacity)
• Electrocardiogram
• Ophthalmologic evaluation
• Blood work including complete blood count, comprehensive metabolic

profile, and vitamin D
• 24-hour urine for calcium excretion

• Pulmonary involvement:
• Moderate or severe symptomatic pulmonary disease
• Progressive pulmonary disease

• Extrapulmonary involvement:
• Severe ocular, cardiac, hematologic, or central nervous system dis-

ease
• Persistent hypercalcemia
• Posterior or anterior uveitis that is unresponsive to topical cortico-

steroids
• Persistent renal dysfunction
• Disfiguring skin lesions

THERAPEUTIC PRINCIPLES
Indications for Corticosteroids in Sarcoidosis

• Our understanding of the idiopathic interstitial pneumonias and auto-
immune-related interstitial lung diseases has evolved over time. With
increased emphasis being placed on diagnosis due to the implications 
for treatment and prognosis, we are more accurately phenotyping the 
diseases. This has led to a better understanding of genetic associa-
tions and biologic pathways, as well as more accurate identification of 
risk factors for disease development and progression.

• However, there are still many areas in need of further understanding
and research. In the future, determining if risk factor identification and 
modification can lead to primary and/or secondary prevention strate-
gies in the treatment of immunologic lung diseases will be essential.

• Other therapies that target the immune system also need to be more 
carefully studied in diseases outside of idiopathic pulmonary fibrosis,
including sarcoidosis.

ON THE HORIZON

CONCLUSIONS

The immunologic lung diseases comprise a diverse group of 
disorders ranging from idiopathic etiologies to those related to 
an underlying autoimmune condition. There is likely a complex 
interplay between the innate and adaptive arms of the immune 
system and the pro-fibrotic pathways that lead to the develop-
ment of these various disease states. Future work should focus 
on better understanding this relationship and, more importantly, 
translating these findings to the clinical setting. The role of stan-
dard immunosuppressive approaches with the ongoing discovery 
of novel approaches to targeting the immune system, as well as 
novel anti-fibrotic therapies, will need to be determined.
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The large-scale industrial commercialization, advertisement, 
and addictive nature of nicotine led to the increase in smoking 
prevalence in the early to mid-twentieth century. In the follow-
ing decades, after the surge in mass production and consump-
tion of pre-packaged cigarettes, chronic obstructive pulmonary 
disease (COPD) became one of the significant causes of death 
in the world, a devastating legacy that until recently was not 
matched by progress in understanding disease pathophysiology. 
Observational studies of smokers in the 1960s that assessed lung 
function, smoking habits, and acute infection episodes ulti-
mately established the causal link between smoking and COPD.

Historically physicians labeled smokers as “blue bloaters” 
when they presented with chronic cough and increased mu-
cous production, which characterized a clinical manifestation 
consistent with chronic bronchitis. Alternatively, smokers were 
labeled as “pink puffers” when presenting with barreled chest, 
lung hyperinflation, and flat diaphragms consistent with the 
lung hyperinflation of emphysema. However, with the advent of 
comprehensive lung-based immune phenotyping, radiographic, 
and physiological studies, newer insights into smokers’ differ-
ent endotypes beyond the original description of “blue blotters” 
or “pink puffers” have emerged. Indeed, patients with chronic 
bronchitis can present with emphysematous lung changes, and 
harbor autoreactive immune cells, while the inflammatory sig-
nature in those with significant reversible airway obstruction 
can resemble asthmatic inflammation and is known as asthma/
COPD overlap (ACO).1

Although most endotypes of COPD invariably result in poor 
oxygenation and dyspnea on exertion, clinically, they display 
highly variable disease progression from age-appropriate lung 
functional decline to rapid, unrelenting deterioration that leads 
to end-stage COPD and early death. Our current pharmaco-
logical interventions rely heavily on bronchodilation and exac-
erbation prevention, which can provide symptomatic relief but 
fails to reverse the underlying course of pathological changes 
in smokers with COPD. The small airways that offer little re-
sistance in healthy lungs are the primary site of obstruction to 
airflow, as evidenced by post mortem examination of emphy-
sematous lungs. Thereby the term “small airway disease” was 
introduced because smoking affected both the smaller bronchi, 
defined by the presence of cartilage in their walls, and the bron-
chioles. Some of the initial descriptions of COPD were limited 
to the location and patterns of cigarette-smoke-induced lung 
damage. However, newer advancements (e.g., imaging, molecu-
lar genetics, animal models, etc.) have provided a clearer picture 
of the pathophysiology of smoking-induced lung diseases, some 
of which will be highlighted in this chapter.

CHRONIC OBSTRUCTIVE PULMONARY DISEASE 
DEFINITION AND EPIDEMIOLOGY
The umbrella term COPD is defined by the Global Initiative for 
Obstructive Lung Disease (GOLD) as a “common, preventable 
and treatable disease, characterized by persistent respiratory 
symptoms and airflow limitation that is due to airway and/or 
alveolar abnormalities usually caused by significant exposure to 
noxious particles or gases”.2 Currently, nearly 10% of the popu-
lation older than 40 years (11.8% for men and 8.5% for women) 
are estimated to have COPD.3 COPD is one of the few chronic 
diseases where the incidence continues to rise, with the esti-
mated worldwide prevalence increasing over the last 30 years.4

The increases in global morbidity and mortality are largely at-
tributable to some of the most populous countries in the world 
(e.g., China, India, Indonesia, etc.), where greater than 50% of 
men smoke or are exposed to high-level particulate air pollu-
tion, complicated by recurrent respiratory infections.2 Epide-
miological studies on the prevalence and morbidity of COPD 
suggest that the disease burden is underestimated because of 
underdiagnosis, and smokers often do not seek medical help 
until the disease is moderately advanced. COPD poses a sub-
stantial economic burden on healthcare services globally due to 
a large number of affected individuals and the lack of disease-
modifying therapies.

Clinical Presentation of Chronic Obstructive 
Pulmonary Disease
Patients with COPD experience three cardinal symptoms: (1) 
dyspnea at rest or upon physical activity, (2) increased sputum 
production, and (3) chronic cough. Clinically, the gold standard 
for diagnosing COPD is the detection of airflow obstruction 
using spirometry. The GOLD recommendations define airflow 
obstruction as a post-bronchodilator forced expiratory volume 
in 1 second (FEV1) ratio over forced vital capacity (FVC) of less 
than 0.7.2 Following a diagnosis, the severity of COPD is further 
categorized by the extent of FEV1 airflow limitation (Table 73.1)

Patients with a more severe type of disease often experience 
exacerbations, defined as a sustained worsening of respiratory 
condition, from their stable state and beyond normal day-to-day 
variations. Exacerbations are thought to be primarily triggered 
by respiratory viral infections, but bacterial or fungal infections 
and environmental factors may also initiate these events to a 
lesser degree.2 These events are acute in onset and may warrant 
additional treatment or hospitalization in patients with under-
lying COPD. Longitudinal data have shown that exacerbation 
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rates in the first year of follow-up are 0.85 per person for pa-
tients with GOLD-2, 1.34 for patients with GOLD-3, and 2.00 
for patients with GOLD-4.5 Thus, the COPD recommendations 
have been revised to combine COPD assessment tools incorpo-
rating spirometry, with patient-reported outcomes/symptoms 
and exacerbation rates.

A revised grading system has been used to identify COPD 
patients in four distinct classes ranging from A to D (https://
goldcopd.org). In addition to using post-bronchodilator FEV1 
measurements, this more comprehensive approach adds the im-
pact of clinical symptoms using the modified Medical Research 
Council (mMRC) dyspnea scale and the COPD Assessment 
Test (CAT). The final additional stratification uses the number 
of COPD exacerbations in the previous 12 months. One signifi-
cant advancement of the newer system is that the A-D grading 
factors in features related to clinical presentations in smokers, 
where measurement of FEV1 alone may not account for dis-
ease severity or prediction of the therapeutic needs of COPD 
subtypes (Table 73.2).6 This more comprehensive classification 
scheme allows for more reliable predictions as to COPD severity.

CHRONIC OBSTRUCTIVE PULMONARY DISEASE 
CLINICAL SUBPHENOTYPES

Chronic Bronchitis

Chronic bronchitis is defined as persistent cough with sputum 
production for at least three months over two consecutive years. 
Increased mucus production and secretion are attributed to 
mucous gland hypertrophy and bronchial epithelial goblet cell 
metaplasia. The Reid Index has historically been used to quan-
tify the thickness of the mucous glands with airway wall thick-
ness. Chronic bronchitis is associated with inflammation within 
the central airways (defined as larger than 4 mm in internal di-
ameter), transformation into the mucus-producing glands, and 
thickening of the bronchial wall associated with extracellular 
matrix deposition. While most smokers will develop chronic 
bronchitis during their lifetime, the presence of chronic bron-
chitis alone does not predict the development or progression 
of airflow limitation. These observations suggest that the cough 

and sputum production that characterize chronic bronchitis 
can occur in parallel or independently of the disease process 
responsible for airflow obstruction in COPD patients.

Emphysema
Emphysema is characterized by abnormal enlargement of air-
spaces distal to the terminal bronchioles accompanied by the 
destruction of their walls and without obvious fibrosis. A more 
quantitative clinical noninvasive thoracic CT imaging has been 
used to validate radiographic correlations with regional lung 
function and to quantify emphysema (<−950 Hounsfield Units 
(HU). However, the spatial resolution of clinical CT scans, 800 
to 1000 µm, does not permit analysis of the smallest conducting 
airways or parenchymal structures. MicroCT has been used to 
image tissue samples from explanted lungs from patients with 
very severe (GOLD-4) COPD and provided the first evidence 
that terminal bronchioles are destroyed in end-stage COPD, 
even in regions of the lung with no emphysema. Koo et al.7

demonstrated that terminal and first-generation respiratory 
(e.g., transitional) airways and bronchioles are lost in lung tis-
sue in which no emphysematous destruction is present. These 
findings indicate that small airways disease could represent an 
early pathological feature of mild and moderate COPD and that 
lung destruction may occur in stages. Three distinct histopatho-
logical forms of emphysema have been described based on the 
location of lung parenchymal loss compared to normal lung 
(Fig. 73.1A):
1. Centrilobular emphysema (CLE) is the most common form 

of emphysema primarily associated with cigarette smoking. 
CLE often develops first in the upper lobes and/or the supe-
rior segment of the lower lobes of the lung. As the disease 
progresses, it can be radiologically detected throughout the 
lung. CLE is characterized by enlargement of the centriaci-
nar space, occurring in the proximal respiratory bronchioles, 
often leaving the alveolar ducts and sacs intact (Fig. 73.1B). 
MicroCT-based research studies that measure emphysema 
are only performed using human lung cadaveric tissue.

2. Panlobular emphysema (PLE) primarily occurs in smokers 
with α1-antitrypsin (A1AT) deficiency. Abnormal A1AT 
or complete lack of expression fails to counteract or inhibit 
neutrophil elastase, leading to widespread destruction of the 
connective tissue network, including elastin fibers. As illus-
trated in Fig. 73.1C, PLE is characterized by uniform dila-
tion of the airspaces from the respiratory bronchioles to the 
alveoli, resulting in homogeneous destruction of the second-
ary lobules (acini).

3. Paraseptal emphysema (PSE) can present alongside lung fi-
brosis and can coexist with the other subtypes of emphysema. 
As shown in Fig. 73.1D, PSE is characterized by enlargement 
of the airspace at the periphery of the acini. Large parasep-
tal lesions or bullae favor a sub-pleural site of formation, 
whereas milder changes are often observed deeper within the 
lungs adjacent to the connective tissue septae. Patients with 

TABLE 73.1 The GOLD Classifications for 
the Severity of Airflow Limitation in COPD

Classification of Severity of Airflow Limitation in COPD

GOLD Stages COPD Severity
FEV1 (% of 
predicted)

GOLD-1 Mild limitation ≥80%
GOLD-2 Moderate limitation 50–79
GOLD-3 Severe limitation 30–49
GOLD-4 Very severe limitation <30

TABLE 73.2 ABCD Criteria for the Severity of COPD

Classifications Exacerbation History mMRC/CAT score Risk/Symptoms

A <1 or no hospitalization 0–1/CAT<10 Low risk, fewer symptoms
B <1 or no hospitalization >2/CAT>10 Low risk, more symptoms
C >2 or >1 hospitalization 0–1/CAT<10 High risk, fewer symptoms
D >2 or >1 hospitalization >2/CAT>10 High risk, more symptoms

https://goldcopd.org
https://goldcopd.org
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paraseptal emphysema are typically asymptomatic, but the 
condition is associated with spontaneous pneumothoraces in 
young adults.

Chronic Bronchitis with Emphysema Features
Histological studies of explanted COPD lung tissue and airway 
biopsies have shown that airway remodeling and emphysema 
can occur in the large airways and lung parenchyma. Airway 
remodeling is the term used to describe structural changes 
within airway walls caused by inhalational injury followed by 
induction of chronic inflammation. Small airways show an ac-
cumulation of mucus in the lumen, which contributes to lumi-
nal obstruction. Mucus exudates may be caused by aspiration 
of mucus from the larger proximal bronchi or by secretion of 
mucins by goblet cells in the small airway epithelium itself. In-
flammatory cells are recruited from the circulation to the small 
airways and accumulate within the airway walls and appear in 
inflammatory exudates within the lumen. Furthermore, with 
increasing disease severity, there are increased numbers of 
lymphoid aggregates that contain follicles9 in the airway wall 
and scattered throughout the parenchyma, indicating activa-
tion of the adaptive immune system, which underlies lung de-
struction.10 Each of the aforementioned pathological features 
shown in small airways has been consistently found in many 
studies and is associated with the severity of airflow obstruc-
tion in COPD.

Clinical Aspects and Diagnosis of Chronic Obstructive 
Pulmonary Disease
COPD is a highly heterogeneous disease; therefore, lung dis-
ease in patients may not be completely captured by the original 
GOLD classification or the revised ABCD description. These 
shortcomings in identifying COPD patients’ specific charac-
teristics have contributed to the failure to capture meaningful 
outcomes in multiple clinical trials. For example, it has become 
more evident, although not widely accepted, that a more pre-
cise measurement of lung parenchymal abnormality should 
include CT scanning, which can provide an exact location and 
quantification of lung parenchymal destruction in smokers.11 A 
clear definition of the lung (airways and parenchyma) chang-
es with or without symptoms is necessary to provide a better 
COPD characterization in smokers. Specifically, a chest CT can 
distinguish smokers who have airway disease (AD), parenchy-
mal destruction (emphysema), or a combination of the two. 
Importantly, nearly 20% of patients with normal lung function 
tests (e.g., FEV1 or FVC that are used for spirometric criteria in 
COPD diagnosis) have emphysema based on chest CT scan.12 
These findings indicate that physiological lung measurements in 
COPD diagnosis are insufficient for detecting smoke-induced 
lung pathologies. Indeed, careful examination of immune cells 
in the lungs has confirmed that the pathobiology of emphysema 
and airway disease are distinct and represent different patho-
genic processes.

Obstructive and Emphysema Phenotypes
Proper identification of patients with the obstructive pheno-
type (e.g., a predominance of AD) is clinically relevant because 
patients with severe emphysema have more exacerbations and 

A

B

C

D

FIG. 73.1 Frozen Lung Slices and microCT Images Illustrat-
ing the Subtypes of Emphysema. (A) Normal appearance of 
parenchyma in the control lung slice and the microCT image 
shows a terminal bronchiole (white arrow) connected to re-
spiratory bronchioles (green arrow) and intact, normal alveoli. 
(B) Advanced centrilobular destruction in the lung slice (white 
arrows) and microCT scan showing narrowing of the termi-
nal bronchiole (yellow arrow), dilation, and destruction of the 
proximal respiratory bronchioles (green arrow), with sparing 
of the alveoli adjacent to the septa (blue arrow). (C) Contrast-
ingly, panlobular emphysema shows relatively mild destruction 
on the gross specimen, and the microCT scan shows uniform 
destruction of the alveoli proceeding up to the lobular septa 
(blue arrow). The terminal (white arrow) and respiratory (green 
arrow) bronchioles appear normal. (D) paraseptal emphysema 
shows characteristic lesions (arrowheads) beneath the pleural 
surface in the lung slice. The microCT scan shows alveoli adja-
cent to the lobular septa are dilated and destroyed (blue arrow), 
with preservation of the center lobule. The terminal (white ar-
row) and respiratory (green arrow) bronchiole appear normal. 
Fig. 73.1 is reproduced from a statement from the Fleischner 
society Lynch et al., 2015.8
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specific pattern(s) of radiographic findings has been conclusive 
in the diagnosis of ACO.

Early Chronic Obstructive Pulmonary Disease
The diagnosis of “Early COPD” has been used to indicate the age 
of COPD onset in smokers who present with airway obstruc-
tion and are younger than 50 years of age.17 This clinical distinc-
tion is different from detecting mild COPD in older individuals 
who may or may not have a progressive disease. Chronic lung 
conditions in young adults may begin due to prenatal or peri-
natal factors such as premature birth and bronchopulmonary 
dysplasia, or postnatal factors (e.g., environmental exposures, 
maternal smoke, childhood infections), which can cause per-
sistent airflow limitation. However, little is known about those 
who develop COPD in their early adulthood because COPD is 
most often associated with smokers past the sixth or seventh 
decade of life. Thus, there is a critical need for improved distinc-
tion between the various phenotypes and pathophysiological 
mechanisms that begin in childhood and often lead to chronic 
airflow limitation and early diagnosis of COPD. In clinical prac-
tice, physicians rely heavily on pulmonary function tests, even 
though these are global measures that are not sensitive enough 
to detect an early obstruction and/or minor changes over time. 
The combination of proton MRI with hyperpolarized-gas mag-
netic resonance imaging (MRI) is a noninvasive imaging mo-
dality that provides multi-faceted structural and functional in-
formation, maps of gross parenchymal abnormalities, regional 
ventilation, alveolar-airspace size, and gas exchange abnormali-
ties (129Xe MRI). These techniques could provide a useful and 
safe tool to follow patients with pulmonary childhood diseases 
longitudinally who have a predisposition to developing fixed 
airflow limitation.18

Immunological Mechanisms of Chronic Obstructive 
Pulmonary Disease
Chronic inflammation is a central and well-recognized feature 
of the underlying lung disease pathogenesis in COPD.2 Some 
of the initial studies that explored lung inflammation used im-
munohistochemistry (IHC) in biopsies or resected lung tissue 
to identify immune cell profiles in the lungs of COPD patients. 
The cross-sectional IHC-based examination of the lung inflam-
mation in different stages of COPD captures one time-point in 
the disease pathogenesis; however, the progressive nature of 
COPD does not follow an exact temporal sequence marching 
from GOLD stage 1 to 4. Thus, the lack of longitudinal human 
lung tissue sampling makes it less clear whether the develop-
ment of progressive disease is associated with innate immune 
responses that precede adaptive immune responses. Similarly, it 
is unclear whether small airway disease precedes emphysema-
tous changes in COPD. Cigarette smoke can induce epigenetic 
reprogramming, remodeling, and hyperplasia of airway basal 
cells, the stem/progenitor cells that are central to pulmonary 
host defense, even in the absence of inflammatory cell infil-
tration.19 Small airway epithelium basal/progenitor cells from 
smokers, with and without COPD, are limited in their ability to 
regenerate a fully differentiated epithelium and present abnor-
malities in airway epithelial junction formation. These findings 
support the hypothesis that decreased self-renewing cells and 
airway basal progenitor cells may relate to reduced lung func-
tion in smokers.

are more likely to be hospitalized and die within three years as 
compared to patients with predominant AD.13 Furthermore, 
from a clinical standpoint, patients with emphysema, compared 
with patients with AD, have an accelerated loss of lung function 
and enhanced loss of tissue mass in several other body compart-
ments and show higher mortality than patients without emphy-
sema.14 In clinical practice, both visual and quantitative CT scans 
have become instrumental in the diagnosis and management of 
patients with COPD. Quantitative CT provides useful informa-
tion regarding emphysema, airways, and air trapping and pro-
vides a means of objectively characterizing and following these 
pathologic processes. CT has been instrumental in showing that 
small airways disease/loss is evident even in low COPD stages 
(GOLD 1-2) and correlates with disease progression. Although 
microCT can measure the extent of emphysema in human lung 
tissue, it is exclusively used for research. However, other radio-
graphic images, such as a high-resolution CT scan (HRCT), 
allow an in-depth assessment of emphysema and air trapping 
subphenotypes in COPD patients. In two large cohorts, (COP-
Dgene (www.copdgene.org) and SPIROMICS (www.spiromics.
org), HRCT scans were used to differentiate COPD subphe-
notypes. Four main subphenotypes that have emerged using   
radiographic studies of two large COPD cohorts are:
1. Chronic airflow obstruction defined by a low post-

bronchodilator FEV1/FVC
2. HRCT-defined emphysema (low attenuation at total lung 

capacity)
3. Hyperinflation or gas trapping on HRCT, defined as low 

attenuation of the lungs at low lung volume (functional 
residual capacity)

4. Airway inflammation/disease (bronchial wall thickening on 
HRCT; bronchiectasis).
Thus, the HRCT scan can provide more in-depth phenotyp-

ing of the lungs in patients with COPD. However, a comparison 
of chronic airflow obstruction versus emphysema showed strik-
ing disagreement between spirometric and HRCT-defined em-
physema (regardless of disease severity),15 further highlighting 
the insensitive nature of some of the commonly used diagnostic 
tools in COPD. HRCT scan is associated with high costs, ra-
diation exposure, and a high incidence of false-positive findings 
(e.g., indeterminant pulmonary nodules). However, low-dose 
CT (LDC) scans could provide accurate information about lung 
parenchyma disease and will undoubtedly become the first-line 
choice in phenotyping emphysema in COPD patients.

Asthma-Chronic Obstructive Pulmonary Disease Overlap
Asthma-COPD overlap (ACO) in former or active smokers is 
defined by persistent airflow limitation with several clinical fea-
tures usually associated with asthma (e.g., reversible obstruc-
tive airway disease) and those associated with COPD (chronic 
productive cough).16 However, whether or not it represents a 
distinct clinical entity per se is still debated. A consensus state-
ment on the clinical definition of ACO includes the following 
six criteria:
1. Three major (persistent airflow limitation, tobacco smoking, 

and previous asthma or reversibility >400 mL FEV1), and,
2. Three minor (history of atopy or rhinitis, at least two positive 

bronchodilator tests, and ≥300 blood eosinophils per μL).
CT shows a higher emphysema index and a more significant 

upper-zone-predominant distribution of emphysema in pa-
tients with ACO than non-smokers with asthma. However, no 

http://www.copdgene.org
http://www.spiromics.org
http://www.spiromics.org
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Little is known about the initial steps in the activation and 
recruitment of the innate and adaptive immune cells in COPD. 
It was initially postulated that innate immune inflammation 
drives the mild stages of COPD, whereas, in more advanced 
COPD, adaptive T and B cell responses become predominant. 
However, the recruitment of innate and adaptive immune re-
sponses might not be sequential. Specifically, cigarette smoke 
triggers pattern recognition receptors to release “danger sig-
nals” that act as ligands to Toll-like receptors, triggering the 
production of host-derived damage-associated molecular pat-
terns (DAMPs) and cytokines and activating innate immune 
cells such as epithelial cells and macrophages. Levels of sev-
eral DAMPs, including S100 proteins, defensins, and high-
mobility group box-1 (HMGB1), are increased in extracellular 
lung fluids of COPD patients. Macrophages that are initially 
recruited into the lungs of smokers have dysregulated capacity 
to secrete proinflammatory mediators and proteases. However, 
they can induce oxidative stress, engulf microbes and apop-
totic cells, and express surface and intracellular markers. Lung 
dendritic cell (DC) subsets have also emerged as critical me-
diators in both pathological processes from the earliest to the 
later stages of COPD pathogenesis. Specifically, there is strong 
emerging evidence that a subset of smokers develops autoim-
mune inflammation that is linked to the loss of tolerance to 
self and is driven in part by the activation of CD1a+ lung DCs. 
Emphysema, a major COPD subphenotype, is characterized by 
specific innate and adaptive immune profiles and is described 
below.

Evidence for Autoimmunity in Emphysema
Recent basic and translational studies have highlighted that the 
immunopathogenic hallmarks of emphysema are very distinct 
from AD. Similarly, network analysis of lung transcriptomics 
distinguished bronchiolitis and emphysema based on distinct 
molecular signatures, independent of airflow limitation severity. 
The pathobiology of emphysema in humans is associated with 
the activation of adaptive immunity, whereby antigen-specific 
CD4, CD8 T cells, and B cells have been identified. Studies us-
ing human lung tissue have identified extramedullary lymphoid 
follicle formation around the airways of active or former smok-
ers characterized by the presence of autoreactive immune cells 
such as T-helper type 1 (Th1) expressing IFNγ, and Th17 cells 
expressing IL-17A, that correlate with emphysema severity. Spe-
cifically, emphysematous lung harbors antigen-specific Th1 and 
Th17 cells that secrete cytokines and chemokines, which further 
enhance the release of matrix metalloproteinases as compared 
to smokers without emphysema.

In preclinical models of cigarette smoke-induced emphyse-
ma, IL-17A, IFNγ expressing CD4 T cells (Th17 and Th1 respec-
tively), and IFNγ expressing CD8 T cells are increased in the 
lungs. Preclinical studies of emphysema have shown that Th17 
cells are partially responsible for the persistence of lung inflam-
mation, as IL-17A signaling can induce and stabilize the tran-
scripts of downstream chemokines, and mice lacking IL-17A 
are protected against emphysema development. Both IL-17 and 
IFNγ can induce proteolytic enzyme release from macrophages 
and neutrophils. CD1a+ conventional dendritic cells (cDCs) are 
the primary lung antigen-presenting cells that induce Th17 cell 
differentiation through the action of a secreted cytokine, osteo-
pontin (Spp1). To further support a role for adaptive immunity 
in the pathogenesis of emphysema, mice lacking IL17A or its 

receptor are highly protected from cigarette smoke-induced 
emphysema, and Spp1 knockout mice manifest attenuated em-
physema. These studies suggest redundant IL-17A induction 
pathways that include osteopontin but expand to other possible 
proinflammatory mediators. In contrast to the induction of pro-
inflammatory mediators, a reduction in anti-inflammatory fac-
tors such as peroxisome proliferator-activated receptor gamma 
(PPARG/Pparg) and C1Q in lung innate immune cells (DCs, 
and macrophages) in humans and mice exposed to chronic 
smoke have been reported. In a preclinical therapeutic model 
of emphysema, exogenous restoration of Pparg or C1Q resulted 
in the attenuation of lung inflammation and emphysema. These 
studies provide hope that emphysema could become a treat-
able disease in the future by targeting specific proinflammatory 
pathways.20

Evidence for Type 2 Inflammation in Asthma Chronic 
Obstructive Pulmonary Disease Overlap
Increased sputum eosinophils are present in both the stable and 
exacerbation phase of patients with COPD, implying the poten-
tial role of eosinophils in the pathogenesis of COPD. Eosino-
philia is generally defined as greater or equal to 2% eosinophils 
in either blood or sputum or an absolute blood eosinophil count 
of 0.34 × 109 cells per liter. A subset of COPD patients present 
greater than 2% blood eosinophil count, which has been called 
“high eosinophil-COPD.” Consistently in asthma and COPD, 
sputum eosinophilia is associated with an excellent response to 
corticosteroid therapy and strategies aimed to normalize spu-
tum eosinophils to reduce exacerbation frequency and sever-
ity. Thus, the new GOLD guidelines in COPD suggest that high 
blood eosinophil counts (≥300 eosinophils/μL) could be used 
to identify patients with a greater likelihood of a beneficial re-
sponse to inhaled corticosteroids (ICS). Eosinophil inflamma-
tion might be a common mechanism underlying the pathogen-
esis of ACO. However, eosinophils are recruited in the airway 
and play a key role in eradicating fungi,21 further highlighting 
the need to identify mucosal fungal colonization in the airways 
of patients with ACO. Future studies are needed to clarify our 
understanding of fungal infections, eosinophil recruitment to 
the airway, and the consequence of eosinophil infiltrate to de-
velop new therapies for ACO.22

Therapy
Evidence-based clinical guidelines for the diagnosis and man-
agement of COPD are now widely available. However, several 
studies on COPD have demonstrated that clinical practice may 
deviate significantly from guideline recommendations. The 
most recent clinical trials and longitudinal studies have repeat-
edly shown that current treatments for COPD (inhaled bron-
chodilators and steroids) can only relieve symptoms and reduce 
the frequency of exacerbations but do not improve disease 
outcomes over time.23 Therefore, over 3 million COPD-related 
deaths occur per year worldwide.24 To date, progress has been 
hampered by the heterogeneity of disease mechanisms and phe-
notypic expression. Perhaps more importantly, the presence 
of spirometrically detected airflow obstruction is not sensitive 
enough to detect early abnormalities in lung health or capture 
the endotypes and phenotypic heterogeneity of smoking-related 
lung disease.
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Several important lifestyle changes are appropriate for all pa-
tients with COPD, including smoking cessation, avoidance of 
environmental pollutants, physical rehabilitation, vaccination 
against respiratory infections, and education about medication 
usage and inhaler technique. Smoking cessation can achieve a 
reduction in terms of all-cause mortality, even if those inter-
ventions are successful only in a minority of patients. Similarly, 
pulmonary rehabilitation that includes exercise, promotion of 
healthy behaviors, education, adherence to medication, and 
psychological support, has been shown to improve life quality, 
decrease dyspnea, decrease health care utilization and eventu-
ally reduce hospitalization and mortality of COPD.

The pharmacologic COPD treatment recommended by the 
current GOLD guidelines is mainly based on the symptoms and 
exacerbation risk summarized in Table 73.3.

Abbreviations: Eos: blood eosinophil count in cells per mi-
croliter; LABA: long-acting beta-agonists; LAMA: long-acting 
muscarinic antagonists; ICS: inhaled corticosteroids; mMRC: 
modified Medical Research Council dyspnea questionnaire; 
CAT™: COPD Assessment Test™.

In the 21st century, clinical management of COPD is moving 
towards precision-based medicine and individualized treatment 
approaches that incorporate multiple relevant imaging and 
physiological approaches to endotype patients. COPD is most 
often diagnosed when smokers present with shortness of breath, 
and changes in lung function are highly variable, thus limiting 
the success of most randomized phase two and three clinical tri-
als. Therefore, future studies are needed to better classify young 
adults based on their underlying airway, emphysematous, and 
gas-exchange abnormalities identified with sensitive non-inva-
sive technologies, such as lung MRI, and to establish earlier and 
patient-tailored therapies that could prevent progression and 
help alleviate the burden of COPD. There are exciting new goals 
to initiate global and multidisciplinary COPD commissions to 
drive new strategies for the prevention, detection, assessment, 
and treatment of COPD.

TABLE 73.3 The GOLD Guidelines for 
Pharmacologic COPD Treatment

Abbreviations: Eos: blood eosinophil count in cells per microliter; LABA: 
long-acting beta-agonists; LAMA: long-acting muscarinic antagonists; 
ICS: inhaled corticosteroids; mMRC: modified Medical Research Council 
dyspnea questionnaire; CAT™: COPD Assessment Test™

KEY CONCEPTS
Immunopathogenesis of COPD

• Airway disease is characterized by (1) infiltration of innate and adaptive 
immune cells, and in particular neutrophils, monocytes/macrophages, 
and CD4, and CD8 T lymphocytes; (2) airway wall thickening, epithelial 
metaplasia, goblet cell hypertrophy, and smooth muscle hyperplasia 
of the walls of airways that are less than 2 mm in diameter (small 
airways)

• Emphysema is characterized by (1) an imbalance between protease 
and antiprotease activity due to chronic inflammation that can pro-
mote oxidative stress; and (2) activation of the innate (monocytes/
macrophages, CD1a+ DCs), and increase in adaptive immune (CD4, 
CD8 T, and B lymphocytes) with autoimmune features such as elastin-
specific CD4 T cells, and size of B-cell-rich lymphoid follicles, and in 
circulating and pulmonary B-cell-secreting autoantibodies.

• Abnormal alveolarization during lung development in early life due to 
maternal smoking, prematurity, chronic infection, or genetic factors 
(e.g., A1AT) contributing to the lifetime burden of emphysema (Early 
COPD)

• Environmental factors. Inhalation of environmental pollution resulting 
from incomplete combustion of organic matter (indoor cooking with 
biomass fuel, industrial factory air pollution, carbon black, etc.) can 
promote chronic lung inflammation and emphysema. 

ON THE HORIZON
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A broad overview of ocular inflammatory diseases, a highly diverse 
group of diseases of clinical and research importance, is presented 
in this chapter. Diagnoses that fall into this category are commonly 
grouped in terms of location of the primary site of inflammation 
in the eye: for example, the uvea or sclera. However, categorizing 
by location is heterogeneous in terms of causative etiology and 
immune pathophysiology. This chapter presents select common, 
clinically relevant, or scientifically interesting inflammatory dis-
eases of the eye by anatomic location of inflammation and caus-
ative etiology where known. Some main topics of interest include 
the heterogeneous types of uveitis, neuro-ophthalmic immune-
mediated diseases, paraneoplastic syndromes, ocular allergy, and 
issues in corneal transplant and transplant rejection. Absent from 
this chapter are topics such as orbital inflammatory diseases or im-
munologic factors in age-related macular degeneration (AMD). 
Several cutting-edge topics of active research interest, including 
the role of commensal microbiota in ocular immunology, cancer 
immunotherapy–associated ocular complications, and gene thera-
py, are briefly discussed.

THE OCULAR IMMUNE SYSTEM
The innate immune system of the eye includes the mechanical 
barriers of the eyelids, lashes, tears, and epithelium. The tear film 
has extensive antimicrobial properties, and contains secreted im-
munoglobulin A (IgA), lysozymes, lactoferrin, and peroxidases 
that protect the ocular surface in the absence of immune sensi-
tization.1 Additionally, dendritic cells (DCs) and resident mac-
rophages in the conjunctiva and cornea produce antimicrobial 
substances, inflammatory cytokines, and chemokines, and act as 
antigen-presenting cells (APCs) of the eye. Mucosal-associated 
lymphoid tissue (MALT) associated with the conjunctiva and lac-
rimal glands are the primary locations of acquired sensitization. 
T cells outnumber B cells on the ocular surface, most of which 
are CD8 T cells in the conjunctiva, although immunoglobulin-
producing B cells have been identified adjacent to lacrimal gland 
epithelia and contribute to the IgA component of tears.

Immune Privilege
The eye has a unique relationship with the immune system, and is 
one of few organs protected by immune privilege.2 Immune privi-
lege was originally defined as sites in the body where foreign tis-
sue grafts can survive for extended periods of time without acute 
rejection, and is thought to be an evolutionary adaptation to pro-
tect indispensable tissues that have limited regeneration capacity.2 
The retina is of true central nervous system (CNS) origin and is 
protected by a tight blood-retina barrier, similar to that of the 
brain. Immune privilege of other ocular tissues is mediated by mul-
tiple anatomic, physiologic, and immunoregulatory mechanisms. 

Soluble immunosuppressive factors in the aqueous humor in-
cluding transforming growth factor-β (TGF-β),  neuropeptides 
such as α-melanocyte-stimulating hormone (α-MSH), vasoactive 
intestinal peptide (VIP), and  others, and expression of immuno-
modulatory ligands including CD95L, TGF-β, and complement 
regulatory proteins contribute to ocular immune privilege.3,4 Other 
unique mechanisms include low major histocompatibility complex 
(MHC) class I expression on the corneal endothelium, uvea, retinal 
pigment epithelium (RPE), and neural retina, peripheral tolerance 
of eye-derived antigens, and direct inhibition of T cells and prefer-
ential induction of T-regulatory (Treg) cells through both soluble 
and contact dependent  mechanisms with ocular resident cells, in-
cluding  retinal glial Müller cells.5

The eye also employs mechanisms to actively suppress the sys-
temic immune system response to an antigen introduced into the 
eye, known as anterior chamber–associated immune deviation 
(ACAID).6 In animal models, antigens injected into the aqueous 
humor without any accompanying danger signal are taken up by 
APCs of the iris and ciliary body, which enter the venous circula-
tion, bypassing the traditional lymphatic drainage. These APCs 
migrate through the bloodstream and can induce the formation 
of immunomodulatory suppressor cells in the thymus and spleen, 
including CD4 or CD8 Treg cells, marginal zone regulatory B 
cells, γδ Tregs, and invariant natural killer T cells (iNKT), which 
result in antigen-specific immune deviation.6

The eye uniquely has multiple complex layers of immune 
protection. However, one consequence of immune privilege is 
that the same mechanisms that protect the eye from immune 
activation may paradoxically leave the eye vulnerable to autoim-
mune diseases by preventing induction of peripheral  tolerance.

Tolerance
Central tolerance occurs during T-cell development in the thymus 
where T cells are exposed to a wide cohort of self-antigens under 
control of the autoimmune regulator (AIRE) AIRE transcription 
factor.7 T cells with high affinity for autoantigens undergo negative 
selection and apoptotic cell death. T cells with intermediate affin-
ity for self-antigens may be converted to natural Treg cells to pro-
mote self-tolerance. Retinal antigens are expressed in the thymus 
under AIRE transcription factor control and there is detectable 
elimination of retina-specific T cells during negative selection in 
the thymus.7 Thymic expression of ocular-specific genes is vari-
able among individuals, and this variability may correlate with 
susceptibility to autoimmune uveitis and other ocular diseases. 
Additionally, the process of central tolerance alone is not sufficient 
to eliminate all autoreactive T cells.

Self-reactive T cells are further regulated in the process of pe-
ripheral tolerance, in which exposure to the cognate antigen in 
the absence of costimulatory signals, results in T-cell anergy or 
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conversion to induced Treg cells. Peripheral tolerance of ocular 
antigens is inefficient, as tissues of the eye are sequestered behind 
a blood ocular barrier with limited accessibility of unique ocular 
antigens. T cells that have escaped  negative selection in the thy-
mus persist in the periphery in a potentially autoreactive state due 
to inefficient peripheral  tolerance  mechanisms.7

INFLAMMATORY DISEASES OF THE EYE
The highly vascular nature of the uvea and prominent num-
bers of resident immune cells, including resident tissue mac-
rophages, DCs, and mast cells, increases the propensity for 
immunologic disease when privilege is broken. As shown in 
experimental models of uveitis, privilege can be broken by even 
small numbers of activated effector T cells,8 suggesting that the 
balance is very fine and can be easily tipped, leading to develop-
ment of ocular inflammatory diseases.

Many systemic autoimmune diseases such as rheumatoid ar-
thritis, sarcoidosis, inflammatory bowel disease, and systemic 
lupus erythematosus (SLE) develop ocular inflammatory mani-
festations. A wide variety of ocular involvement and clinical pre-
sentations may be seen, including uveitis, scleritis, conjunctivitis, 
or keratitis.9 Ocular symptoms may also be the initial presentation 
of systemic autoimmune diseases, requiring physicians to have a 
high index of suspicion to make appropriate and timely diagnoses.

Inflammatory diseases can be loosely divided into primarily 
antibody-dependent or primarily cell-mediated etiologies, with 
most ocular diseases having contributions from both. Allergic 
conjunctivitis, atopic keratoconjunctivitis, vernal keratocon-
junctivitis (VKC), and uveitis or scleritis associated with the 
joint diseases rheumatoid arthritis, juvenile idiopathic arthritis 
(JIA), and reactive arthritis, are believed to be predominantly 
driven by antibody-mediated mechanisms. Uveitis associated 
with sarcoidosis, Behçet disease, Vogt-Koyanagi-Harada (VKH) 
disease, and sympathetic ophthalmia are largely believed to be 
secondary to cell mediated immunity.10 The balance between 
humoral and cellular immunity in these ocular inflammatory 
diseases frequently directs available treatment options.

Human leukocyte antigen (HLA) associations have been 
identified for a number of ocular inflammatory conditions. 
HLA-A29 carries a relative risk of 50, the highest HLA-related 
correlation, for developing birdshot chorioretinopathy, a form 
of uveitis.11 Other associations include HLA-B27 with acute 
anterior uveitis and HLA-B51 with Behçet disease, among oth-
ers.12 It is commonly suggested that HLA expression in these 
diseases may confer a genetic susceptibility that requires addi-
tional insults, such as infection or environmental exposure, in 
order to result in clinical disease. HLA molecules may uniquely 
present disease-inducing peptides, facilitate molecular mimicry 
of endogenous peptides by infectious pathogens, or preferen-
tially select disease-inducing subsets of T cells, among other 
proposed etiologic mechanisms (Table 74.1).12

UVEITIS AND INTRAOCULAR IMMUNE-MEDIATED 
INFLAMMATION
The uvea is a highly vascularized, middle layer of the eye com-
posed of the iris, ciliary body, and choroid. Uveitis encompasses 
a spectrum of diseases resulting in inflammation of the uvea, 
including both infectious and immune-mediated etiologies. 
This chapter focuses on select non-infectious uveitis and their 
proposed immune mechanisms.

Intraocular inflammation can be initiated by an antigen- 
specific or a nonspecific inflammatory response. Nonspecific 
ocular inflammatory responses can result from surgery, trauma, 
infections, and other causes of diffuse tissue damage. In contrast, 
antigen-specific immune responses are those directed against 
specific ocular antigens that are normally sequestered.7 Fre-
quently, development of an autoimmune response can be pre-
ceded by a viral or bacterial infection. An infectious agent may 
lead to initiation of an autoimmune response through molecular 
mimicry in which antigens on the pathogen cross-react with an-
tigens in ocular tissue, or can induce an immune response by 
leading to breakdown of the blood-ocular barrier, ocular tissue 
destruction, and release of normally sequestered antigens.13

Uveitis is classified anatomically into anterior, intermediate, 
posterior, and panuveitis, and classified by etiology into infec-
tious, non-infectious, and masquerade.14 The duration and tim-
ing of inflammatory activity can be limited (3 months or less) 
or persistent, and disease can be acute, recurrent, or chronic 
(Table 74.2). Remission is defined as inactivity for 3 months or 
longer without treatment. Anterior chamber cell is a measure of 
the number of inflammatory cells in the aqueous and is a reli-
able indicator of inflammatory activity. A standardized grading 
scheme from 0 to 4+ for anterior chamber cell and flare has 
been defined to evaluate uveitis severity and monitor disease 
recovery (Tables 74.3 and 74.4). Aqueous flare is a measure of 
haziness of the aqueous fluid, reflecting increased protein due 
to breakdown of the blood-aqueous barrier. Large exudates 

TABLE 74.1 Human Leukocyte Antigens  
Associated With Selected Ophthalmic Diseases

Disease HLA association

Acute anterior uveitis B27
Birdshot chorioretinopathy A29
Behçet disease B51
Sympathetic ophthalmia A11, DRB1, DR4
Vogt-Koyanagi-Harada disease DR4, DRB1
Giant cell arteritis DR4, DRB1
Fuchs heterochromic iridocyclitis DR53
Diabetic retinopathy DQB1
Sjögren syndrome DQB3, DBQ1
Mucus membrane pemphigoid DR4, DQB1
Epidermal necrolysis B58
Presumed ocular histoplasmosis syndrome B7, DR2

HLA, Human leukocyte antigen.

TABLE 74.2 SUN Working Group 
Descriptors of Uveitis

Category Descriptor Comment

Onset Sudden
Insidious

Duration Limited ≤3 months in duration
Persistent >3 months in duration

Course Acute Episode characterized by sudden onset 
and limited duration

Recurrent Repeated episodes separated by periods 
of inactivity without treatment 
≥3 months in duration

Chronic Persistent uveitis with relapse in 
<3 months after discontinuous treatment

Jabs DA, Nussenblatt RB, Rosenbaum JT. Standardization of Uveitis Nomenclature 
Working G. Standardization of uveitis nomenclature for reporting clinical data. Results 
of the First International Workshop. Am J Ophthalmol. 2005;140(3):509–516.
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of inflammatory white blood cells can result in layering of a 
 purulent hypopyon in the anterior chamber and can also form 
deposits on the corneal endothelium known as keratic precipi-
tates (Fig.  74.1). Other signs including iris nodules, fibrinous 
exudates, neovascularization, posterior synechiae, and re-
duced or elevated intraocular pressure, may also be observed 
(Figs. 74.2 and 74.3). Acute anterior uveitis is the most common 
presentation of uveitis. Idiopathic cases are common; however, 
a work-up to investigate systematic causes should be performed 
in cases of recurrent, severe, bilateral, or granulomatous uveitis.

Spondyloarthropathies
HLA-B27–associated seronegative spondyloarthropathies in-
cluding ankylosing spondylitis, psoriatic arthritis, and reactive 
arthritis frequently have extra-articular manifestations. The 
most common ocular extra-articular finding is acute anterior 

FIG 74.1 Hypopyon. A creamy white exudate rich in white 
blood cells produced as a result of intense intraocular inflamma-
tion. The exudate settles in the dependent aspect of the anterior 
chamber due to gravity.

FIG 74.2 Iris Nodules. Bussaca nodules on the iris surface, 
which are characteristic of granulomatous uveitis. (Image cour-
tesy of Dr. Edmund Tsui, Stein Eye Institute, David Geffen 
School of Medicine at UCLA.)

FIG 74.3 Posterior Synechiae. The irregular appearance of 
the pupil margin is a result of adhesions between the posterior 
iris and the anterior lens capsule, most commonly formed dur-
ing states of inflammation. Opacification of the cornea in the 
 inferonasal quadrant is also noted in this patient.

TABLE 74.3 SUN Working Group Grading 
Scheme for Anterior Chamber Cells

Grade Cells in Field (1 × 1 mm slit beam)

0 <1
0.5+ 1–5
1+ 6–15
2+ 16–25
3+ 26–50
4+ >50

Jabs DA, Nussenblatt RB, Rosenbaum JT. Standardization of Uveitis Nomenclature 
Working G. Standardization of uveitis nomenclature for reporting clinical data. Results 
of the First International Workshop. Am J Ophthalmol. 2005;140(3):509–516.

TABLE 74.4 SUN Working Group Grading 
Scheme for Anterior Chamber Flare

Grade Description

0 None
1+ Faint
2+ Moderate (iris and lens details clear)
3+ Marked (iris and lens details hazy)
4+ Intense (fibrin or plastic aqueous)

Jabs DA, Nussenblatt RB, Rosenbaum JT. Standardization of Uveitis Nomenclature 
Working G. Standardization of uveitis nomenclature for reporting clinical data. Results 
of the First International Workshop. Am J Ophthalmol. 2005;140(3):509–516.

uveitis, which is classically unilateral, but can recur in either eye 
at different times. Bilateral simultaneous involvement is rare. 
Up to 30% of patients with ankylosing spondylitis,15 20% of 
patients with reactive arthritis, and 10% of patients with psori-
atic arthritis develop episodes of acute anterior uveitis, and less 
commonly may develop conjunctivitis, episcleritis, or scleritis.16

Common to all of these diseases is an association with 
HLA-B27 in rheumatoid-factor-negative joint disease. How-
ever, HLA-B27 is positive in approximately 5% of the general 
population, most of whom do not develop disease. The role 
of HLA-B27 in disease pathogenesis of the spondyloarthrop-
athies and anterior uveitis is not fully understood. One pro-
posed hypothesis is the arthrogenic/uveitogenic peptide hy-
pothesis, in which HLA-B27 molecules present antigen that 
shares homology to those in the eye, joints, or other tissue.17 
Antigens from certain commensal gut bacteria, (Chlamydia) 
species, and numerous other organisms have been implicated, 
with some studies showing cross-reactivity with synovial flu-
id.17 HLA-B27 heavy chains have a tendency to misfold, and 
an alternative hypothesis suggests that misfolding of HLA-B27 
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Disease pathogenesis may involve both dysregulated cell-
mediated immunity with loss of T-cell tolerance, as well as 
 humoral immunity with autoreactive antibodies directed 
against renal and ocular antigens.21 TINU patients were found 
to have elevated titers of anti-monomeric C-reactive protein 
(anti-mCRP) antibodies, targeting an acute phase reactant that 
deposits in the kidney and is believed to be predictive of devel-
oping subsequent uveitis.21 One leading hypothesis is that an 
inciting event in the kidney stimulates an HLA class II response 
that targets an antigen common to the eye and kidney. This an-
tigen could be a yet unknown native protein found in the uvea 
and renal interstitium, or it could directly be the mCRP acute 
phase reactant that deposits in both organs.

Sarcoidosis
Sarcoidosis is a chronic systemic disease characterized by 
 non-caseating granulomatous inflammation that can affect any 
organ system. The disease has a high racial predilection, affect-
ing Blacks 10 times more frequently than Caucasians. Ocular 
involvement is common in sarcoidosis, affecting 30% to 60% 
of patients, and can be the presenting symptom/sign of the 
disease.22 Any ocular structure can be involved by sarcoidosis, 
including acute granulomatous anterior uveitis, intermediate, 
posterior, or panuveitis, optic nerve, or orbit. Sarcoid-associat-
ed uveitis is typically characterized by bilateral large granulo-
matous mutton-fat keratic precipitates, iris nodules, trabecular 
meshwork nodules, vitreous opacities, chorioretinal peripheral 
lesions, and retinal phlebitis (Fig. 74.4).

The etiology of sarcoidosis is unknown. Phagocytosis and 
presentation of an unidentified antigen by macrophages or DCs 
is thought to initiate formation of sarcoid granulomas through 
an exaggerated cell-mediated immune response. No single etio-
logic agent has been clearly implicated; however, mycobacteria, 
propionibacteria, vimentin, serum amyloid A, environmental 
exposures, and other agents have all been investigated as having 
potential roles in the disease pathophysiology.

Behçet Disease
Behçet disease is an autoimmune vasculitis that typically presents 
with recurrent aphthous oral ulcers, genital ulcers, and uveitis. 
The disease is more common in patients from eastern Asia, the 
Middle East, and the Mediterranean, and is strongly associated 
with HLA-B51. Ocular inflammation occurs in approximately 
70% of patients and can be the presenting symptom. A bilateral, 
acute panuveitis with retinal vasculitis is typically observed, and 
usually presents with a relapsing and remitting course. The reti-
nal vasculitis can present as a mix of arteritis and phlebitis.

Vasculitis in Behçet disease may cause severe and perma-
nent visual disability and may involve both arterial and venous 
structures of any size (Fig. 74.5). The etiology is unknown, but it 
has been proposed to be caused by environmental or infectious 
triggers that induce inflammatory episodes in genetically sus-
ceptible individuals. HLA-B51 is the strongest susceptibility fac-
tor; however, other associations have been identified including 
Interleukin (IL)-23 and IL-10 receptor variants and endoplasmic 
reticulum aminopeptidase 1 (ERAP1), an enzyme involved in 
processing of peptides to be loaded onto the antigen-binding 
groove of MHC molecules.23 One hypothesis is that ERAP1 
polymorphisms may affect the specificity of peptides loaded 
onto HLA-B51, resulting in activation of a cytotoxic T-cell re-
sponse or, alternatively, an antigen-independent innate inflam-
matory response caused by endoplasmic reticulum (ER) stress 

triggers the unfolded protein response, leading to production 
of proinflammatory cytokines that may play a role in mediat-
ing disease. Innate immune recognition of aberrantly folded 
HLA-B27 has also been proposed.

Juvenile Idiopathic Arthritis
JIA is the most common systemic cause of anterior, bilateral, 
non-granulomatous uveitis in children. The oligoarticular form 
is the most common and is also the most likely to develop uve-
itis. Antinuclear antibody (ANA) seropositivity and HLA-B27 
positivity further increases risk of uveitis, which occurs in up 
to 30% of children with oligoarticular, ANA-positive JIA.18 In 
most cases, arthritis is diagnosed before uveitis, and all children 
diagnosed with JIA should undergo routine eye screening, as 
the associated uveitis is typically asymptomatic and there may 
be no external signs of ocular disease in about 50% of affected 
patients. Patients rarely complain, even in acute exacerbations, 
making early and periodic screening critical, as undetected uve-
itis may lead to late complications including cataract, glaucoma, 
band keratopathy, and irreversible vision loss.

Pathogenesis of intraocular inflammation in JIA is unknown. 
Both B and T cells appear to be involved, with predominance of 
CD4 T cells and CD20 B cells identified in biopsy samples. The 
association with ANA suggests autoantibodies may be involved; 
however, ANAs have not been demonstrated to be pathogenic. 
There is a strong HLA association, with HLA-B27, HLA-DR5, 
and HLA-DRB1 shown to confer increased risk of uveitis, while 
HLA-CD1 and HLA-DQA appear protective.

Fuchs Heterochromic Iridocyclitis
Fuchs heterochromic iridocyclitis is a unilateral, chronic, low-
intensity, non-granulomatous uveitis. Cellular activity in the 
anterior chamber is typically mild, and flare is faint. The affect-
ed eye is heterochromic due to iris stromal atrophy and, most 
commonly, the affected eye has a lighter iris color. Other ocular 
manifestations include cataracts in about 80% of patients, glau-
coma in up to 59%, and, less commonly, iris nodules and iris 
neovascularization.

Evidence suggests that the rubella virus may be causative in 
this disease. Local intraocular synthesis of rubella antibodies in 
the aqueous humor has been identified in eyes affected by Fuchs 
heterochromic iridocyclitis, but not in other causes of anterior 
uveitis.19,20 Rubella RNA has also been isolated from the intra-
ocular fluid in some cases, and persistent intraocular rubella 
virus is thought to result in chronic low-grade inflammation 
in the affected eye. The incidence of Fuchs  heterochromic 
 iridocyclitis has declined significantly in patients born in the 
era of routine measles-mumps-rubella (MMR) vaccination, al-
though incidence may be higher in countries with lower vacci-
nation rates. Additional infectious associations include ocular 
toxoplasmosis, herpes simplex virus (HSV), and cytomegalovi-
rus (CMV) infections.

Tubulointerstitial Nephritis and Uveitis
Tubulointerstitial nephritis and uveitis (TINU) is a rare immune-
mediated disorder characterized by acute tubulointerstitial ne-
phritis and a bilateral, non-granulomatous anterior uveitis. The 
disease presents most commonly in adolescent girls, with a me-
dian age of 15 years, but occurs in males with an age range from 
9 to 74. Renal disease typically precedes uveitis, but uveitis can 
occur prior to renal disease in about 20% of cases; the severity of 
the renal and ocular disease appears independent.
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from inappropriate matches between HLA-B51 and the available 
peptides.23 Patients with Behçet disease also have exaggerated 
innate inflammatory responses, and other hypotheses propose 
that defects in sensing or processing of pathogen-associated or 
danger-associated molecular patterns leads to the strong non-
specific inflammatory response characteristic of  Behçet disease.

Birdshot Chorioretinopathy
Birdshot chorioretinopathy is a chronic bilateral posterior uveitis 
predominantly seen in middle-aged Caucasian females. Classical-
ly, birdshot chorioretinopathy presents as a white, painless eye with 
minimal anterior segment inflammation, retinal vascular leakage, 
and cystoid macular edema in late stages (Fig. 74.6). Over 96% 
of patients are HLA-A29 positive.24 An association with ERAP2 

has also been identified, suggesting selective antigen processing 
and presentation on HLA-A29 may create a pathogenic immuno-
genic signal in this primarily T-cell-mediated disease. The disease- 
causing antigen is unknown; however, numerous viral antigens 
have been proposed with potential cross-reactivity against ocu-
lar antigens, including the retinal specific S-antigen, intraretinal-
binding protein (IRBP), and a number of melanocyte-derived 
peptides. Increased disease risk is further conferred by specific 
combinations of killer-cell immunoglobulin-like receptor (KIR) 
genes, while other KIR genotypes are protective, emphasizing the 
multifactorial and polygenic nature of this disease.25

Vogt-Koyanagi-Harada
VKH is an immune, T-cell-mediated disease characterized by 
bilateral panuveitis in association with neurologic, auditory, and 
skin manifestations such as poliosis and vitiligo. It may be associ-
ated with an autoimmune response against melanin antigens. The 
associated uveitis may be granulomatous acutely with a thickened 
choroid, optic disc edema and hyperemia, and serous retinal de-
tachments. Neurologic signs can include headache, cranial nerve 
abnormalities, cerebrospinal fluid (CSF) pleocytosis, and neck 
stiffness, and auditory manifestations can include tinnitus, hear-
ing loss, and vertigo.26,27 Patients are at high risk for complications 
including cataract, glaucoma, subretinal fibrosis, and choroidal 
neovascularization.

The incidence of VKH varies worldwide, with the disease com-
mon in Asia, the Middle East, and South America.26 In contrast, the 
disease is rare in European populations.26 HLA-DR4, HLA-DR1, 
HLA-DRB1, and HLA-DRw53 have all been associated with a sig-
nificantly increased risk for VKH. KIR combinations on natural 
killer cells and cytotoxic T cells have also been implicated in con-
ferring disease susceptibility.28 It is hypothesized that certain com-
binations of HLAs and KIRs preferentially present immunogenic 
antigen epitopes from melanocyte-associated antigens; however, 
the exact antigens involved are unknown.29 Environmental factors 
such as preceding viral infection, and molecular mimicry between 

FIG 74.4 Granulomatous Keratic Precipitates. Large, greasy- 
appearing, yellowish-white mutton-fat keratic precipitates, which 
are manifestations of leukocyte aggregates adherent to the cor-
neal endothelium. These deposits are characteristic of granulo-
matous uveitis. (Reproduced with permission from Keenan JD, 
Tessler HH, Goldstein DA. Granulomatous inflammation in ju-
venile idiopathic arthritis–associated uveitis. Journal of AAPOS. 
2008(12):540–550.)

FIG 74.5 Fundus photograph showing retinal vasculitis in 
a  patient with behçet disease. Arrow pointing to area of vas-
cular sheathing and occlusion. Vascular occlusion and scattered 
 hemorrhages are prominent.

FIG 74.6 Fundus photograph showing multiple small, cream-
colored fundus lesions scattered around the optic disc and 
radiating to the equator in a “shotgun” pattern, typical of bird-
shot chorioretinopathy. (Image courtesy of Dr. Edmund Tsui, Stein 
Eye Institute, David Geffen School of Medicine at UCLA.)
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viral antigens and melanocyte proteins, have been hypothesized to 
play an inciting role.27 VKH uveitis has also been reported to be 
associated with cutaneous pigmented malignant melanoma, with 
VKH thought to be a consequence of autoimmune reaction against 
melanoma in patients with good cancer  immunosurveillance.30

Sympathetic Ophthalmia
Sympathetic ophthalmia is a rare type of bilateral granulomatous 
uveitis that occurs following penetrating eye trauma or eye sur-
gery in one eye, leading to disease in the fellow eye. The patho-
physiology is thought to involve a T-cell-mediated response 
against ocular self-antigens that are unmasked following trauma 
that abrogates immune privilege and tolerance mechanisms.31 
Multiple antigens, including rod photoreceptor outer segments, 
and RPE and choroidal melanocyte antigens, have been sug-
gested to be causative and specific HLA associations have been 
made; however, the exact mechanisms remain elusive (Fig. 74.7).

The time between the inciting trauma or surgery and sym-
pathetic ophthalmia development is typically rapid, with 80% 
of patients developing symptoms within 3 months, and 90% 
within 1 year.31 Clinical presentation can be varied, with the 
exciting eye typically having photophobia, decreased vision, 
and mutton-fat keratic precipitates. Inflammation in the fel-
low eye may develop insidiously or more rapidly, and classi-
cally presents with photophobia, mild pain, epiphora, paresis of  
accommodation, cells and flare in the anterior chamber, mut-
ton-fat keratic precipitates, and posterior synechiae.32 Intraocu-
lar pressure may either be high from inflammatory cell block-
age of trabecular meshwork flow or low due to ciliary body 
shutdown. Clinical course may have intermittent episodes of 
acute  inflammation with highly variable outcomes. The disease 
is characterized by a diffuse, granulomatous, non-necrotizing 
 inflammatory response of the entire uveal tract, with cellular in-
filtrates dominated by T cells. Sympathetic ophthalmia can also 
present with alopecia, vitiligo, poliosis, and deafness, overlapping 
significantly with VKH-like symptoms.

Prevention of sympathetic ophthalmia may be possible with 
enucleation of an injured eye within 2 weeks of the initial insult, 
especially in cases with little or no prognosis for recovery of useful 
vision. There is controversy over the benefit of enucleation once 
disease has begun in the sympathizing eye.

Uveitis Treatment
Damage from uveitis occurs secondary to inflammatory cell 
 infiltrates and release of inflammatory mediators that facili-
tate destruction of ocular tissues. The main approach to treat-
ing non-infectious ocular inflammation has been to inhibit the 
activity of the immune response. Topical corticosteroids are 
common first-choice options for anterior uveitis. Gradual ta-
pering of the corticosteroid is initiated once the inflammation is 
controlled. The treatment goal is near-complete suppression of 
inflammation with no anterior chamber cell or flare. Common 
complications of topical steroids include elevation of intraocu-
lar pressure and cataract formation. Ancillary therapy includ-
ing cycloplegic agents may also be used to prevent formation of 
posterior synechiae, break formed synechiae, or relieve ciliary 
muscle spasm.

For more severe cases, or cases where steroid tapering is 
unsuccessful, long-term depot steroid preparations can be 
administered via subconjunctival or sub-Tenon routes. Intra-
vitreal triamcinolone acetonide or slow-release intravitreal 
steroid implants may also be considered in refractory cases. 
Systemic oral steroids can be used in treatment of refractory 
disease; however, they come with potential adverse systemic 
effects. Antimetabolites including azathioprine, methotrexate, 
and mycophenolate mofetil, T-cell inhibitors such as cyclospo-
rine and tacrolimus, and alkylating agents such as cyclophos-
phamide and chlorambucil may be useful as steroid-sparing 
agents for patients with severe or corticosteroid-refractory 
disease. Newer biologic  therapy has proven to be successful in 
cases where more conventional immunosuppressive therapy 
has failed, and may be particularly useful in patients with con-
current systemic symptoms. The tumor necrosis factor (TNF) 
inhibitor adalimumab is the first US Food and Drug Admin-
istration (FDA)-approved biologic for the treatment of non-
infectious uveitis. Other agents which target inflammatory 
pathways, including IL-1 and IL-6 inhibitors, may have future 
roles in the treatment of refractory uveitis.33

NEURO-OPHTHALMIC IMMUNE-MEDIATED 
DISEASES
The eye is an extension of the CNS, and ocular symptoms can 
frequently manifest concurrently with or as the presenting 
symptom of a systemic CNS disease. Immune-mediated dis-
eases also frequently target the optic nerve, or neuromuscular 
junctions (NMJs) of extraocular muscles and can have varying 
levels of systemic involvement. Topics of neuro-ophthalmic in-
terest that will be presented here include optic neuritis, includ-
ing the AQP4- and MOG-associated forms, giant cell arteritis 
(GCA), the Miller Fisher variant of Guillain-Barré syndrome 
(GBS), myasthenia gravis, and Lambert-Eaton myasthenic 
 syndrome (LEMS).

Optic Neuritis
Optic neuritis, or inflammation of the optic nerve, can arise from 
demyelinating, autoimmune, and infectious etiologies. It classi-
cally presents with acute, unilateral, painful vision loss, with ret-
roorbital pain typically worsening with eye movement. Patients 
may have visual field loss, color vision deficits, and an afferent pu-
pillary defect. Optic neuritis is a common clinical manifestation 
of the demyelinating disease multiple sclerosis (MS; Chapter 66). 
Optic neuritis affects approximately 70% of patients with MS and 

THERAPEUTIC PRINCIPLES

Corticosteroids
• Topical steroids: prednisolone, dexamethasone, difluprednate, lote-

prednol etabonate, betamethasone, prednisolone,  fluorometholone
• Long-term depot steroids: subconjunctival or sub-Tenons steroid  deposit
• Intravitreal steroids: intravitreal triamcinolone acetonide, slow-release 

intravitreal steroid implants
• Oral: prednisone

Steroid-Sparing Agents
• Antimetabolites: azathioprine, methotrexate, mycophenolate mofetil
• T-cell inhibitors: cyclosporine, tacrolimus
• Alkylating agents: cyclophosphamide, chlorambucil
• Biologic therapy: adalimumab (FDA approved for non-infectious

 intermediate, posterior, and panuveitis)

Ancillary Therapy
• Cycloplegic agents: cyclopentolate, homatropine, atropine
• NSAIDs: naproxen, tolmetin

Current Treatment Options for Uveitis

NSAIDs, Non-steroidal anti-inflammatory drugs.
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is frequently the presenting symptom of the systemic disease.34 
Magnetic resonance imaging (MRI) is required to evaluate the 
extent of optic nerve as well as brain involvement. The presence 
of a single, typical demyelinating lesion on MRI can stratify the 
risk of developing systemic MS in cases where optic neuritis is the 
initial presentation. Optic neuritis associated with MS typically 
results in good recovery of visual acuity, however, there is often 
permanent damage that is visualized using optical coherence to-
mography (OCT) to evaluate the retinal nerve fiber layer, as well 
as the thickness of the retinal ganglion cell and inner plexiform 
layers of the macular retina.

Two unique forms of optic neuritis have recently been iden-
tified that are defined by the presence of specific antibodies: 
namely, anti-aquaporin 4 (AQP4)-associated and anti-myelin 
oligodendrocyte glycoprotein (MOG)-associated disease. These 
forms present with more severe vision loss, are more commonly 
bilateral, and recur more frequently than typical MS-associated 
demyelinating optic neuritis.35

Neuromyelitis optica spectrum disorder (NMOSD) is an in-
flammatory CNS condition characterized by a variety of “core” 
syndromes, one of which is optic neuritis. When optic neuritis 
is associated with other “core” syndromes that are disseminated 

FIG 74.7 Fundus photographs and fluorescein angiography of a patient with sympathetic ophthalmia following a penetrating 
left eye globe injury. Foci of exudative retinal detachment are present in the posterior poles of both eyes. Fluorescein angiography 
demonstrating multiple areas of pin-point leakage at the level of the retinal pigment epithelium. (Reproduced with permission from 
Vasconcelos-Santos DV, Rao, NR. Sympathetic Ophthalmia. Ryan’s Retina. Chapter 77 Fig. 74.5:14961–504.)
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in space and are associated with certain findings on MRI or the 
presence of antibodies against aquaporin-4 (AQP4), an abun-
dant water channel in the CNS, then the findings meet diag-
nostic criteria for NMOSD.36 AQP4 antibodies are shown to be 
pathologic in animal models, mediating complement activation 
and cytotoxic damage.35 The AQP4 water channel is predomi-
nantly expressed on astrocytic foot processes, and NMOSD is 
characterized primarily by astrocytic damage, with oligoden-
drocyte loss and demyelination as a secondary feature.

Optic neuritis associated with antibodies against MOG is bilat-
eral in about 40% of affected individuals. Edema of the optic disc 
and recurrences are both common. Optic neuritis may be isolated 
or may be associated with transverse myelitis or encephalitis. In 
contrast to AQP4-associated disease, this  disease is characterized 
histologically by oligodendrocyte loss and  demyelination in the 
absence of astrocytopathy.

Management of acute attacks includes high-dose intravenous 
corticosteroid and may require plasma exchange or intravenous 
immunoglobulin (IVIG). Management for relapsing disease may 
require long-term immunosuppressant agents.37 Patients with 
NMOSD may benefit from early plasma exchange. Additionally, 
the complement C5 neutralizing antibody eculizumab has re-
cently been approved by the FDA for the treatment of NMOSD. 
Non-FDA-approved therapies include B-cell depletion or immu-
nosuppression.

found in granulomatous infiltrates in affected  arterial walls. A re-
active vascular injury response can cause endothelial cell damage, 
intimal hyperplasia, vessel lumen occlusion, and subsequent tissue 
ischemia that leads to the major clinical complications of GCA. 
Age is the greatest risk factor for GCA, and likely contributes to 
the immune and vascular system dysfunction seen in this disease. 
Most patients with GCA appear to have systemic inflammation, 
with elevated acute phase markers including erythrocyte sedimen-
tation rate and C-reactive protein.38 Evidence suggests that circu-
lating blood monocytes and macrophages in GCA patients may 
be in an abnormally activated state, producing proinflammatory 
cytokines, including IL-1β and IL-6.39 The disease also has an asso-
ciation with HLA-DR4, which is commonly associated with other 
autoimmune diseases such as rheumatoid arthritis.

Clinical presentation of the disease includes headache, jaw 
or tongue claudication, new neck pain, scalp pain, fatigue, and 
weight loss. Involvement of the aorta can lead to aneurysm, aor-
tic dissection and rupture. Vasculitis and occlusion of the vessels 
supplying the eye and optic nerve can lead to arteritic anterior 
ischemic optic neuropathy (AAION) due to ischemic damage 
to the optic nerve. AAION classically presents with acute loss 
of vision in one eye with severe optic disc edema and a relative 
afferent pupillary defect. Permanent occlusion may be preceded 
by episodes of transient vision loss or double vision, and if un-
treated, the risk to the fellow eye is high. GCA is an ophthalmo-
logic emergency and can progress quickly to  permanent vision 
loss.

Diagnosis of GCA is histologic, with temporal artery biopsy 
showing intimal thickening, internal elastic lamina fragmenta-
tion, and chronic inflammatory infiltrate with giant cells. Due 
to the high risk of vision loss in the fellow eye, early aggressive 
treatment is recommended prior to biopsy. The gold standard 
of therapy is high-dose glucocorticoids, and the IL-6 inhibitor 
tocilizumab is used in select patients as a steroid-sparing agent.

Miller Fisher Variant of Guillain-Barré Syndrome
Miller Fisher syndrome (MFS) is a rare, acute demyelinating 
peripheral polyneuropathy variant of GBS, occurring in about 
5% of cases. Clinically the presenting symptoms include an in-
fectious prodrome followed by diplopia, ptosis, ophthalmople-
gia, supranuclear palsies and facial palsies, ataxia, and areflexia. 
Presence of anti-GQ1b antibodies with a CSF albuminocytolog-
ic dissociation is suggestive of MFS. Electromyography (EMG) 
and nerve conduction studies can also be supportive. The 
pathologic antibody is targeted against sialylated glycosphin-
golipids located in neuronal and glial plasma membranes and 
neuromuscular junctions (NMJs).40 High concentrations of the 
GQ1b ganglioside are found in the oculomotor nerve, troch-
lear nerve, and abducens nerve, explaining the relationship with 
ophthalmoplegia in this subtype of the disease (Fig. 74.8). Viral 
or bacterial organisms, including Campylobacter jejuni, have 
been found to contain lipopolysaccharides that are antigenically 
identical to those on human gangliosides, supporting molecu-
lar mimicry as the method of immune sensitization and disease 
initiation. Treatment includes IVIG, plasmapheresis, and sup-
portive care, with a good overall prognosis.

Myasthenia Gravis
Myasthenia gravis is characterized by autoantibodies against post-
synaptic acetylcholine receptors (AChRs) on skeletal muscle lead-
ing to dysfunction at the NMJ. Functionally, this leads to impaired 
signal transduction at the NMJ, resulting in muscle weakness and 

CLINICAL PEARLS
Optic Neuritis

Multiple sclerosis–associated optic neuritis:
• Unilateral, (bilateral presentation is rare)
• Young adults, female predominance
• Acute demyelination
• Good recovery of visual acuity

Neuromyelitis optica spectrum disorder (NMOSD):
• Associated with anti-aquaporin-4 (AQP4) antibodies
• Predominantly astrocyte damage
• Older adults, female predominance
• May have severe visual acuity loss
• 20% bilateral
• Recurrences common
• Poor visual outcome

Myelin oligodendrocyte glycoprotein (MOG)-associated 
optic neuritis:
• Associated with anti-myelin oligodendrocyte glycoprotein (MOG)

 antibodies
• Predominantly oligodendrocyte loss and demyelination
• Pediatric and adult, no sex predilection
• 40% bilateral
• May have severe visual acuity loss
• Recurrences common
• Most with optic disc edema
• Good visual outcome

Giant Cell Arteritis
GCA is an autoinflammatory granulomatous disease primarily 
targeting medium-and large-sized arteries, with DCs, T cells, and 
macrophages identified as the main drivers of the inflammatory 
response. Abnormal activation of vascular DCs recruits other im-
mune cells to the vessel wall through the vasa vasorum, a normally 
immune-protected tissue microenvironment.38 T cells and large 
multinucleated giant cells derived from activated macrophages are 
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fatigability.41 Typical ocular symptoms include ptosis and diplopia 
with fatigability of extraocular muscles that worsens with sustained 
muscle use and improves with cold, rest, and sleep. It can present 
localized to the palpebral and extraocular muscles, or occur in con-
junction with systemic symptoms including difficulty swallowing, 
change in voice, shortness of breath, and weakness of the extremi-
ties. Ocular manifestations are commonly the initial presentation 
of generalized myasthenia gravis, with most patients developing 
systemic symptoms within 2 years.42

Serologic tests for disease-causing circulating antibodies 
against nicotinic AChRs are diagnostic; however, many patients 
are seronegative with no detectable antibodies.43 Antibodies 
against other NMJ proteins including anti-muscle-specific tyro-
sine kinase (MuSK) and low-density lipoprotein (LDL)-related 
receptor-related protein 4 (LRP4) have also been reported and 
may be causative in some AChR seronegative cases. Electromy-
ography is diagnostic and may be important in establishing the 
diagnosis in  seronegative patients. Single-fiber EMG, the diag-
nostic “gold standard,” shows characteristic muscle fiber jitter. 
Repetitive nerve stimulation shows a decrement in the muscle 
action  potential, in contrast to the paraneoplastic mimicker 
Lambert-Eaton syndrome, which is characterized by increase in 
 amplitude with repetitive nerve stimulation.

Treatment includes acetylcholinesterase inhibitors, most 
commonly pyridostigmine, for symptomatic management of 
generalized disease, but may be ineffective for ocular manifesta-
tions. Immunosuppressive drugs including glucocorticoids and 
steroid-sparing agents such as azathioprine and mycophenolate 
mofetil may be required for treatment of generalized disease. 
Chest computed tomography (CT) imaging should be obtained 
in every patient to assess for presence of a thymoma, which, if 
present, would require thymectomy.41

PARANEOPLASTIC SYNDROMES
Paraneoplastic syndromes are those that arise secondary to im-
mune responses against a remote tumor, resulting in autoim-
mune responses against normal tissue. In some diseases, specific 

causative antibodies or target antigens have been identified. Se-
ropositivity and a history of known malignancy may suggest the 
presence of a paraneoplastic syndrome; however, the ophthalmic 
consequences of these paraneoplastic syndromes are varied in 
presentation and may precede a cancer diagnosis by months to 
years, adding to the diagnostic difficulty of this group of diseas-
es.44 This section describes cancer-associated retinopathy (CAR) 
and melanoma-associated retinopathy (MAR), the most com-
mon paraneoplastic retinopathies, as well as LEMS, a common 
mimicker of myasthenia gravis. However, other paraneoplastic 
syndromes have been identified, including bilateral diffuse uveal 
melanocytic proliferation (BDUMP), polyneuropathy, organo-
megaly, endocrinopathy, monoclonal plasma cell disorder and 
skin changes (POEMS), paraneoplastic optic neuropathy, and 
opsoclonus-myoclonus, but are not be discussed here. Myas-
thenia gravis, discussed in the prior section, can result from 
a primary autoimmune condition, or rarely a paraneoplastic 
 syndrome associated with thymoma or thymic hyperplasia.

Lambert-Eaton Myasthenic Syndrome
LEMS is mediated by antibodies targeting presynaptic P-Q voltage-
gated calcium channels at the NMJ, causing a decrease in voltage-
gated calcium expression at the synapse, subsequent decrease in 
calcium internalization, and ultimately decreased release of ace-
tylcholine at the NMJ. Clinical symptoms can be similar to those 
seen in myasthenia gravis and include proximal muscle weak-
ness, autonomic dysfunction, and hyporeflexia or areflexia. Ocular 
symptoms include diplopia and a milder ptosis that may, in con-
trast to myasthenia gravis, decrease with prolonged upgaze. Other 
features that distinguish LEMS from myasthenia gravis include an 
improvement in strength or tendon reflexes after muscle use or ex-
ercise, and EMG that shows a low-amplitude compound muscle 
action potential that increases in amplitude with high-frequency 
repetitive nerve simulation or after maximal muscle contraction.44

LEMS is strongly associated with small cell lung cancer, and 
patients with suspected LEMS are recommended to undergo 
chest CT imaging first to identify a causative tumor. Treatment of 
the underlying malignancy can often greatly improve neurologic 

FIG 74.8 Extraocular Motility in a Patient with the Miller Fisher Variant of Guillain-Barré syndrome. There is mild right ptosis and 
ophthalmoplegia, with decreased movement in all fields of gaze. (Reproduced with permission from Pellegrini F, Prosdocimo G, Barton 
JJS. Survey of Ophthalmology. 2016;61:248–254. See Fig. 74.2.)
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symptoms. Other treatment options include amifampridine, a 
voltage-dependent potassium channel blocker, pyridostigmine, 
corticosteroids, IVIG, or plasma exchange.

Autoimmune Retinopathies
Autoimmune retinopathies are rare ophthalmic disorders char-
acterized by autoantibodies against retinal proteins leading to 
progressive visual loss. Anti-retinal antibodies can be paraneo-
plastic and occur in the setting of an underlying malignancy, with 
CAR and melanoma-associated retinopathy (MAR) being the 
most common classic retinal-based paraneoplastic  syndromes.

CAR is the most prevalent paraneoplastic retinopathy and is 
most often associated with underlying small cell lung carcinoma, 
followed by gynecologic and breast malignancies. Vision loss is 
typically painless, progressive, and bilateral, and can occur be-
fore a systemic malignancy is diagnosed in up to 50% of cases. 
Molecular mimicry is proposed as the causative mechanism, with 
tumor cells expressing antigenic epitopes that cross-react with 
retinal photoreceptors or other retinal antigens. Numerous reti-
nal antigens have been identified, including recoverin, α-enolase, 
transducin, arrestin, photoreceptor cell-specific nuclear receptor, 
and multiple others.45 Recoverin is expressed and functional in 
many tumors, and anti-recoverin antibodies may have tumor-
suppressing effects,46 suggesting anti-tumor immunosurveillance 
may be at the cost of retinal autoimmunity in these patients.

MAR typically presents following diagnosis of the primary 
cutaneous melanoma with a latency of 2 to 19 years and can 
frequently be a harbinger of non-ocular metastasis.45 MAR is 
hypothesized to result from autoantibodies against postsynaptic 
receptors of the depolarizing ON bipolar cells, disrupting rod 
photoreceptor transmission, and mediating rod-predominant 
dysfunction. A wide variety of retinal antigen targets have 
been implicated, emphasizing the immunologic heterogeneity 
associated with these paraneoplastic disorders. Rare cases of 
melanoma patients developing an unusual paraneoplastic vitel-
liform maculopathy have also been reported, including one pa-
tient with circulating autoantibodies against bestrophin,47 and 
 another with antibodies against an RPE peroxidase.48

Treatment for CAR and MAR involves long-term immunosup-
pression with corticosteroids, with possible benefit from plasma-
pheresis and IVIG to decrease circulating anti-retinal antibodies. 
Overall prognosis is poor, with rapid vision loss, and treatment of 
the underlying malignancy does not appear to improve vision.

EXTRAOCULAR IMMUNE-MEDIATED 
INFLAMMATION

Ocular Allergy

Allergic conjunctivitis is extremely common and often underdi-
agnosed and undertreated. It is a type I hypersensitivity, IgE-me-
diated reaction to a specific allergen, and can be seasonal due to 
airborne pollens or perennial due to year-round allergens. Acti-
vation of mast cells increases histamine, tryptase, prostaglandins, 
and leukotrienes in tears, as well as activation of vascular endo-
thelial cells to secrete chemokines and adhesion molecules for 
inflammatory cell recruitment, leading to inflammation in the 
conjunctival mucosa.49 Ocular symptoms include conjunctival 
hyperemia, acute chemosis, and itching. Management includes 
avoidance of the allergen when possible, topical  antihistamines 
or mast cell stabilizers, topical non- steroidal anti-inflammatory 
drugs (NSAIDs), or mild topical  steroids.

VKC is a nonspecific hyperreactivity reaction mediated by 
Th2 lymphocytes. It is more common during the spring and 
 summer months in warm climates and is thought to be due 
to nonspecific stimuli such as wind, dust, and sunlight, rather 
than airborne allergens. Skin tests and serum IgE tests against 
common seasonal allergens are often nonreactive. VKC often 
involves a chronic ocular surface inflammation with increased 
eosinophils, neutrophils, mononuclear cells, mast cells, and 
lymphocytes. The formation of giant papillae filled with infla-
mmatory cells and edema on the upper tarsal conjunctiva is a 
characteristic finding. The cornea can become involved with 
development of a punctate keratitis that may lead to central 
scarring and declining vision (Fig. 74.9). Horner-Trantas dots, 
consisting of clumps of necrotic eosinophils, are a characteristic 
finding in the active phase of the disease.49 VKC is more com-
mon in children and typically resolves by age 20. Management 
includes topical antihistamines or mast cell stabilizers, topical 
steroids, supratarsal injection of steroids, or topical cyclosporine.

Atopic keratoconjunctivitis is a chronic ocular inflamma-
tory disease, considered to be the ocular counterpart to atopic 
dermatitis. It involves both type I and type IV hypersensitiv-
ity with chronic IgE-mediated mast cell degranulation as well 
as altered T-cell-mediated immunity. Over 30% of patients 
have a history of atopic dermatitis or other systemic atopy. 
Patients typically present with chronic papillary conjunctivi-
tis without seasonal variation and eczematous lesions on the 
eyelids (Fig. 74.10). The presence of giant papillae or Horn-
er-Trantas dots may be variable. Anterior shield-like atopic 
cataracts may also develop. More severe manifestations can 
include neovascularization, limbal stem cell deficiency, and 
corneal opacification. Treatment includes the topical options 
for VKC but may also require adding systemic therapy for 
chronic management.

Allergic Conjunctivitis
• Type I hypersensitivity—IgE-mediated activation of mast cells
• Reaction to specific seasonal or perennial allergen

Vernal Keratoconjunctivitis
• Nonspecific hyperreactivity with chronic ocular surface inflammation
• Reaction against nonspecific stimuli: for example, wind, dust, sunlight
• Giant papillae on upper tarsal conjunctiva
• Horner-Trantas dots of necrotic eosinophils

Atopic Keratoconjunctivitis
• Type I and type IV hypersensitivity—IgE-mediated activation of mast

cells with altered T-cell immunity
• Associated with history of atopic dermatitis and systemic atopy
• Chronic papillary conjunctivitis

KEY CONCEPTS
Ocular Allergy

Sjögren Syndrome
Sjögren syndrome is a chronic autoimmune disease character-
ized by a T-cell-mediated destruction of exocrine glands. Classic 
symptoms include dry eye and dry mouth from progressive dam-
age to the lacrimal and salivary glands. Sjögren syndrome has a 
9:1 female to male predominance. It can present as a primary dis-
ease or in association with a systemic connective tissue disease, 
commonly rheumatoid arthritis. Diagnosis of Sjögren syndrome 
requires the presence of ocular symptoms, including keratocon-
junctivitis sicca, and ocular surface damage from dryness of the 
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FIG 74.9 A schematic diagram of a cross-section of conjunctival tissue, showing the cell processes involved in normal vs 
sac- vs vkc- vs akc- affected tissues. AKC, Atopic keratoconjunctivitis; ECP, eosinophil cationic protein; EDN, eosinophil-derived 
neurotoxin; EPO, eosinophil peroxidase; SAC, seasonal allergic conjunctivitis; VKC, vernal keratoconjunctivitis.

FIG 74.10 Allergic Keratoconjunctivitis (AKC). Patient with AKC 
demonstrating conjunctival injection, increased lacrimation, and 
erythematous, thickened eyelids. Patients typically have a person-
al history of atopy, including allergies, atopic dermatitis, eczema, 
or other atopic conditions. (Reproduced with permission from 
Conjunctivitis. Elsevier Point of Care 2019. Copyright  Elsevier BV. 
All rights reserved.)

conjunctiva and cornea. The disease can also have optic nerve 
involvement.

Patients are typically seropositive for anti-SSA (Ro) or anti-
SSB (La) and may also be rheumatoid factor or ANA positive.50 
Histopathology classically shows focal lymphocytic sialoadenitis. 
Extra-glandular manifestations are common and include polyar-
ticular arthralgias or synovitis, gastrointestinal motility problems 
related to decreased salivary flow, autoimmune pancreatitis, celi-
ac disease, chronic cough due to desiccation of the upper airways, 
interstitial lung disease, recurrent respiratory infections due to 
impaired mucociliary clearance, anemia of chronic disease, leu-
kopenia, and lymphopenia. Approximately 5% of patients will 
develop non-Hodgkin B-cell lymphoma, most often presenting 
in the parotid gland, or other hematologic malignancy.50

Management strategies for the dry eye associated with 
Sjögren syndrome include tear substitutes, nighttime gels and 
ointments, topical cyclosporine, topical steroid drops, punctal 
occlusion, and autologous serum tears. More severe cases may 
require systemic anti-inflammatory medication or tarsorrhaphy 
(surgical closure of part of the eyelids).
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Episcleritis and Scleritis
Episcleritis is a mild, self-limiting inflammation of the episcleral 
tissue, and a common cause of red eye. Vascular congestion of 
the superficial episcleral plexus is typically sectoral, but may also 
present diffusely. The nodular form will have a discrete, elevated 
area of inflamed tissue (Fig. 74.11). The episclera and Tenon 
capsule are infiltrated with inflammatory cells on histopatho-
logic analysis. Episcleral vessels will blanch with phenylephrine, 
differentiating this from a deeper scleritis. Management in-
cludes NSAIDs and a brief course of mild topical steroids. Most 
cases are idiopathic, but autoimmune work-up may be indicated 
for recurrent cases.

Scleritis is a deeper immune-mediated vasculitis of the sclera 
that can result in scleral thinning and perforation in severe cases. 
Patients present with severe pain, deep hyperemia with violaceous 
hue that does not blanch with phenylephrine, and scleral edema. 
Autoimmune work-up for systemic conditions should be pursued, 
with one-third of patients with diffuse or nodular anterior scleritis 
and two-thirds of patients with necrotizing anterior scleritis hav-
ing an underlying systemic autoimmune disease, most commonly 
rheumatoid arthritis, lupus, spondyloarthropathies, and vasculiti-
des such as granulomatosis with polyangiitis and polyarteritis no-
dosa.51 Histopathology can show either a non-granulomatous or 
granulomatous process with or without associated scleral necro-
sis. Management includes high-dose oral NSAIDs, oral steroids, 
and systemic immunosuppression. Surgical intervention may be 
needed for scleral perforation or excessive scleral thinning.

CORNEAL TRANSPLANT AND TRANSPLANT 
REJECTION
The cornea was the first successfully transplanted solid tissue 
and remains the most commonly transplanted tissue worldwide. 
Corneal transplants are the only solid organ that is not typically 
HLA matched. Additionally, patients are not routinely cross-
matched for the presence of HLA-specific antibodies. Despite 
this, graft survival is overall excellent due to the healthy cornea’s 
lack of blood and lymphatic flow and unique immune privilege.

Corneal graft survival is inversely related to the degree of 
host corneal bed vascularity, presence of inflammation, and 

number of antigen-presenting Langerhans cells in the cor-
nea.52 Data from corneal transplant registries have shown that 
 transplant survival for penetrating keratoplasty is primarily de-
pendent on the indication for surgery, with 10-year graft sur-
vival rates ranging from 89% for keratoconus, 73% for Fuchs 
corneal dystrophy, 70% for non-herpetic corneal scars, 60% for 
herpetic corneal scars, and 40% for pseudophakic and aphakic 
corneal edema.53 Eyes that failed one corneal transplant and re-
quired a regraft showed the lowest graft survival rate of 37% 
after 10 years.53 Notably, the diagnoses with the best transplant 
outcomes such as keratoconus and Fuchs corneal dystrophy 
present with the least vascularization, while regrafts typically 
occur in vascularized corneal beds, with consequently lower 
graft survival.

Immune-mediated rejection in solid organ transplants is typ-
ically characterized as hyperacute, acute, or chronic. Hyperacute 
rejection mediated by alloantibodies against ABO blood group 
or HLA antigens does not occur in corneal transplantation. The 
presence of alloantibodies against a graft, for example in a pa-
tient undergoing regraft after a graft failure, can  exacerbate and 
accelerate rejection, but alloantibodies alone are not believed to 
be capable of hyperacutely rejecting corneal grafts.52 Acute rejec-
tion is initiated by host recognition of alloantigens, is both anti-
body and cell mediated, and manifests in days to months. Acute 
rejection events can occur and are typically managed with medi-
cal immunosuppression. Chronic rejection develops slowly over 
months or years, is largely cell mediated with T-cell and macro-
phage involvement and is the major source of corneal  allograft 
failure.

Rejection of the graft epithelial layer is typically asymptom-
atic, as donor epithelium is replaced by host epithelium derived 
from the corneal limbus. Destruction of the epithelium can im-
munize the host against the donor but does not greatly affect 
graft survival.54 Stromal rejection is relatively common, but 
easily treated by intensive use of topical corticosteroid drops, 
and rarely leads to endothelial rejection. Immune-mediated 
endothelial rejection is the most serious and frequently leads to 
corneal graft failure. Human endothelial cells are nonreplica-
tive, and their loss is irreversible. Endothelial cell density below 
a critical level results in chronic corneal edema due to inability 
to maintain a clear dehydrated state. Endothelial cell loss due to 

FIG 74.11 Episcleritis and Scleritis. Episcleritis with sectoral vascular dilatation of conjunctival and superficial episcleral vessels. 
Markle JG, Deenick EK, (Left) Cornea, 4e. Scleritis with inflammation of the sclera and deeper scleral vessels and notable violaceous 
hue. A discrete, raised scleral nodule is also present near the limbus at the 5 o’clock position. (Right) Scleritis is frequently associated 
with rheumatoid arthritis and other collagen-vascular diseases. (Reproduced with permission from Galoir A, Thorne, JE. Scleritis and 
peripheral ulcerative keratitis. Rheumatic Disease Clinics of North America. 2007; 33: Fig. 74.4.)
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recurrent acute rejection events or chronic cell-mediated rejec-
tion can eventually lead to end-stage graft failure. Donor endo-
thelial cells can also fail by non-immune-mediated  pathways. 
Endothelial cell density rapidly falls during ex vivo storage, 
and graft endothelial cells have accelerated rate of loss even in 
the absence of overt rejection.54 Donor endothelial cells after 
 penetrating keratoplasty have been measured to have a half-life 
of approximately 21 years, over 10-fold less than anticipated 
for normal aging cell loss.55 Progressive endothelial cell death 
over time can thus result in late graft failure decades after trans-
plant. Other cases of transplant failure can occur due to recur-
rence of disease, most commonly for infectious disorders such 
as herpetic and fungal keratitis, or failure to heal in anesthetic 
corneas.

Although HLA matching of corneal transplants has been 
generally assumed to be unnecessary, extensive studies do show 
a reduction in rejection in both high-risk and normal-risk re-
cipients who are HLA matched.52 Additionally, pre-transplant 
cross-matching to screen for HLA-specific antibodies may be 
of benefit in high-risk or retransplant patients. However, the 
value of routine HLA matching for corneal transplants is con-
troversial, given the cost and complexity of matching, delay in 
surgical treatment, high success rates in the absence of match-
ing, and availability and success of immunomodulatory agents 
and biologics for the prophylaxis and treatment of corneal graft 
rejection.

Newer forms of lamellar transplantation surgery in which 
only specific layers of the cornea are removed and transplanted 
to address individual diseases have gained favor over tradi-
tional full-thickness penetrating keratoplasty.56 Rejection rates 
for these selective lamellar keratoplasty techniques have the 
potential to be lower than for traditional penetrating kerato-
plasty; however, long-term follow up will define the success of 
the newer surgical techniques. Corneal transplantation remains 
the most successful type of organ transplantation, with long-
term graft survival rates in non-matched corneal transplant pa-
tients even higher than rates seen in HLA-matched transplants 
of  other solid  organs (Fig. 74.12).

A
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FIG 74.12 External Photograph of Cornea. (A) After a penetrating keratoplasty with interrupted sutures. (B) After Descemet’s strip-
ping automated endothelial keratoplasty. (C) With corresponding anterior segment optical coherence tomography image. (Reproduced 
with permission from Tan DTH, Dart JKG, Holland EJ, Kinoshita S. Corneal transplantation. Lancet. 2012;379: 1749–1761. Copyright © 
2012 Elsevier Ltd.)

Factors mediating corneal transplant graft survival:
• Indication for surgery
• Host corneal bed vascularity
• Presence of inflammation
• Number of antigen-presenting Langerhans cells in cornea
• Prior graft failure

Indications with high corneal graft survival:
• Keratoconus
• Fuchs corneal dystrophy
• Other endothelial and stromal dystrophies
• Non-herpetic corneal scars

Indications with low corneal graft survival:
• Herpetic corneal scars
• Chemical burns
• Corneal regraft for previous transplant failure

KEY CONCEPTS
Corneal Transplant

EMERGING TOPICS IN IMMUNOLOGIC 
OCULAR DISEASES

Commensal Microbiota in Ocular Immunology
The role of the microbiome has been traditionally focused on its 
role in gastrointestinal diseases; however, increasing evidence 
suggests that gut commensals affect all aspects of immune ho-
meostasis and have many effects in distant tissues, including 
those of the eye.57 There is evidence that gut microbiota can 
trigger development of uveitis. Studies in the R161H mouse 
model of spontaneous T-cell-driven uveitis show that depletion 
of the gut microbiota by broad-spectrum antibiotics or rearing 
in germ-free conditions attenuates disease, and disease develop-
ment was associated with increased populations of Th17 cells 
in the intestinal lamina propria.58 Prevailing hypotheses include 
the idea that retina-specific T cells may be primed in the gut, 
possibly though an unidentified commensal antigen mimic of 
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retinal antigens. Bacteria-rich intestinal contents can activate 
R161H T cells in vitro and transfer of these activated cells can 
confer disease to naïve wild-type mice, supporting an antigenic 
mimicry hypothesis.58 Alternatively, microbial products and 
metabolites may provide adjuvant innate signals that modify 
the host response toward developing uveitis. An activation step 
in the periphery is likely important for autoimmune ocular dis-
eases, as antigens in a healthy eye are sequestered, requiring T 
cells to be activated to breach the blood-retinal barrier. Microbi-
al exposure may be an important causative or modulatory factor 
in the initiation and severity of uveitis in some models. How-
ever, commensals are not the only disease trigger, as R161H 
mice will develop uveitis with reduced disease scores over time, 
even in germ-free conditions. Additionally, the AIRE−/− mouse 
model develops spontaneous autoimmune uveitis that is not 
dependent on the presence of commensal microbiota.59 The re-
lationship of the commensal microbiome to ocular disease is 
likely complex, and further research is needed. However, the 
 possibility of modulating the gut microbiota through antibiot-
ics, probiotics, prebiotics, or fecal transplants as a therapeutic 
approach in the treatment of uveitis and other autoimmune 
 diseases is  intriguing and warrants further exploration.

Cancer Immunotherapy-Associated 
Ocular Complications
A revolution is taking place not only in the treatment of auto-
immune diseases with increasing development of biologics but 
also in the field of cancer therapy with the advent of cancer im-
munotherapy drugs. We are now in an era where we are able to 
harness the natural power of the immune system to detect and 
eliminate transformed cells. Cancer immunotherapy acts by en-
hancing immune function to amplify antitumor response and 
aid in eradication of existing cancers and metastases. However, 
the side effects seen with immunotherapy drugs reflect this im-
mune enhancement and disruption of self-tolerance, resulting 
in high rates of autoimmune toxicity. Autoimmune-related side 
effects are common and can affect almost any organ, includ-
ing causing both uveitis and neuro-ophthalmic complications 
of the eye. The study of immune-related adverse events (irAEs) 
and their management is a critical area of immunotherapeutic 
research, as the development of autoimmune-related toxic-
ity frequently limits the use of these otherwise effective cancer 
therapeutics.

There are currently several distinct classes of immunothera-
peutic drugs, including antitumor vaccination, cellular immu-
notherapy, cytokine therapy, and monoclonal antibody-based 
therapies. Uveitis associated with anti-CTLA-4 and anti-PD-1/
PD-L1 checkpoint inhibitor use has been well documented.60 
Other ophthalmic complications have recently been recognized, 
ranging from optic neuritis, myasthenia gravis–like presenta-
tions, and muscle/orbit involvement. This illustrates the vast 
range of ocular presentations that may result from immuno-
therapy treatment, and highlights the fact that management of 
patients on complex immunotherapeutic regimens will require 
a multidisciplinary approach.

Gene Therapy
The eye is an ideal location to pioneer advancements in gene 
therapy. The eye is uniquely immune privileged, yet has easy 
access for surgical delivery with subretinal, intravitreal, and 
other minimally invasive available intraocular routes of 

 administration. The highly compartmentalized nature of the 
eye and separation from the rest of the body by the blood-brain 
barrier also minimizes concerns for off-target effects. The use 
of gene therapy to permanently correct monoallelic genetic 
disorders has been an elusive goal, until recently. Voretigene 
neparvovec (Luxturna, Spark Therapeutics) was approved by 
the US FDA in 2017 as the first in vivo gene replacement ther-
apy. It is designed as an AAV2 vector containing a functional 
copy of human RPE65 cDNA with a modified Kozak sequence, 
administered subretinally, and is the first and only treatment 
of Leber congenital amaurosis, an autosomal  recessive RPE65-
mediated inherited retinal disease that causes progressive 
blindness.61 This targeted gene therapy resulted in significant 
visual improvement which is maximal by 30 days  after admin-
istration and durable for at least 4 years with  continued ongo-
ing observation.62

The early success of voretigene neparvovec provides tre-
mendous encouragement to the field of gene therapy and 
future treatments of diseases such as Stargardt macular  
degeneration, X-linked retinoschisis, choroideremia, Leber 
hereditary optic neuropathy, and others. The introduction of 
CRISPR gene editing has further opened new possibilities in 
this field. We expect additional rapid advancements, and we 
anticipate that ophthalmology will continue to play a leading 
role due to the unique location and immune environment of 
the eye.

Topics of research interest:
• Immune mechanisms in degenerative diseases, including age-related 

macular degeneration (AMD)
• Role of commensal microbiota in ocular immunology

Development of new drugs and new therapeutics:
• Biologics: TNF inhibitors, IL-1 inhibitors, IL-6 inhibitors, etc.
• Gene therapy for ocular disease

Investigation of new diseases:
• Checkpoint-inhibitor-associated uveitis and neuro-ophthalmologic

 complications

ON THE HORIZON

SUMMARY
Multiple mechanisms have evolved to protect vision,  including 
the blood-retinal barrier, immune privilege, and tolerance 
mechanisms to safeguard the eye from immune cell infil-
tration. However, this special immune status of the eye can 
paradoxically leave it vulnerable in states of autoimmunity 
and disease, as eye antigens are normally sequestered and not 
available during the development of induced Tregs that medi-
ate peripheral tolerance. Immune diseases of the eye can affect 
any ocular tissue, and as such are highly varied in etiology and 
presentation. Frequently, these ocular diseases present in the 
setting of a broader systemic autoimmune disease or in the 
setting of general autoimmune susceptibility. Many MHC as-
sociations have been identified, and some putative targets or 
initiating factors have been proposed for some diseases. How-
ever, the targets for most autoimmune ocular diseases, preced-
ing infectious triggers, and other risk factors are still not well 
defined and require further study. We expect that there will be 
many cutting-edge developments in the field of ocular immu-
nology in the coming years, with resolution of many of these 
unanswered questions.
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GASTRITIS
Gastritis is a histological term that differs from normal gastric 
mucosa (Fig. 75.1, A). It describes stomach inflammation result-
ing from toxic exposures, infection, idiopathic inflammation, 
and autoimmunity. Although symptoms tend to be very non-
specific, the etiology and treatment of gastritis can be extremely 
specific, particularly for Helicobacter pylori infection, which has 
important implications for outcomes and natural history.

Atrophic Gastritis/Pernicious Anemia
The most classic autoimmune disease of the gastrointestinal 
(GI) tract is atrophic gastritis (AG) characterized by loss of acid-
producing parietal cells, anti-intrinsic factor, and anti-parietal 
cell autoantibodies, and an association with autoimmune thy-
roiditis, vitiligo, and type 1 diabetes.1 The resulting loss of acid 
production interferes with inorganic iron absorption, causes 
hypergastrinemia and enterochromaffin cell hyperplasia, and 
B12 deficiency (“pernicious anemia [PA]”). Despite the age-old 

stereotype of the AG/PA patient as an older Caucasian woman 
(there is a female preponderance 2:1), 25% of cases are diag-
nosed below age 50 years, and disease does occur in African 
and Asian ethnicities. The detection of both anti-intrinsic fac-
tor and anti-parietal cell serum antibodies has 73% sensitivity 
and 100% specificity for PA.2 Murine models show that immu-
nity to H+-K+-ATPase (the parietal cell membrane protein that 
secretes H ions into the gastric lumen) results in AG.3 Although 
potentially pathogenic H+-K+-ATPase–responsive CD4 T cells 
can be isolated from the gastric mucosa of patients with AG, it 
remains unclear how these cells arise, but observations impli-
cate a role for H. pylori infection (>80% of patients with AG 
have antibodies to H. pylori).4 Antral inflammation (up to 92%) 
and mucosal atrophy (up to 30%) together with histological evi-
dence of H. pylori infection (up to 30%) occur in AG, with anti-
gastric antibodies present in up to 65% of patients with H. pylori
infection (and none in noninfected patients with gastritis).5  

FIG. 75.1 Gastrointestinal Histology in Health and Immune-Mediated Disease. (A) Normal duodenal histology. (B) Celiac disease 
with blunted villus, increased plasma cell infiltrate, increased intraepithelial lymphocytes. (C) CD3 staining in celiac disease showing 
increased intraepithelial lymphocytes. (D) Crohn colitis showing mucosa expanded with lymphoplasmacytic infiltrate and two granu-
lomata. (E) Ulcerative colitis showing crypt dropout, cryptitis, crypt abscess, and lymphoplasmacytic infiltrate. (F) Common variable 
immunodeficiency (CVID) enteropathy showing villus blunting, increased intraepithelial lymphocytes, and epithelial apoptosis. (Photomi-
crographs courtesy of Dr. Leona Council, Department of Pathology, University of Alabama at Birmingham, Birmingham, Alabama, USA.)



960 PART VII Organ-Specific Inflammatory Disease

The diagnosis of AG/PA relies on the combination of labora-
tory, serological, and histological data.6 AG itself does present a 
risk of cancer (neuroendocrine cell and adenocarcinoma) and 
guidelines are still in development as to surveillance.7

Helicobacter pylori Gastritis
H. pylori infection of the gastric mucosa is the leading cause 
of peptic ulcer disease and is a World Health Organization 
(WHO)-designated class I carcinogen for gastric carcinoma. 
Primary infection is largely acquired in childhood, and poor 
sanitation enhances fecal/gastro-oral transmission. Although 
acute infection can cause abdominal pain and dyspepsia, there 
is little clinical recognition of acute infection. The burden of H. 
pylori ensues from chronic infection of the stomach; H. pylori
is uniquely adapted to the acidic environment of the stomach 
through its ability to metabolize urea to acid-buffering ammo-
nia that allows prolonged asymptomatic colonization.

The ability of H. pylori to confer risk of peptic ulcer dis-
ease in 15% of chronically infected persons has been linked to   
H. pylori infection inhibition of local bicarbonate secretion by 
the gastric epithelium which enhances permeability to damag-
ing hydrogen ions. In addition, expression of cytotoxins (vacu-
olating cytotoxin, VacA) and pro-inflammatory virulence fac-
tors, such as CagA, may contribute to pathogenesis.

The development of peptic ulcer disease and adenocarcinoma 
caused by chronic H. pylori infection correlates with the anatomi-
cal distribution of inflammation. When H. pylori chronic gastri-
tis affects the antrum predominantly, there is an association with 
duodenal ulcers, increased serum gastrin levels and excess acid 
production, and no gastric mucosal atrophy.8 However, when   
H. pylori affects the body and the antrum in a confluent or patchy 
manner, intestinal metaplasia develops, oxyntic mucosa atrophies, 
and acid production decreases; this type of H. pylori chronic gas-
tritis is associated with gastric ulcerations and increased risk for 
adenocarcinoma and mucosa-associated lymphoreticular tissue 
(MALT) B-cell lymphoma. Although eradication of H. pylori may 
reverse the mucosal atrophy and restore acid production at this 
stage, mucosal restoration occurs only in a minority of patients 
and does not necessarily reverse the intestinal metaplasia.4 His-
tologically, this form of AG is differentiated from primary auto-
immune AG (above) by the presence of H. pylori organisms in 
the specimen (and concurrent involvement of the antrum). Spe-
cific immunohistochemical methods for detecting H. pylori are 
required when organisms are not seen on hematoxylin and eosin 
staining, when intestinal metaplasia occurs widely (H. pylori does 
not colonize intestinal metaplasia heavily), or when confirm-
ing H. pylori eradication after antibiotic treatment.9 Immune 
mechanisms contribute to the persistence of H. pylori infec-
tion in the stomach, including pro-regulatory effects of local 
interleukin-10 (IL-10) production, increased regulatory T cells 
(Tregs) in the gastric mucosa, and increased antigen-presenting   
cell (APC) phagocytosis of apoptotic cells.10–12 Establishing the 
diagnosis of active H. pylori infection is essential in the setting of 
active gastroduodenal ulcer disease, gastric MALT lymphoma, 
and, in highly endemic areas such as Central America, dyspep-
sia symptoms alone (upper abdominal pain, bloating, early satiety, 
and nausea). Active disease is diagnosed with endoscopic biopsy, 
which has high sensitivity and specificity, while simultaneously 
assessing peptic and malignant complications. Noninvasive testing 
for H. pylori infection includes serum antibody detection (best used 
in highly endemic areas to predict active infection), urea breath 
testing (limited by expense and possible false-positive results), and 

fecal antigen testing (which has potential advantages in the setting 
of intestinal metaplasia and after antibiotic  treatment).

Once H. pylori infection is diagnosed, there are many effective   
eradication therapies that need to be tailored to patients' drug toler-
ance and allergy history as well as local antibiotic resistance patterns. 
In general, a 14-day course with a proton pump inhibitor (PPI; hista-
mine 2 [H2] blockers may be substituted) and two antibiotics (clar-
ithromycin with amoxicillin or metronidazole) is recommended as 
first-line treatment.13 Alternative regimens, including bismuth or 
sequential therapy, may be needed in cases of antibiotic resistance. 
Eradication of infection can be confirmed by either invasive or non-
invasive (but not serum antibody) methods. In addition to the cure 
of recurrent gastroduodenal ulcer disease, eradication of H. pylori
can cause regression of gastric MALT lymphoma in a majority of   
coinfected patients.14

ON THE HORIZON
Gastritis

• Development of a Helicobacter pylori eradication treatment with 
affordable global implementation without significant adverse effects 
or antibiotic resistance that work to enhance current regimens or 
replace them (e.g., vaccines).

KEY CONCEPTS
Gastritis

• Atrophic gastritis (AG) results from immune-mediated loss of the acid-
producing cells of the gastric body. AG is associated with anti-parietal 
cell antibodies, an intact antral gastric mucosa, and no evidence of 
Helicobacter pylori infection.

• However, H. pylori infection has been linked to atrophic gastritis via 
increased rates of anti-H. pylori antibodies in AG patients and gastric   
mucosal CD4  T cells with cross-reactivity to H+-K+-ATPase and H. pylori
antigens.

• H. pylori infection of the stomach is chronic because of metabolic and 
immune adaptations by the pathogen that allow persistence in the 
acidic gastric environment.

• H. pylori infection is a leading cause of peptic ulcer disease and a 
World Health Organization (WHO) class I carcinogen because of its 
link to gastric adenocarcinoma.

CELIAC DISEASE
Celiac disease is the most prevalent (0.5% to 1% of the general 
population) immune-mediated disease of the human GI tract.15

Gluten-derived peptides not only disrupt the tight junction com-
plex (via CXCR3-stimulated release of zonulin) but also gluten 
peptide–specific T cells drive specific autoantibody formation 
and an inflammatory response that leads to small intestinal vil-
lus atrophy and malabsorption caused by subsequent intestinal 
surface injury. The identification of the specific gluten peptide-
presenting human leukocyte antigen (HLA) molecules (DQ2 
and DQ8) and the gluten peptide cognate ligands that activate 
the T cells has advanced the understanding of the pathophysiol-
ogy and genetics of celiac disease, driving the development of 
innovative therapies.16

Presentation
The classic clinical presentation of celiac disease—chronic 
diarrhea, weight loss, and abdominal bloating—results from 
defective nutrient absorption by the small intestine as a result 
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of inflammatory injury. However, adult patients with celiac   
disease are more likely to present with complications of nutri-
ent deficiency (anemia, osteoporosis, sarcopenia) without overt 
GI complaints. Celiac disease can also present with an associ-
ated skin eruption (dermatitis herpetiformis), cerebellar ataxia, 
infertility and miscarriage, and chronic fatigue, and can be asso-
ciated with autoimmune disorders, such as type 1 diabetes and 
thyroiditis, Addison disease, Sjögren syndrome, autoimmune 
hepatitis, and primary biliary cirrhosis.15 The high frequency of 
nonspecific GI symptoms, such as abdominal pain and consti-
pation, which are reported in over one-fifth of newly diagnosed 
subjects, complicates targeted screening. The variations of celiac 
disease presentation reflect several features: (i) the dose effect 
of celiac disease risk alleles on severity; (ii) the development 
of celiac disease involves additional genetic and environmen-
tal factors as well as the required HLA background; (iii) celiac 
disease activity depends on the quantity and quality of gluten 
exposure; and (iv) celiac disease effects are proportionate to the 
inflammatory activity and the extent of involved bowel. The 
concept of a vast subclinical celiac disease prevalence has led 
to an “iceberg model,” where the visible tip is the group with 
symptomatic GI disease and the characteristic gut mucosal 
lesion, and below the surface are those with subclinical disease 
(no overt symptoms but gut mucosal lesions) and latent disease 
(no symptoms or mucosal lesions but possibly positive serology 
against a background of HLA genetic susceptibility).

The key to diagnosing celiac disease is simply to consider it in 
the differential diagnosis of classic gut malabsorption as well as 
subtle manifestations of malabsorption (e.g., unexplained iron 
deficiency anemia). Conversely, the differential diagnosis of vil-
lus blunting or intraepithelial lymphocytosis (without positive 
serologies) includes small-intestinal bacterial overgrowth, tropi-
cal sprue, autoimmune enteropathy, common variable immuno-
deficiency (CVID) enteropathy, and H. pylori gastritis, empha-
sizing that celiac disease is also not solely a histological diagnosis.

Immune Pathophysiology
Celiac disease results from the activation of T cells by gluten 
peptide–major histo compatibility complex (MHC) complexes 
on APCs in the lamina propria of the gut (primarily the small 
intestine). Dietary gluten, largely from wheat, barley, and rye, 
exists in polymeric (glutenin) and monomeric (gliadin) form 
and is incompletely digested to small peptides by gut luminal 
enzymes because of their high glutamine and proline content.17

These large gluten peptides cross the zonulin-disrupted epithe-
lial barrier and bind to specific HLA-DQ2 or -DQ8 molecules 
(tissue transglutaminase [TTG] can deamidate gluten peptides, 
resulting in negatively charged gluten peptides with increased 
affinity for the HLA binding site). Gut microbes also can affect 
the immunogenicity of gluten peptides via their own proteolytic 
enzymes but a specific celiac disease dysbiotic signature has not 
been defined.18,19 The gluten peptide-activated T cells produce 
proinflammatory cytokines interferon-γ (IFN-γ), interleukin-18 
(IL-18), and IL-21. The activated T cells also induce B-cell matu-
ration to plasma cells, producing antibodies to gluten peptides 
as well as to TTG. The reason for TTG being targeted for auto-
antibody production is unknown.

Observed in animal models, the activated T cells are not 
required, but are sufficient to induce the epithelial damage and 
villus blunting. The characteristic villus atrophy is induced by gut 
APC- and epithelial cell–produced IL-15, enhancing CD8 T-cell 
infiltration into the epithelium where intraepithelial T   lymphocytes 

(IELs) with upregulated NKG2D receptors, interacting with 
Major histocompatibility complex (MHC) class I chain-related 
protein A (MICA) and B upregulated on epithelial cells, induce   
cysteinyl leukotrienes that drive IEL cytotoxicity.20

Beyond the HLA associations with disease, genome-wide 
association studies (GWAS) have linked over 30 disease suscep-
tibility loci with non-HLA regions such as the polymorphism in 
lnc13, a long noncoding RNA, which affects its binding with a 
heterogeneous nuclear ribonucleoprotein to undo its repression 
of other genes, including inflammatory mediators.21

Diagnosis
Celiac disease patients can present with both suggestive symp-
toms and signs (weight loss, chronic diarrhea) as well as in 
atypical ways, such as with specific micronutrient deficiencies 
or unexplained hyperamylasemia or hypertransaminasemia. 
Initial tests include measuring serum immunoglobulin A (IgA) 
antibodies against TTG and endomysial proteins, which have an 
estimated specificity/sensitivity of 95%/95% and 100%/>90%, 
respectively. Total serum IgA level must be made at the same 
time to prevent false–negative results; however, in the setting 
of IgA deficiency (there is an association with celiac disease), 
elevated IgG anti–TTG or anti-deamidated gliadin levels and 
identification of celiac disease susceptibility HLA genes can 
help determine the risk and presence of disease.15

An important part of celiac diagnosis is biopsy of the upper 
small intestine mucosa (see Fig. 75.1, B and C); typically three to 
four endoscopic biopsy specimens are obtained from both the 
duodenal bulb and the distal duodenum. Although the absolute 
requirement for histological diagnosis of celiac disease may be 
debated (and cannot be used alone because of lack of specific-
ity), it remains important for several reasons: (i) the serologi-
cal markers should only be used as a screening test, identifying 
which patients are at highest risk for the disease and appropri-
ate for biopsy confirmation; (ii) even in people with HLA DQ-2 
or DQ-8 backgrounds, only a minority of persons will develop 
symptomatic celiac disease, so the evaluation of atypical presen-
tations especially will require histological examination; and (iii)
because the treatment can be life altering, it is essential to make 
a definitive diagnosis.

Treatment
The treatment of celiac disease is avoidance of gluten, specifi-
cally foods containing wheat, barley, and rye. Successful gluten 
avoidance should first resolve symptoms and clinical lab abnor-
malities (iron deficiency, for instance). Follow-up endoscopy 
to assess response to therapy should be done only after 6 to   
12 months of a strict gluten-free diet (GFD), although full recov-
ery of the villus mucosa may take several years. There are no accu-
rate biomarkers to monitor adherence to a GFD, although one 
indication may be a fall in the pretreatment level IgA anti-TTG 
serum antibodies; therefore, follow-up endoscopy with biopsy is 
needed to document restoration of the villus architecture.

About 5% of patients with celiac disease do not respond to 
a GFD. Ensuring a strict adherence to a GFD is important to 
identify the reasons for nonresponse, whether through inad-
vertent gluten exposure or whether the inflammation is truly 
refractory to a strict GFD. One group of patients with the   
so-called refractory celiac disease with polyclonal IEL popula-
tions may respond to corticosteroids and immunosuppressant 
treatment; another group with monoclonal IELs do not respond 
to such treatment and are at increased risk of lymphoma.22
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Presentation
Patients with Crohn disease most often come to medical attention   
because of abdominal pain, altered bowel habits, and rectal 
bleeding. Abdominal pain may indicate bowel obstruction 
(especially if the pain is postprandial), an inflamed viscus, or 
a penetrating complication, such as an abscess or fistula. Diar-
rhea is related to malabsorption and dysmotility secondary to 
the effects of inflammatory cytokines on gut function. Diarrhea 
can also result from noninflammatory mechanisms like bile salt 
wasting or small intestinal bacterial overgrowth (SIBO). Con-
versely, constipation in Crohn disease can be a sign of strictur-
ing of the bowel. Rectal bleeding results from mucosal friabil-
ity and ulceration. In addition, fever, unexplained weight loss, 
fatigue, anemia, and failure to thrive (in children) can accom-
pany the GI complaints or even be the primary presentation. 
Extraintestinal manifestations of Crohn disease include arthri-
tis, uveitis, inflammatory skin lesions (pyoderma gangrenosum 
and erythema nodosum), and stomatitis. The arthritis can affect 
the axial (spine and pelvis) and articular skeleton, with the latter 
more often mirroring the activity of the gut disease. The joint 
complaints range from usual arthralgias to frank synovitis with 
swelling and tenderness (without erosive joint destruction). The 
uveitis most commonly occurs as episcleritis and iritis. Many 
of these lesions will subside with effective therapy aimed at the 
gut, but they can also have independent courses that require   
site-targeted treatment.

The incidence of Crohn disease and ulcerative colitis 
(UC) in Western populations has been estimated to be 5 to   
15 cases/100,000 person-years.24 Ashkenazi Jewish heritage 
confers increased Crohn risk in Caucasians, whereas African 
Americans seem to have rates similar to those of non-Jewish 
Caucasians, and Hispanics and Asians have much lower rates. 
There is a genetic risk with up to 10-fold increased rates of 
inflammatory bowel disease (IBD) in relatives of patients with 
Crohn disease and a 30% concordance rate in monozygotic twin 
pairs. The typical patient is diagnosed in his or her second or 
third decade, and there is no significant gender preference. The 
only environmental exposure that has been repeatedly linked to 
risk of Crohn disease has been tobacco use.

The majority (up to 70%) of Crohn patients experience a 
remitting and relapsing course, but some have chronically active 
symptoms refractory to medication. There are several pheno-
types of disease. These include inflammatory disease (manifest-
ing primarily as intestinal edema and ulceration), fibrostenotic 
disease (luminal narrowing by fibrous strictures dominate 
with symptoms of painful obstruction), and fistulizing disease 
(inflammatory tracts between the bowel and other intestines, 
the bladder, vagina, skin, and other structures). Although the 
majority of patients have inflammatory disease at the time 
of diagnosis, over time this phenotype changes so that after   
20 years of disease duration, up to 70% and 18% of patients with 
Crohn disease report penetrating and fibrostenotic complica-
tions, respectively, often leading to surgery.25

Immune Pathophysiology
The current paradigm of Crohn disease pathogenesis is a 
dysregulated immune response to gut commensal microbial 
components (antigens and pathogen-associated molecular 
patterns). Initial rodent colitis models showed a predominant 
T-helper-cell-1 (Th1) inflammation, where the colitis could be 
blocked or reversed by treatment with anti–IL-12 antibodies. 
Roles for IL-23 and IL-17 in Crohn disease were later supported   

The majority of patients with celiac disease respond positively   
to a GFD with return of normal gut absorption. However, 
ongoing inflammation is associated with risk of small-bowel 
lymphoma, so ensuring adherence to a GFD and documenting 
mucosal healing can affect the natural history of this disease. 
Finally, since first-degree relatives are at increased risk of celiac 
disease, patients should be advised of recommended serum 
antibody screening of these family members.

KEY CONCEPTS
Celiac Disease

• Patients with celiac disease present more often with complications of 
malabsorption than chronic diarrhea and weight loss.

• Human leukocyte antigen (HLA)-DQ2 or -DQ8 alleles are necessary 
but not sufficient for celiac disease to develop, as they are present in 
more persons unaffected by celiac disease.

• Immunoglobulin A (IgA) antibodies to tissue transglutaminase and 
endomysial proteins should be used for screening only (not diagnosis) 
and should be measured along with total IgA for validity.

• The goals of gluten-free diet treatment are relief of symptoms, rever-
sal of malabsorption, and restoration of villi.

ON THE HORIZON
Celiac Disease

Discovery of additional genetic and environmental factors (beyond glu-
ten) that strongly confer risk for celiac disease in the setting of human 
leukocyte antigen (HLA)-DQ2 and -DQ8 alleles leading to strategies to 
eliminate that risk and prevent disease.
• Novel treatment approaches to modify gluten to nonimmunogenic 

forms, anti-IL-15 strategies that interrupt the inflammatory cascade of 
events, and even vaccines to downregulate responses to gluten pep-
tides or that induce tolerance to gliadin.

• Identification of specific celiac disease–relevant components of the 
microbiome that influence the expression of disease.

CROHN DISEASE
Crohn disease is a chronic idiopathic inflammation of the gut 
characterized by transmural involvement of the bowel wall 
(mucosa, muscle layer, and serosa) (see Fig. 75.1, D). Although 
often referred to as “terminal ileitis,” the majority of patients 
with Crohn disease have colonic inflammation in addition or 
solely. Crohn disease typically runs a chronic, relapsing course 
often complicated by bowel obstruction as a result of fibrous 
strictures and by abscesses and fistulae caused by extension 
of inflammation beyond the bowel wall. Most Crohn patients 
will require surgical treatment at rates up to 70% after 20 years' 
disease duration. Crohn disease is treated with broad antiin-
flammatory drugs (corticosteroids and immunosuppressants) 
as well as antibodies targeting tumor necrosis factor (TNF-α), 
L-12/IL-23 p40, and the integrin molecules α4 and α4β7.

Crohn disease is thought to result from a dysregulated 
immune response to gut microbes. Despite evidence for genetic 
disease heritability, it is clear that the complex interactions of 
environmental exposures (including the gut microbiome and 
its metabolome), innate and adaptive immune dysfunction, and 
complex genetic and epigenetic features all contribute to disease 
causation and expression.23
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by the IL-10–deficient mouse model of spontaneous colitis 
and the cell transfer model of induced colitis, where colito-
genic naïve CD4+CD45RBhigh T cells from wild-type mice are 
infused into T-cell–deficient mice.26,27 IL-12 (p35/p40 dimer), 
IL-23 (p19/p40 dimer), IFN-γ, and IL-17 are significantly ele-
vated in Crohn disease, but it is not known which cytokines 
play a more important role in specific patients. The first and 
most widely used biological in IBD targets TNF-α, which itself 
is a more downstream cytokine in the inflammatory cascade. 
The anti–IFN-γ monoclonal antibody (mAb) fontolizumab 
showed no clinical efficacy in Crohn disease (but did decrease 
C-reactive protein [CRP] level).28 However, anti–IL-12/
IL-23 p40 subunit mAbs targeting the Th1 and Th17 path-
ways resulted in clinical improvement that led to the use of 
ustekinumab for Crohn disease.29,30 Currently, agents targeting 
IL-23 alone (anti-p19 antibodies) are being evaluated for effi-
cacy in IBD. Unexpectedly, antibodies targeting IL-17A alone 
(secukinumab) or the IL-17AR receptor subunit (transducing   
IL-17A, IL-17E, and IL-17F intracellular signals) either did not 
show clinical improvement (and was associated with increased 
fungal infections) or even induced clinical deterioration (the 
anti–IL-17AR antibody).31

To date, it is estimated from multiple genome polymor-
phism studies that more than 200 IBD susceptibility loci exist, 
most associated with risk of both Crohn disease and UC.32

However, it is estimated that all the loci together could account 
for no more than 15% of overall IBD risk. While most of these 
genetic risk loci are in noncoding regions of genes thought to 
modulate gene expression, the actual genes implicated have 
roles in the immune response, cell trafficking, and epithelial 
integrity, providing biological plausibility for their involve-
ment in IBD. Several examples stand out. (i) The NOD2 gene 
encodes an intracellular protein that binds muramyl dipeptide 
(MDP), a component of the bacterial cell wall TLR2 ligand 
peptidoglycan. Disease-associated mutations in the MDP-
sensing leucine-rich repeat domain of NOD2 are associated 
with defective activation of nuclear factor (NF)-κB. (ii) The 
ATG16L1 autophagy gene is important for the metabolism 
of autologous cell proteins as well as intracellular microbes. 
Expression of the Crohn disease–associated Thr300Ala poly-
morphic ATG16L1 sequence in a colon cancer cell line showed 
in vitro inhibition of packaging of intracellular Salmonella into 
autophagosomes, supporting the hypothesis that this muta-
tion could lead to impaired clearance of microbes and chronic 
inflammation.33 (iii) A polymorphism in the coding region of 
the IL-23 receptor gene (Arg381Gln) found in 14% of healthy 
controls is associated with protection from Crohn disease (less 
so UC) and is associated with decreased Th17 cascade effector 
cells.34

The key role of the commensal microbiota in gut immune 
homeostasis was established by the observations that germ-
free mouse models are largely protected from experimental 
IBD. A number of studies show a dysbiosis compared with 
the healthy gut microbiota.35 This change in the microbiota in 
IBD has been characterized as a loss of microbial community 
diversity, reversal of the Bacteroidetes-to-Firmicutes phyla 
ratio with reduction in Firmicutes, and metabolic and commu-
nity changes associated with activity of disease.36 The roles of 
antibiotics, probiotics, prebiotics/diet, or actively changing the 
microbiota through fecal transplant have not been clarified suf-
ficiently to employ these strategies as conventional treatments in   
Crohn disease.

Diagnosis
The diagnosis of Crohn disease relies on radiographic,   
endoscopic, and histological examinations. In general, a com-
bination of colonoscopy (with ileal examination) and small-
bowel imaging (barium small-bowel follow-through, com-
puted tomography [CT] or magnetic resonance enterography, 
or capsule video endoscopy) is usually sufficient to demon-
strate active inflammatory disease of the colon and small 
bowel. Observed mucosal ulceration and friability in a patchy 
distribution separated by unaffected mucosa (“skip areas”) 
are the endoscopic hallmarks of Crohn disease. Diagnos-
tic imaging showing patchy bowel wall thickening, mucosal   
hyperemia, luminal narrowing (stricturing), and penetrating 
complications of the bowel wall, such as fistulae and abscesses, 
all suggest Crohn disease. Histologically, although the appear-
ance of noncaseating granulomata is highly supportive of 
a diagnosis of Crohn disease, in practice, they are not often 
detected by endoscopic biopsy, particularly in adults. More 
often, evidence of chronic inflammation, such as architec-
tural crypt distortion and basal lymphoplasmacytosis, help 
to differentiate the inflammation from an acute, self-limiting   
colitis or enteritis. Other findings, such as fecal leukocytes or 
elevated fecal calprotectin, may indicate an inflammatory coli-
tis but are not specific for diagnosis of a chronic idiopathic IBD, 
such as Crohn disease or UC. In the setting of suggestive imag-
ing or endoscopy appearances of colitis, the measurement of 
certain serum antibodies can further support the diagnosis of 
Crohn disease and even help differentiate it from UC, but they 
should not be used by themselves as diagnostic tests.37 It has 
been shown that up to 68% of patients with Crohn disease are 
seropositive for antibodies targeting microbial antigens, such as 
anti–Saccharomyces cerevisiae antibody (up to 16% of patients 
with UC are seropositive). Additional antimicrobial antibodies, 
such as anti-OmpC, anti-I2, anti-flagellin 3, X, and CBir, also 
develop in Crohn disease. Crohn disease may need to be dif-
ferentiated from other similarly presenting conditions, includ-
ing UC, chronic ischemic colitis, infectious enteritis/colitis   
(amebiasis, Yersinia enterocolitica infection, Mycobacterium 
tuberculosis infection), intestinal lymphoma, celiac disease, 
diverticula-associated colitis, and radiation- and nonsteroidal 
antiinflammatory drug (NSAID)–induced enteropathy.

Treatment
The treatment of Crohn disease includes medical and surgical 
approaches. Since there is no cure for Crohn disease, the princi-
ples of therapy are to first make sure that symptoms are second-
ary to the underlying idiopathic inflammation and not caused by 
infectious or noninflammatory factors, such as coexisting irrita-
ble bowel syndrome (IBS). The goal is to induce quick remission 
of symptoms and establish therapy to maintain the remission 
with aggressive initial therapy commensurate with the extent 
and activity of the disease. Current management continues to 
evolve as new drugs, patient disease risk assessment, and treat-
ment goals are introduced into therapeutic decision making.38

For instance, limited anatomic extent of gut disease with little 
clinical impact could be treated with episodic corticosteroids and 
mesalamine (for colonic disease); however, for more advanced 
disease with more symptoms, inflammatory burden and even 
complications, initial therapy with biological medicines such 
as anti-TNF-α drugs (with or without immunosuppressants 
like thiopurines or methotrexate depending of disease severity) 
could be used; for patients with contraindications, intolerances,   
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prior anti-TNF-α exposure, or risk mitigation considerations, 
then anti-p40 or anti-integrin (α4β7) agents could be used. Typi-
cally, maintenance therapy with the same agent used to achieve 
remission is needed. Continuous assessment of response (symp-
toms, biomarkers, mucosal healing) and use of therapeutic 
drug monitoring can optimize successful long-term treatment   
outcomes.

Surgery is required in cases of complications, such as bleed-
ing, pain/obstruction, and fistulae that are refractory to medical 
therapy. Surgery typically involves resection limited to inflamed 
segments of small intestine and colon but small strictures can be 
treated in situ by stricturoplasty. In addition, surgery is required 
for treatment of intestinal adenocarcinoma, which also com-
plicates the chronic inflammation of the bowel. There is a high 
incidence of endoscopic and symptomatic recurrence of inflam-
mation by 2 years after surgery, and anti-TNF-α agents can suc-
cessfully prevent this. Strategies to identify patients who would 
benefit from early postoperative drug prophylaxis are being 
developed.39

between UC and HLA-B27–positive spondyloarthropathy   
(see Chapter 58), with 60% of patients with ankylosing spondylitis 
showing inflammation on colonoscopy. UC is also closely associ-
ated with primary sclerosing cholangitis (PSC; see Chapter 76);   
up to 3% of UC patients develop PSC, and up to 75% of all 
patients with PSC have UC.41

UC incidence is up to 20 to 25 cases per 100,000 person-years; 
the diagnosis of UC is typically made in the second or the third 
decade without significant gender preference.42 Approximately 
6% to 15% of first-degree relatives of patients with UC have a 
history of UC, but in general, the genetic contribution to risk is 
lower than in Crohn disease. There is a higher incidence of UC in 
European and North American populations compared with that 
in Asian and Latin American countries, but newly industrialized 
countries are increasing in incidence.24 The only environmental 
exposures linked to risk of UC are the protective effect of tobacco 
exposure and appendectomy in the first decade of life.

The natural history of UC shows that most patients experi-
ence a remitting and relapsing course (60%), although some 
have prolonged remission after one episode of disease (20%), 
and others have chronically active symptoms refractory to med-
ical remission (20%). Chronic inflammatory UC (and Crohn 
colitis) is accompanied by an increased incidence of colorectal 
cancer, so much so that recurring colonoscopic surveillance for 
dysplasia with biopsy is recommended starting 8 to 10 years 
after diagnosis.43 Total colectomy is performed to treat refrac-
tory symptoms or in certain instances of detected dysplasia.

Immune Pathophysiology
UC was originally characterized as a Th2-like disease because of 
the increased IL-5 and IL-13 production in inflamed gut tissue 
seen in an animal model of UC, oxazolone-induced colitis, as 
well as from patient specimens.44 In this model, mucosal natural 
killer T (NKT) cells produced the excess IL-13 and the colitis was 
reversed by immunoneutralizing anti–IL-13. When translated to 
humans, patients with UC were found to have high capacity for 
IL-13 production, also by type II NKT cells. IL-13 is a biologi-
cally plausible effector cytokine in UC injury because it disrupts 
the epithelial tight junction by upregulating claudin-2 and has a 
direct toxic effect on human gut epithelial cells in vitro.45 How-
ever, results from a clinical trial using an anti–IL-13 antibody in 
UC did not show significant treatment efficacy.46

Data from genetic susceptibility studies in UC have provided 
less-compelling examples of disease-specific mechanisms com-
pared with those in Crohn disease, but there are associations 
with HLA class II genes distinct from Crohn disease and loci 
associated with genes involved in epithelial barrier function, 
such as GNA12 for tight junction formation, CDH for epithe-
lial cadherin-1, LAMB1 for the laminin constituent of basement 
membranes, and the ubiquitin ligase gene RNF186.47,48 When 
specifically assaying epithelial cells (vs. whole tissue) for epi-
genetic markers associated with genomic risk loci, there is an 
enhanced association supporting the epithelium as a primary 
target for dysfunction in UC.49,50

Diagnosis
The diagnosis of UC is made by colonoscopy to show the con-
fluent extent of the inflammation from the rectum to points 
proximal (ileal intubation can confirm that the inflammation 
is limited to the colon) and biopsy, which should contain his-
tological features of chronic inflammation, including crypt dis-
tortion, crypt dropout, and lymphoplasmacytosis. The presence   

KEY CONCEPTS
Crohn Disease

• Crohn disease affects the full thickness of the bowel wall, resulting in 
fistulae and abscesses in 70% of patients by 20 years' disease duration.

• Crohn disease is a chronic, relapsing inflammation of the bowel, and 
up to 80% of patients will require surgical treatment at some point.

• Over 200 genetic loci are associated with disease risk, but several 
coding region polymorphisms, including NOD2 and ATG16L1, high-
light a role for dysfunctional innate immune responses.

ULCERATIVE COLITIS
UC also involves chronic idiopathic inflammation of the gut, but 
this is limited to the mucosal layer of the colon (see Fig. 75.1, E). 
UC can involve the rectum alone (ulcerative proctitis), the dis-
tal transverse colon to rectum (left-sided colitis), or the entire 
colon (pancolitis). Without the transmural inflammation of 
Crohn disease, penetrating complications, such as fistulae and 
abscesses, generally don’t complicate UC. Oral and topical (per 
rectum) mesalamine preparations are most often used to treat 
UC, although patients also may require corticosteroids, immu-
nosuppressants, and biological agents to induce and maintain 
remission. Unlike Crohn disease, total colectomy eliminates 
the disease. However, there can be ongoing complications of 
the surgery such as ostomy dysfunction or pouchitis if an ileal 
pouch–anal anastomosis is performed. Over 40% of patients 
with UC require surgery to treat medically refractory symptoms 
or development of dysplasia over their lifetime.40

Presentation
UC has rectal inflammation (proctitis) as its primary location 
but can extend to involve the whole colon. Bloody loose stool 
(including nocturnal) and abdominal pain are common symp-
toms along with proctitis-specific complaints of rectal urgency 
and incomplete evacuation. As in Crohn disease, fever, unex-
plained weight loss, fatigue, and anemia can accompany the 
GI complaints or be the primary presentation. Extraintestinal 
manifestations may include arthritis, uveitis, inflammatory skin 
lesions, and stomatitis. An interesting genetic connection exists 
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of acute inflammatory features alone (polymorphonuclear cells, 
crypt abscess, and cryptitis) may also be seen but, when in isola-
tion, these features suggest other etiologies, such as acute infec-
tious, drug-induced, ischemia, and toxic exposures. Although 
no blood test can be used to diagnose UC, the presence of 
high-titer perinuclear antineutrophil cytoplasmic antibodies 
(pANCAs) can be seen in up to 70% of patients with UC; this 
information can help differentiate chronic indeterminate colitis 
when coupled with anti-Saccharomyces cerevisiae mannan anti-
bodies (ASCAs; see above). At all times, acute infections from 
enteric pathogens, including Clostridium difficile, should also be 
excluded, as these may also occur during active IBD treatment 
and mimic exacerbation of disease (evaluation for cytomega-
lovirus [CMV] infection should be performed in the setting 
of UC seemingly refractory to immunosuppressants). Once a 
diagnosis is established, elevations in transaminases or alkaline 
phosphatase should prompt an evaluation for PSC (imaging by 
magnetic resonance or endoscopic cholangiopancreatography).

Treatment
Treatment is tailored to the extent and activity of disease.51 Mild 
to moderate proctitis can respond to topical corticosteroids or 
mesalamine alone (enemas and/or suppositories). Most often 
with more extensive colonic involvement, oral mesalamine is 
required, which can be useful for induction and maintenance 
of remission. In moderate to severe disease, corticosteroids may 
be required to induce rapid responses and early introduction of 
anti–TNF-α, anti-p40 or anti-integrin agents are used to induce 
fairly rapid clinical responses and remission and may also be 
used as maintenance therapy. Janus kinase (JAK) inhibitors may 
be used if there is no response to the biologicals. Severe disease 
may require hospitalization for high-dose intravenous steroids 
followed by anti-TNF or cyclosporine if no response.

Mesalamine-based drugs are a cornerstone of therapy in 
UC and are generally included in most ongoing UC medical 
regimens. Whether use of mesalamine even in quiescent dis-
ease confers chemoprotection from developing dysplasia is still 
being debated, but because of their generally low adverse event 
rate and high tolerance, long-term use is a reasonable choice.

As discussed, surgery has a definite role in treating medi-
cally refractory disease or addressing dysplasia discovered by 
surveillance colonoscopy (dysplasia surveillance is done every 1 
to 2 years after 8 to 10 years of disease by taking four-quadrant 
biopsy specimens every 10 cm). After total colectomy, options 
include an ileal pouch–anal anastomosis or a permanent end 
ileostomy. However, even the pouch can become chronically 
inflamed; generally, antibiotic responsive, this inflammation 
can also become refractory and require steroid, immunosup-
pressant, or biological therapy and even pouch removal.

OTHER IDIOPATHIC INFLAMMATORY BOWEL  
DISEASES

Microscopic Colitis
Microscopic colitis is an increasingly recognized clinical con-
dition that links chronic watery diarrhea with intraepithelial 
lymphocytosis (lymphocytic colitis) or with increased subepi-
thelial collagen deposition (collagenous colitis). It differs from 
Crohn disease and UC by lacking endoscopic mucosal damage 
or evidence of histological features of chronic inflammation 
(no architectural crypt distortion, basal lymphoplasmacytosis, 
or loss of goblet cells). However, it causes significant morbid-
ity and may require chronic immunosuppression for treatment. 
Although its etiology is unknown, there are associations with 
autoimmune conditions as well as with certain drug exposures.52

The hallmark symptom of microscopic colitis is poorly tol-
erated chronic, copious, watery, nonbloody diarrhea that can 
cause fatigue, arthralgias, and weight loss. Microscopic colitis 
typically begins in the sixth and seventh decades with a female 
predominance and is associated with a history of autoimmunity, 
especially thyroid disease, rheumatoid arthritis, and CREST 
(calcinosis, Raynaud phenomenon, esophageal dysmotility, 
sclerodactyly, and telangiectasia) syndrome and even celiac dis-
ease.53 Although celiac-like villus blunting may be seen in less 
than 10% of patients with microscopic colitis, celiac serologies 
will not be positive, indicating that classic gluten enteropathy is 
not playing a role.

There is no current information on the immune mechanism 
of microscopic colitis. Activated NF-κB, increased nitric oxide 
and prostaglandin production have been measured and have 
been linked to the diarrhea. Excessive transforming growth 
factor (TGF)-β has also been measured in collagenous colitis, 
consistent with its role in collagen production and fibrosis. 
Concomitant medications associated with microscopic colitis 
include H2 blockers, PPIs, selective serotonin reuptake inhibi-
tors, ticlopidine, and NSAIDs.

The diagnosis of microscopic colitis relies on histology. The 
sine qua non for microscopic colitis is increased numbers of 
intraepithelial lymphocytes (>20 lymphocytes/100 epithelial 
cells) on colonic mucosal biopsy. This can be accompanied by a 
chronic inflammatory infiltrate in the lamina propria and, less 
often, a limited appearance of neutrophils (especially cryptitis), 
the latter finding suggesting that the etiology of the microscopic 
colitis may actually be related to an injurious drug effect, such 
as NSAID exposure. In collagenous colitis, a prominent subepi-
thelial collagen band ≥10 μm is seen in addition to the intraepi-
thelial lymphocytosis.

KEY CONCEPTS
Ulcerative Colitis

• Ulcerative colitis (UC) is a chronic, relapsing inflammation of the colon 
that is limited to the mucosa and is not transmural.

• Many medical treatments for UC (including anti-TNF-α, anti-p40 or anti-
integrin biologicals) overlap with Crohn disease, but total colectomy is 
typically reserved for UC when surgery is required for complicated or 
refractory disease.

• Although less strongly associated with genetic inheritance compared 
with Crohn disease, several UC susceptibility loci have been identified 
and are associated with epithelial barrier function.

ON THE HORIZON
Inflammatory Bowel Disease

• Improvement in detection of dysplasia using molecular techniques 
to better understand the incidence, natural history, prevention of, 
and role of inflammation-induced somatic mutations in inflammatory 
bowel disease (IBD)-related colonic epithelial neoplasia.

• Defining biomarkers that identify genotype–phenotype linkages that 
predict responses to highly targeted therapies like monoclonal anti-
bodies.

• Determining whether the dysbiosis in IBD is a cause or effect and 
how manipulation of the microbiome can influence inflammation and 
response to treatment.
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The general treatment approach to the patient with   
microscopic colitis begins with eliminating suspect concomitant 
medications, such as NSAIDs. Coexisting celiac disease should 
be considered, where appropriate, and addressed with gluten 
withdrawal. Medical therapies can begin with antidiarrheals 
(loperamide, diphenoxylate/atropine), a trial of cholestyramine 
(bile salt malabsorption has been hypothesized to play a role in 
microscopic colitis), and even a course of mesalamine. Bismuth 
subsalicylate has been reported to benefit a minority of patients 
with microscopic colitis; in patients with initially severe symp-
toms or who are refractory to these first treatments, short-term 
corticosteroids have been very effective. In particular, limited 
courses of oral budesonide 9 mg taken once per day has reli-
ably improved diarrhea and induced remission, a result sup-
ported by placebo-controlled studies.54 However, balancing 
long-term relief of symptoms with side effects of corticosteroid 
use in relapsing or steroid-dependent disease has led to possible 
use of steroid-sparing immunosuppressive medications, such 
as azathioprine and methotrexate, for long-term maintenance. 
Reports of anti–TNF-α drugs for refractory microscopic colitis 
have been published.55 Occasionally, patients may need colec-
tomy and ileostomy to manage refractory symptoms or drug 
intolerance.

Eosinophilic Esophagitis
Eosinophilic esophagitis (EoE) is a more recently recognized 
disease defined by symptomatic idiopathic eosinophilic inflam-
mation of the esophagus in the absence of other known causes, 
especially chronic gastroesophageal reflux disease (GERD). 
Although its etiopathology is unclear, there are gene associa-
tions (FLG for epithelial barrier effects and eotaxin-3 and TSLP
for immune response effects), and data from animal models and 
human disease have implicated central roles for loss of tolerance 
to food antigens involving Th2 cytokines IL-5 and IL-13. EoE 
is being recognized with increasing frequency against a back-
ground of increased incidence of inflammatory allergic diseases.

EoE has an incidence rate of 0.1 to 0.2 cases/10,000 persons/
year, has a male predominance (up to 70%), and peak incidence 
in neonates to 3 year olds. Symptoms include failure to thrive 
and feeding difficulty in infants (e.g., food refusal, limited vari-
ety diet, prolonged feeding times) and abdominal pain and vom-
iting in older children and adolescents. In adults, the primary 
symptom is typically intermittent dysphagia, with the first pre-
sentation possibly being an acute food impaction in the esoph-
agus. Adult patients may report GERD symptoms that do not 
respond to adequate acid-suppression therapy. Patients report 
a high rate (>50%) of atopy (rhinoconjunctivitis, wheezing, or 
family history of atopy) as well as food allergies (including posi-
tive skin prick test, allergen-specific IgE test, or anaphylactic 
response to a dietary allergen).56 There is also an association of 
esophageal disease (strictures or EoE) in the parents of up to 
10% of patients.

The diagnosis of EoE requires endoscopic biopsy of the 
esophagus since increased eosinophils in the esophageal epi-
thelium must be measured. The endoscopic appearance of the 
esophagus can show multiple thin rings (“feline esophagus”), 
with linear longitudinal furrows and whitish papules that repre-
sent eosinophilic microabscesses at the surface of the squamous 
epithelium. Biopsies show an infiltrate of eosinophils in the epi-
thelium of at least 15 to 20 eosinophils/high-power field (hpf).57

These often concentrate just under the epithelial surface and 
also form microabscesses in groups of ≥4 eosinophils (systemic 

eosinophilia can be seen in over 70% of patients with EoE). It is 
important to take at least three biopsy specimens, since involve-
ment may be variable and patchy; in addition, it is advisable to 
take biopsy specimens from the distal and mid-to-upper esoph-
agus (to help differentiate changes seen in GERD that can be 
limited to the distal esophagus) and specimens from the gastric 
and duodenal mucosae (to show that the eosinophilic infiltra-
tion is limited to the esophagus and does not represent a diffuse 
process, such as that found in eosinophilic gastroenteritis or 
hypereosinophilic syndrome). However, the introduction of the 
EoE diagnostic panel, a set of 94 differentially expressed genes 
in the esophageal mucosa of EoE patients, may possibly sup-
plant histological examination as a way to follow response to 
therapy and stratify risk for recurrent disease as a way to moni-
tor treatment.58

In terms of GERD, it is important to make sure that any 
excessive acid reflux is treated and controlled; persistent symp-
toms (and persistent biopsy abnormalities) may prompt a 
24-hour ambulatory pH study of the distal esophagus to ensure 
that the acid-suppression treatment results in a normal acid-
contact time. In fact, there seems to be a form of EoE that, while 
seeming to be without excess exposure to gastric acid, does, in 
fact, respond well to proton pump inhibitor (PPI) treatment; 
this may be attributed to the non–acid-suppressive effects of a 
drug, such as omeprazole, that can suppress eotaxin-3 secretion 
from squamous mucosae.59 Multiple types of esophageal dys-
motility, often reversible with treatment, have been described in 
EoE, contributing more to dysphagia than to strictures.

The pathogenesis of EoE seems to be linked to environmen-
tal and food allergen hypersensitivity. Given a familial asso-
ciation of EoE, atopy, and food allergy, a genetic component 
may be contributing to disease susceptibility. Several candi-
date disease susceptibility gene/gene loci in EoE include the 3′
untranslated region of eotaxin (CCL26), the TGF-β1 promoter, a   
filaggrin (FLG) exon, and a thymic stromal lymphopoietin 
(TSLP) intron and TSLP receptor (CRLF2) exon. These asso-
ciations are biologically plausible, since eotaxin is excessively 
expressed in EoE mucosa, filaggrin is a structural skin protein 
that helps maintain barrier function (and is downregulated by 
IL-13), and TSLP has been shown to stimulate IL-13 produc-
tion by innate helper cells in the lamina propria. Moreover, the 
inflammation in EoE is characterized by increased IL-13 and 
IL-5 production; animal models of aeroallergen induction of 
an EoE-like lesion is blocked in both IL-13–deficient and signal 
transducer and activator of transcription 6 (STAT6)–deficient 
(an intracellular molecule important for IL-13 receptor α1 sig-
naling) animals. These data suggest that IL-13 secretion induces 
production of eotaxin from epithelial cells, which, together with 
IL-5, drives the local eosinophilic infiltration. Finally, the asso-
ciation with food allergy has led to successful therapy of EoE 
by using strict elimination diets (sometimes informed by skin   
testing) or even the use of elemental diet tube feedings.

Given the strong association with food allergies, elimination 
of foods commonly associated with IgE-mediated responses 
may be restricted first. Lack of improvement in symptoms 
would lead to a trial of amino acid–based elemental liquid diet 
necessitating nasogastric (or later percutaneous gastrostomy) 
placement, but despite its high efficacy, this approach can be 
uncomfortable, impractical, and expensive. If this dietary 
approach is successful, then after several weeks, individual 
foods may be added back every 5 to 7 days. For patients not 
responding to dietary therapy or with no identifiable dietary 



967CHAPTER 75 Immunologic Diseases of the Gastrointestinal Tract 

allergens, corticosteroid treatment has been used successfully. 
Both systemic oral and swallowed topical corticosteroids (e.g., 
fluticasone propionate metered dose inhalers) for 4 to 6 weeks 
have been shown to relieve symptoms and resolve histological 
inflammation; one or the other may be more or less effective 
based on body weight, dose, steroid resistance, or severity of 
the EoE. However, relapse rates are high over the year follow-
ing a course of steroids, which might suggest a trial of aza-
thioprine or 6-mercaptopurine. Lastly, endoscopic therapy to 
treat strictures using dilation may incur higher risk of mucosal 
tears so that conservative treatment (smaller dilators, assess-
ment for tears during the procedure before proceeding fur-
ther) is encouraged.

GASTROINTESTINAL COMPLICATIONS OF PRIMARY  
IMMUNODEFICIENCIES
Certain primary immunodeficiency diseases increase the risk 
for GI complications. These complications fall into three main 
categories: infectious, idiopathic inflammatory/autoimmune, 
and neoplastic. CVID and chronic granulomatous disease 
(CGD) have some of the most frequent and significant gut man-
ifestations, and these are discussed in detail below. However, a 
variety of inherited conditions of broad lymphocyte or innate 
immune cell dysfunction can also lead to gut disease. The study 
of monogenic diseases that are associated with inflammatory 
diseases of the gut have come to the attention of investigators, as 
they may be models for the mechanisms that could contribute 
to the pathophysiology of more genetically complex conditions, 
such as Crohn disease and UC.60

Common Variable Immunodeficiency
CVID is a syndrome of hypogammaglobulinemia (low levels of 
IgG and IgA and/or IgM) accompanied by recurrent sinopul-
monary infections (see Chapter 33). Patients have no isohemag-
glutinins and cannot mount an adequate antibody response to   
T cell-dependent and -independent vaccine antigens. In general, 
Ig replacement therapy improves the sinopulmonary infection 
rate but does not affect other complications, such as autoim-
mune and gastrointestinal. Case series of patients with CVID 
have shown that up to 60% of patients experience GI symptoms 
and that endoscopic and histological abnormalities can occur 
in the majority of patients with CVID.61 When considering the 
differential diagnostic possibilities for the GI complications of 
CVID, it is helpful to separate them into infectious, immune-
mediated, and neoplastic processes. Among the infectious 
agents, Giardia lamblia, nontyphoidal Salmonella, and Campy-
lobacter jejuni are frequently seen, but Cryptosporidium may 
also be found, and C. difficile and viral agents (CMV) may be 
encountered. In addition to the higher rate of gastric H. pylori
infection, small-intestinal bacterial overgrowth is present in 
up to 30% of patients with CVID. The immune-mediated GI 
complications of CVID include idiopathic enteropathy (villous 
atrophy, increased intraepithelial lymphocytes/microscopic 
colitis, nodular lymphoid hyperplasia) seen in less than 15% of 
patients (see Fig. 75.1, F), manifesting as severe malabsorption 
(see below) and, even more rare, macroscopic ulcerating dis-
ease resembling UC or Crohn disease. CVID-associated auto-
immune disease involving the GI tract also includes type II gas-
tritis that can lead to achlorhydria and vitamin B12 deficiency 
(“pernicious anemia”) and even autoimmune hepatitis and   

primary biliary cirrhosis. Increased rates of intestinal lym-
phoma and gastric adenocarcinoma (related to achlorhydric 
autoimmune gastritis) have been found.62

Presentation
The most common symptom of GI complications in CVID is 
episodic diarrhea that can progress to chronic diarrhea, regard-
less of the etiology. Weight loss and evidence of vitamin or min-
eral deficiencies may occur, with underlying maldigestion or 
malabsorption. In addition, abdominal pain related to spleno-
megaly (with or without portal hypertension) or ascites (portal 
hypertension secondary to hepatic nodular regenerative hyper-
plasia) can occur. Fever, together with intestinal obstruction 
and GI bleeding, may indicate the development of small-bowel 
lymphoma. Patients with CVID may report increased frequency 
of GERD symptoms as well as dyspepsia, but these complaints 
are nonspecific and have been difficult to link with immune 
defects or autoimmune complications.

Immune Pathophysiology
It is not clear if lack of Igs alone causes susceptibility to gut 
infections and inflammation because patients with X-linked 
agammaglobulinemia infrequently develop overt GI disease 
(they lack B cells but have functionally intact T-cell popula-
tions). Even persons with selective IgA deficiency have little in 
the way of GI disease, including infections, though CVID enter-
opathy risk may be higher in patients with very low tissue IgA 
levels.63 The T-cell dysfunction that often accompanies CVID 
likely contributes substantially to susceptibility to GI disease.

In terms of an increased GI infection risk, autoimmune gas-
tritis-induced achlorhydria could increase small-bowel exposure   
to swallowed commensals and pathogens escaping this innate 
gastric barrier to infection. Mucosal nodular lymphoid hyper-
plasia, characterized by disorganized secondary lymphoid nod-
ules with poorly formed germinal centers, is likely related to the 
inability of B cells to undergo class switching when presented 
with antigen in situ. Last, CVID enteropathy is characterized 
clinically by severe malabsorption and histologically by blunted 
villi and increased intraepithelial lymphocytes, and epithe-
lial apoptosis is associated with excess Th1 cytokine secretion   
(IL-12 and IFN-γ).64 It remains unknown why this inflamma-
tory lesion occurs in the first place, but a recent report impli-
cates chronic norovirus infection as a possible etiology.65

Diagnosis
The work-up of GI complications of CVID often takes place as 
symptoms are usually first episodic but may eventually turn into 
chronic, progressive complaints. The key to successful diagnosis 
is the initial search for treatable infectious causes. This requires 
stool assay and culture for bacterial (especially Campylobacter) 
and protozoal pathogens as well as stool polymerase chain reac-
tion (PCR) for norovirus RNA. In addition, hydrogen breath test-
ing can help detect SIBO to provide another antibiotic-responsive 
etiology of the symptoms.

Negative results for infectious causes require endoscopy for 
biopsy of the proximal small intestine and colon. Routine his-
tology will detect the features of enteropathy, including blunted 
villi and increased IELs, which are often interpreted as celiac 
disease. Unlike celiac disease, there usually is a lack of plasma 
cell infiltrate and crypt hyperplasia, as well as a preserved brush 
border and goblet cells, and there is often an increase in epithe-
lial cell apoptosis, particularly in the colon.66 If the diagnosis of 
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celiac disease must be considered, then genetic testing for celiac 
susceptibility HLA alleles should be performed; the absence of 
combinations of A and B alleles for HLA-DQ2 or -DQ8 that 
confer risk will rule this out. However, even if celiac disease 
gene alleles are detected, it still does not indicate that this is 
a gluten-driven celiac disease lesion but will require a trial of 
GFD nonetheless. The functional significance of any histologi-
cal lesion in the small intestine can be evaluated by a measure 
of steatorrhea (fecal fat excretion) and small-bowel absorp-
tion (d-xylose absorption test), values that can be used to track 
improvement following treatments.

Treatment
None of the GI complications of CVID is treated by IgG replace-
ment (initial treatment might alleviate GI symptoms, it does 
not treat overt gut inflammation and ulcers). Patients with any 
bacterial or protozoal pathogens should be treated with a rec-
ommended course of conventional antibiotics, including those 
positive for the C. difficile toxin. SIBO should be treated, and 
recurrent SIBO may need cycling antibiotic regimens. Norovi-
rus infection responds unreliably to ribavirin.

The treatment of the idiopathic enteropathy is very challeng-
ing. Although this seems to be a late complication in a subset 
of patients, it has a high mortality.67 In the early stages, it may 
be responsive to a short course of oral corticosteroids, either 
prednisone or budesonide. Case reports attest to the efficacy of 
infliximab and anti-p40 antibodies are being tested in clinical 
trials. It is possible that immunosuppressants may be used to 
control the inflammatory response underlying the small-bowel 
mucosal damage, but this should only be done in a closely 
observed clinical setting, with monitoring for infections. At 
all times, the patient's nutritional status should be maintained, 
initially using the oral route but administering parenteral nutri-
tion to complement oral nutrition and when oral feedings are 
not adequately absorbed and exacerbating the diarrhea.

Portal hypertension may complicate CVID, typically from 
the nodular regenerative hyperplasia of the liver though little 
fibrosis occurs. It needs to be clarified in individual patients 
with splenomegaly (≈20%) that portal hypertension is not 
caused by excessive splenic vein flow associated with sple-
nomegaly (induced by antibody-mediated autoimmune   
cytopenias) that might be ameliorated by splenectomy. In any 
scenario, the management of such late complications requires 
an especially experienced team of internists, surgeons, and 
nutritionists.

Chronic Granulomatous Disease
CGD results from defects in the nicotinamide adenine   
dinucleotide phosphate (NADPH) oxidase complex that impair 
the ability of phagocytic cells to produce the reactive oxygen spe-
cies required to kill bacteria and fungi within intracellular pha-
golysosomes (see Chapter 39). Patients with CGD have recur-
rent infections of the skin, lungs, liver, and bone, and nearly half 
develop gut inflammatory complications affecting areas any-
where from the mouth to the anus. Interestingly, the frequency 
of GI disease in CGD is higher in the X-linked gp91phox defect, 
but a recently described p40phox defect occurred in a young male 
patient who presented with granulomatous colitis alone.68

Presentation
GI symptoms (abdominal pain and diarrhea, with or without 
rectal bleeding) usually begin in the first decade of life, some-
times preceding the diagnosis of CGD. Although infectious 
diarrhea (especially Salmonella spp. and C. difficile) occurs in 
CGD, an idiopathic CGD-associated IBD also develops. In the 
mouth, granulomatous stomatitis and dental abscesses cause 
pain and difficulty eating; in the esophagus, dysphagia, chest 
pain, and vomiting may result from luminal narrowing or dys-
motility related to granulomatous inflammation and fibrosis; 
in the stomach, loss of motility caused by thickened walls and 
smaller volume leads to vomiting, epigastric pain, and weight 
loss as a result of feeding difficulty; and in the small and large 
intestines, diarrhea (including protein-losing enteropathy), 
bowel obstruction (large granulomata compromising the size 
of the lumen), rectal bleeding, and tenesmus may result from 
active colitis/enteritis with mucosal ulceration, anal fissures, 
and perianal abscesses. In addition, because of the trans-
mural nature of the granulomatous inflammation, penetrat-
ing complications, such as fistulae and abscesses, can occur. 
Feeding difficulties and the chronic inflammatory state itself   
predispose to growth delay that often affects pediatric patients   
with CGD.

Hepatic abscesses represent another frequent complication 
in CGD, occurring in up to 45% of patients.69 These patients 
present with fever as well as abdominal pain, fatigue, and, less 
often, abdominal tenderness and hepatomegaly. The erythrocyte 
sedimentation rate (ESR) and the alkaline phosphatase level are 
elevated in half the affected individuals. However, a high level 
of suspicion, especially in the setting of fever with or without 
abdominal pain, should instigate a search for hepatic abscesses.

Immune Pathophysiology
Given the defects in ability to kill intracellular bacteria and 
fungi, pathogens, and possibly commensals alike, it is thought 
that the excessive granulomatous response is caused by delayed 
antigenic clearance or persistent infection. In this way, granulo-
mata continue to multiply and grow while other inflammatory 
pathways that normally deal with the microbes or are induced 
by cytokines are activated. The end results of granulomatous 
inflammation are most evident in tissues rich in macrophages 
and reticuloendothelial cells, such as the gut lamina propria, 
liver, lymph nodes, and spleen.

Diagnosis
The symptoms and signs will dictate the initial diagnostic exami-
nations. For diarrheal complaints, stool culture and examination   
for C. difficile toxin are required; in the setting of hypoalbu-
minemia, fractional fecal excretion of α1-antitrypsin can detect   

KEY CONCEPTS
Common Variable Immunodeficiency

• The majority of gastrointestinal (GI) complications of common variable 
immunodeficiency (CVID) are infectious and generally do not respond 
to intravenous or subcutaneous immunoglobulin (IV/SCIG) therapy 
(compared with sinopulmonary suppurative infections).

• CVID enteropathy is a rare immune-mediated complication of CVID 
that also does not respond to IV/SCIG.

• CVID enteropathy is often confused with celiac disease because of 
similar villus damage on biopsy, but additional features (lack of plasma 
cells, increased epithelial apoptosis, absence of celiac gene risk 
alleles) can help differentiate them.

• CVID enteropathy has no established therapy though judicious use 
of short courses of oral steroids or conventional immunosuppression 
may relieve the malabsorption and diarrhea temporarily.
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protein-losing enteropathy (>50 mg/24 hour) as a result of 
either diffuse mucosal inflammation or lymphangiectasia. For 
complaints of dysphagia, vomiting, or epigastric pain, upper 
endoscopy can help document macroscopic and microscopic 
involvement with granulomatous inflammation. Radiological 
studies using oral contrast can detect a narrowed lumen, stric-
turing, and motility and mucosal abnormalities of the esopha-
gus and stomach but cannot provide histological confirmation. 
However, radiological imaging studies may be the primary diag-
nostic tools to evaluate obstructive symptoms from the small 
intestine, including barium small-bowel studies and CT or mag-
netic resonance enterography. CT and MR can show penetrat-
ing complications such as fistulization. Finally, to evaluate lower 
abdominal and perianal pain and rectal bleeding, anoscopy, 
colonoscopy, and pelvic CT or magnetic resonance imaging 
(MRI) will help diagnose granulomatous inflammation of the 
colon and its complications, including perirectal and perianal 
abscesses. In the case of hepatic abscess detection (generally 1 
to 6 cm), CT, MRI, and ultrasonography have similar sensitivity 
(≈60%). Active abscesses appear to be solid, hypoechoic lesions 
on ultrasonography or postcontrast ring–enhancing lesions on 
CT and MRI.

The GI histological diagnosis hinges on the presence of 
noncaseating granulomata, both gross and microscopic. These 
granulomata are often seen against a background of acute 
inflammation (acute focal colitis, crypt abscesses, cryptitis) as 
well as chronic inflammation (lymphocytic infiltrate, Paneth 
cell metaplasia in the colon) that can be mild to severe. The his-
tological picture may resemble Crohn disease except that the 
granulomata of CGD are well defined, often large collections of 
epithelioid histiocytes that can expand the mucosa (and even 
deform the overlying epithelium to make it look flattened in the 
case of the villous mucosa of the small intestine). Like Crohn 
disease, the inflammation can affect the three layers of the gut 
wall, but unlike in Crohn disease, CGD biopsy specimens also 
show prominent lipid-laden macrophages that have periodic 
acid-Schiff (PAS)–positive cytoplasmic granules.

Treatment
Current clinical practice for CGD includes using prophylactic 
antimicrobials to prevent infections, typically trimethoprim-
sulfamethoxazole for bacterial and itraconazole for fungal 
infections. Some clinicians also use IFN-γ (subcutaneous, 
three-times-weekly dosing) to prevent infections, although this 
is not a universal practice. Obviously, discovery of infectious 
etiologies of diarrhea should be treated appropriately.

Once infections are ruled out and granulomatous inflamma-
tion of the GI tract is established, with or without complications, 
such as stricturing of the bowel, treatment with corticosteroids 
is indicated; beginning doses up to 1 mg/kg/day tapering over 
12 to 20 weeks to maintenance doses of 2.5 to 5 mg every other 
day has been reported to induce rapid alleviation of symptoms. 
Use of sulfasalazine for colitis may have limited benefit in some 
patients. Isolated reports of successful use of cyclosporine and 
infliximab have indicated that these agents are best reserved 
for refractory cases because of the potential for infectious side 
effects. Similarly both granulocyte colony-stimulating factor 
(G-CSF) and granulocyte–macrophage colony-stimulating fac-
tor (GM-CSF) have been used with therapeutic benefit in GI 
complications of CGD because of their success in the granuloma-
tous colitis of glycogen-1-β storage disease.70 Although there are 
no data to suggest that IFN-γ worsens established disease, it also 

may not prevent it as greater than 40% of one cohort developed   
GI manifestations of granulomatous inflammation after start-
ing it; in contrast, isolated reports have attributed alleviation 
of GI inflammation to IFN-γ. IL-1 receptor blockade, based on   
preclinical efficacy data in CGD, may offer limited success.71

Finally, it cannot be overstated that surgical drainage of com-
plicating abscesses and resection of fibrotic or refractory stric-
tures needs to be pursued, when indicated. Although there can 
be considerable postoperative complications because of ongoing 
fistula formation and wound breakdown, these problems may 
be managed by administration of corticosteroids. In addition, 
judicious use of endoscopic therapy to dilate narrowed esopha-
geal or pyloric regions is an option for symptomatic strictures.

Treatment of hepatic abscesses has been shown to be ame-
nable to nonsurgical management by adding corticosteroids to 
the antibiotic regimen. Empiric antibiotic coverage (at least to 
cover the most frequent isolate, Staphylococcus aureus) is gen-
erally appropriate although percutaneous aspiration of hepatic 
abscesses may be needed as well.72

KEY CONCEPTS
Chronic Granulomatous Disease

• Half of patients with chronic granulomatous disease (CGD) develop 
gastrointestinal (GI) involvement with granulomatous inflammation.

• Symptoms are caused by both obstructive complications of stricture 
formation and mucosal inflammation.

• A resemblance to Crohn disease is suggested by granulomatous 
inflammation, transmural bowel involvement, and underlying innate 
immune defect, but unlike in Crohn disease, there are also prominent 
skin and lung infections and periodic acid-Schiff–positive lipid-laden 
macrophages in the lamina propria.

• Complicated hepatic abscesses require collaborative medical and   
surgical intervention.

Gastrointestinal Complications Occurring in Other  
Primary Immunodeficiency States
Severe combined immunodeficiency (SCID) covers a wide phe-
notype of low-to-absent T cells, NK cells, and dysfunctional B cells 
reflecting the mechanisms of the genetic defect (see Chapter 32).   
Recurrent infectious diarrhea and thrush are typical GI condi-
tions before a diagnosis of SCID is made in newborns and neo-
nates. After allogeneic hematopoietic stem cell transplantation 
(HSCT), GI graft-versus-host disease (GvHD) is also a possibil-
ity. For many of the monogenic immunodeficiency diseases that 
confer susceptibility to GI inflammation, the success of HSCT to 
correct the secondary effect on the GI tract will depend entirely 
on whether the gene defect affects the myeloid or lymphoid cells 
primarily. If the gut stromal or epithelial cells also depend on 
normal function of the defective gene, then bone marrow trans-
plantation will not likely relieve the GI effects.

The rare X-linked recessive Wiskott-Aldrich syndrome (WAS) 
(see Chapter 34) results from WAS gene mutations, a signaling 
protein largely restricted to hematopoietic cells, and leads to a syn-
drome of eczema, thrombocytopenia, and infections related to com-
bined immunodeficiency (impaired antibody responses and T-cell   
function). A vexing aspect of the gut complication in this immu-
nodeficiency is that patients may develop a noninfectious colitis 
resembling UC (confluent mucosal inflammation with ulceration, 
crypt abscesses, and no granulomata) with the bleeding exacerbated   



970 PART VII Organ-Specific Inflammatory Disease

by the thrombocytopenia.73 Patients may respond to mesalamine 
drugs but use of steroids and immunosuppressives must be done 
cautiously because of increasing the infection risk. Successful bone 
marrow transplantation can treat the colitis as well.

Very early-onset IBD is a severe intestinal inflammation from 
rare mutations that affect IL-10 or its receptor. Patients present 
with colitis within weeks of birth that has features of Crohn dis-
ease. Diagnosis is made by genetic testing as well as by assay of 
peripheral blood mononuclear cells for absence of IL-10 produc-
tion or absent IL-10 signaling demonstrated by decreased/absent 
induction of phospho-STAT3 following the addition of IL-10. 
X-linked lymphoproliferative syndrome 2 (XIAP deficiency) can 
present with very early-onset fistulizing perianal disease in up to 
20% of patients.74 The only cure is with HSCT.

The hyper-IgM syndrome (type 1) (see Chapter 33) is an 
X-linked condition resulting from mutations in CD40 ligand 
leading to defective antibody class switching (hence high [or 
normal] IgM with low IgA and IgG) and NK- and T-cell cytotox-
icity. Cryptosporidium infectious diarrhea is seen, and sclerosing 
cholangitis, cirrhosis, and neoplasms of the hepatobiliary sys-
tem complicate the course in teenagers and young adults. Rarely, 
noninfectious colitis has been reported. HSCT, preferably done 
before chronic complications occur, is the only approach with a 
potential for cure. IPEX (immune dysfunction/polyendocrinop-
athy/enteropathy/X-linked) syndrome is interesting in that it 
results from a defect in FOXP3 expression and function, thereby 
inhibiting the generation of Tregs (see Chapter 13). There is a 
lack of immune regulation, and enhanced responses, including 
autoimmunity, occur. The gut mucosa is a major site affected 
by inflammation, and this complication presents with a watery, 
sometimes bloody, diarrhea and malabsorption. Biopsies show 
villus blunting and atrophy in the small bowel and increased 
intraepithelial lymphocytes, lamina propria infiltration with   
T cells, eosinophils, and neutrophils elsewhere in the gut. Treat-
ment requires HSCT, but the gut disease may be managed   
temporarily with corticosteroids and immunosuppressants.

Of note, colitis is a major side effect of the so-called check-
point inhibitors that remove the regulation of the immune 
response in order to foster an anti-tumor T-cell response. 
Antibodies to cytotoxic T-lymphocyte antigen-4 (CTLA-4) 
and programmed cell death 1 (PD-1) can induce a colitis that 
can have penetrating ulcers; this unexpected side effect points 
to the importance of gut mucosal regulatory mechanisms for   
maintaining immune homeostasis.
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ON THE HORIZON
Primary Immunodeficiency Diseases

Translation of monogenic immunodeficiency disease mechanisms, 
especially in very-early-onset inflammatory bowel disease (IBD), into 
knowledge of pathophysiology (genetic and acquired) of Crohn disease 
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Inflammatory hepatobiliary disease refers to chronic autoim-
mune diseases with predominant hepatic or biliary manifes-
tations, without evidence of infectious diseases. Based on the 
target tissue, we can distinguish autoimmune hepatitis (AIH), 
targeting hepatocytes, from primary biliary cholangitis (PBC) 
and primary sclerosing cholangitis (PSC), both targeting the 
biliary tract. Cirrhosis and eventually liver failure are the com-
mon evolution of inflammatory hepatobiliary diseases, regard-
less of the target tissue, despite pathogenesis and therapeutics 
varying in between the spectrum of inflammatory hepatobiliary 
diseases.1,2 In this chapter we aim to elucidate the main char-
acteristics of AIH, PBC, and PSC, with particular interest for 
the clinical manifestations, pathogenesis, autoantibodies, and 
therapeutic options.

Immunoglobulin G4 (IgG4)-mediated cholangitis is a more 
recently reported clinical entity belonging to the group of  
immune-mediated hepatobiliary disorders, and will therefore 
also be briefly discussed in the present chapter.

AUTOIMMUNE HEPATITIS

Definition
AIH is defined as a chronic, inflammatory liver disease of  
unknown etiology, affecting all ages and races, and is charac-
terized by female preponderance, elevated serum transaminase 
and immunoglobulin G levels, positive circulating autoantibod-
ies, interface hepatitis at liver histology, and a swift response to  
corticosteroid treatment. If untreated, the disease invariably 
progresses over time to cirrhosis and eventually liver failure: 
the reported 5- and 10-year survival rates without treatment are 
50% and 10%, respectively.3

Two types of AIH are distinguished based on the auto-
immune serological profile: AIH type 1 is characterized by  
positive anti-nuclear (ANA) and/or anti-smooth muscle (SMA) 
antibodies, and AIH type 2 by anti-liver kidney microsomal 
type 1 (LKM1) and/or anti-liver cytosol (LC1) type 1 antibod-
ies. Type 1 AIH can affect people of any age and sex, accounting 
for two-thirds of juvenile AIH cases. Type 2 AIH primarily af-
fects young children and adolescents/young adults; onset later 
in life is virtually absent.

Epidemiology
Albeit an accurate estimate of AIH incidence and prevalence is 
not available, AIH type 1 incidence is supposed to be between 
1.1 and 3 per 100,000 person-years in adults and between 0.23 
and 0.83 in children, and AIH-1 prevalence between 16.9 and 

35.9 in adults (being highest in Alaska) and 11.6 in children.2,4 
Therefore, AIH meets the definition of a rare disease.

AIH has a female preponderance, with a male:female ratio 
of 1:4, and a two-peak incidence during adolescence and at 30 
to 45 years of age.2 Type 2 AIH, which typically affects children 
and adolescents, is much rarer than type 1 AIH—the precise 
incidence and prevalence being largely unknown.

Risk Factors and Pathophysiology
Although the AIH etiology remains unknown, it results from 
the immune-mediated destruction of hepatocytes.5 Both genet-
ics and environmental risk factors contribute to the develop-
ment of the disease. Susceptibility to AIH is strongly influenced 
by the large and highly polymorphic human leukocyte antigen 
(HLA) class II region (Chapter 5), whose protein products play 
a key role in the presentation of antigenic peptides to T cells.5 
There is a geographical variability of HLA alleles associated to 
AIH, DR3 (DRB1*0301), and DR4 (DRB1*0401) being found 
in 70% of AIH patients in Europe and North America, whereas 
DRB1*0405 and DRB1*0404 confer AIH susceptibility in popu-
lations living in Argentina, Mexico, and Japan. Of note, both 
DRB1*0301 and DRB1*0401 alleles code for the hexameric 
amino acid sequence LLEQKR at positions 67 to 72, whereby 
DRB1*0405 and DRB1*0404 allele encode a very similar hex-
americ sequence with arginine instead of lysine at position 7, 
suggesting that this sequence with a basic amino acid at position 
71 is critical to confer susceptibility to AIH.6

Interestingly, DRB1*0401 was found to be protective in ju-
venile AIH, whereas DRB1*0301 is a risk allele also in children 
and adolescents.6 Type 2 AIH is linked to possession of the 
DRB1*0701 and DRB1*0301 alleles. Moreover, HLA alleles have 
been linked to AIH clinical manifestations, as well as autoim-
mune serology, response to treatment, and prognosis.

Environmental factors have also been linked to AIH devel-
opment, whereby the best investigated mechanism is molecular 
mimicry, a process leading to exaggerated immune response 
against self-components with structural homology to foreign 
antigens.7 Supporting this hypothesis, it has been demonstrat-
ed that the hepatitis C virus (HCV) shares high amino acid  
sequence homology with the cytochrome P4502D6, which is the 
auto-antigenic target of anti-LKM1, and that up to 10% of HCV 
patients are seropositive for anti-LKM1. Nonviral environmen-
tal factors include medications, in particular antibiotics (nitrofu-
rantoin and minocycline), statins, anti-tumor necrosis factor-α 
(TNF-α) agents (adalimumab and infliximab) and herbal reme-
dies; however, the disease is different from classical AIH, and usu-
ally does not require long-term  immunosuppressive  treatment. 
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Therefore, a careful history on drug and herbal remedies intake 
is essential in patients presenting with suspected AIH.8

From an immunological standpoint, liver damage is initiated 
by the presentation of an autoantigenic peptide to a naïve CD4 
T cell, which, depending on the cytokine milieu, will differenti-
ate into a Th1, Th2, or Th17 cell (Chapters 10 and 11). These 
effector cells initiate a cascade of immune reactions: (a) Th1 
cells secrete mainly interleukin (IL)-2 and interferon (IFN)-γ; 
IFN-γ is considered the main orchestrator of tissue damage 
since it stimulates CD8 cells, enhances the expression of HLA 
class I, induces the expression of HLA class II molecules on he-
patocytes, and activates monocytes/macrophages, which in turn  
release IL-1 and TNF; (b) Th2 cells produce IL-4, IL-10, and 
 IL-13, cytokines that induce the maturation of B cells into 
plasma cells, with consequent production of autoantibodies; (c) 
Th17 cells, which arise in the presence of transforming growth 
factor (TGF)-β and IL-6, produce IL-17, IL-21, IL-22, TNF, and 
chemokine ligand (CCL)-20.2 Th17 cells, which play a central 
role in PBC, are being evaluated also in AIH as an increased 
number of Th17 cells have been reported in the peripheral blood 
and liver of patients with AIH compared to healthy controls.1,9

In healthy individuals, regulatory T cells (Treg), constituting 
5% to 10% of peripheral CD4 T cells, are key players in limiting 
the ability of physiologically present autoreactive T cells to cause 
tissue damage. In AIH, Treg are numerically and functionally 
impaired, particularly during active disease phases. Therefore, 
therapeutic approaches aiming at restoring the number and the 
function of Treg are under investigation.

Clinical Presentation and Biochemical Features
While the majority of adult AIH patients present with mild, 
unspecific or no symptoms, an acute icteric hepatitis associ-
ated with hypergammaglobulinemia is the initial presentation 
in 20% to 30% of cases. Rarely, patients present with a compli-
cation of portal hypertension, and, very rarely, with acute liver 
failure.10 Acute presentation is more frequent in children com-
pared to adults.2

Some 20% of AIH patients have concomitant extrahepatic au-
toimmune diseases: therefore, presenting symptoms may be at-
tributable to these diseases, which include, among others, Hashi-
moto thyroiditis, rheumatoid arthritis, lupus erythematosus, 
inflammatory bowel disease (IBD), alopecia, and psoriasis.2,11

Blood tests usually show marked elevation of aminotransfer-
ases; γ-glutamyl transferase is also frequently elevated, whereas 
alkaline phosphatase is generally normal in adults, but in chil-
dren it is elevated due to bone growth. Direct bilirubin ranges 
from normal to markedly elevated with jaundice. Furthermore, 
serum globulins, particularly of the γ type, are commonly in-
creased in AIH cases regardless of the histological stage.

At the time of diagnosis, approximately 30% of adult and pe-
diatric patients have histological evidence of cirrhosis; however, 
when appropriately treated, only a small number of patients 
develop cirrhosis during follow-up if biochemical remission is 
achieved.2,12,13 Cirrhosis at presentation is probably not associ-
ated with worse outcomes.2,12 The occurrence of hepatocellular 
carcinoma (HCC) in patients with AIH is a rare event and only 
develops in long-standing cirrhosis.

The clinical course of AIH without treatment is burdened by 
high mortality, with 5- and 10-year survival rates estimated as 
50% and 10%, respectively, but the use of corticosteroids has 
dramatically improved the course of the disease with a 10-year 
survival rate exceeding 90%.8 The complications associated with 

AIH are similar to those of other progressive liver diseases as 
chronic hepatitis can evolve to cirrhosis and ultimately to HCC 
despite the use of immunosuppressive therapy, particularly if 
biochemical remission is not achieved.

Serum Autoantibodies
Serum autoantibodies are a key feature of AIH, being positive 
in up to 95% of the patients if tested according to internation-
al, dedicated guidelines issued in 2004 to overcome the lack of 
standardization (Table 76.1).2,14 According to these guidelines, 
liver-relevant autoantibodies should be tested, at a screening 
level, by indirect immunofluorescence on triple rodent tissue: 
this methodology allows for the simultaneous detection of 
ANA, SMA, anti-LKM1, anti-LC1 and anti-mitochondrial an-
tibody (AMA). The positivity cut-off is ≥1:40 in adults, while 
in children even lower titers are of clinical significance: that is, 
≥1:20 for ANA and SMA, and ≥1:10 for anti-LKM1 and anti-
LC1. ANA-positive sera should be further tested on HEp2 cells, 
allowing the detection of the nuclear pattern. Anti-neutrophil 
cytoplasmic antibody (ANCA) should be tested using human 
fixed neutrophils as an indirect immunofluorescence substrate. 
Autoantibody for which the target antigen has been identified 
are increasingly tested by molecular-based assays. The initial 
screening for liver-relevant autoantibodies should include, be-
sides immunofluorescence on triple rodent tissue, a molecular-
based assay for anti-soluble liver antigen (SLA), whose AIH 
specificity is as high as 98.9%, despite a relatively low sensitivity 
of about 30%.2

ANA in AIH patients most frequently produces a homoge-
neous pattern in immunofluorescence on HEp cells.15 However, 
ANA is not specific for AIH, being not uncommon in patients 
with viral or other autoimmune liver diseases, with systemic/ex-
trahepatic diseases, as well as in as many as 15% of healthy sub-
jects, especially in older age groups.16 Moreover, ANA positivity, 
immunofluorescence pattern, or titer does not reflect different 
AIH phenotypes and they cannot predict the disease’s natural 
history.

Serum SMA is an autoantibody reacting with different pro-
teins (actin, tubulin, vimentin, desmin, cytokeratins) of the cy-
toskeletal components. Its presence lacks AIH specificity, being 
detected in the serum of patients with other hepatic and extra-
hepatic autoimmune diseases, such as PSC or celiac disease, 
and in non-autoimmune liver diseases, including viral hepati-
tis C and E, and non-alcoholic steatohepatitis. However, when 
detected at high titers (>1:80), SMA is considered a sensitive 
marker for AIH-1, being found in up to 85% of cases.15 In ad-
dition, the staining pattern in indirect immunofluorescence on 
rodent kidney tissue is of diagnostic help: staining of glomerula 
and tubuli, besides vessels, is more frequently observed in sera 
of AIH than non-AIH cases.15

Autoantibody against LKM1 is the serological hallmark of 
AIH-2. In indirect immunofluorescence on triple rodent tissue, 
it stains the proximal, larger renal tubuli and the hepatocellular 
cytoplasm, sparing stomach tissue. The 50-kDa autoantigen was 
identified as the cytochrome P450 2D6 (CYP2D6). Anti-LKM1 
is detected also in serum of up to 13% of patients with chronic 
HCV infection, sharing target epitopes of CYP2D6 with the 
anti-LKM1 detected in AIH-2.15 Importantly, anti-LKM1 titers 
correlate with disease activity of AIH-1, and should be used to 
monitor patients. The pathogenic role of anti-LKM-1 is still de-
bated, despite the development of AIH-2 animal models follow-
ing immunization with human CYP2D6 or with adenoviruses 
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TABLE 76.1 Most Relevant Features of Liver-Relevant Autoantibodies

Speci-
ficity Known Antigenic Targets

Methods 
of Detec-
tion Frequency Diagnostic Role

Other 
Associ-
ated Liver 
Diseases Comments

ANA Homogeneous, speckled, nucleolar 
pattern: Chromatin, histones, 
 cyclin A, ribonucleoproteins, 
double-/single-stranded DNA, 
SSA, SSB, Scl70, Smith

Rim-like/membranous pattern: gp210, 
nucleoporin p62, lamin B receptor

Multiple nuclear dots pattern: 
Sp100, promyelocytic leukemia 
protein, Sp140, small ubiquitin-
related modifiers

Centromeric pattern: CENP-A, 
CENP-B, CENP-C, CENP-D, 
CENP-E, CENP-F

IIF AIH-1 and 
ASC: 75%

PBC: 
10%–65%

PSC: 
8%–77%

AIH: concomitant 
SMA confers 99% 
diagnostic specificity

PBC: Rim-like/mem-
branous and multiple 
nuclear dots patterns 
virtually diagnostic;

Anti-centromere rarely 
present in isolation

PSC: may suggest AIH 
overlap

Viral hepa-
titis

DILI
NAFLD
Wilson 

disease
HCC

AIH: Homogeneous 
pattern in ~75% of 
patients

Speckled or nucleolar 
pattern in ~25% of 
patients

PBC: Rim-like/membra-
nous and, multiple 
nuclear dots associated 
with worse outcomes

Anti-centromere associ-
ated with portal hyper-
tensive phenotype

SMA Filamentous actin
Vimentin
Desmin

IIF AIH-1: 85%
ASC: 75%
PSC: up to 

83%
PBC: un-

known

VG and VGT IIF pat-
terns specific for 
AIH-1

Concomitant SMA: 
99% diagnostic 
specificity

DILI
NAFLD
Viral hepa-

titis
Wilson 

disease

V pattern in 20% of type 
1 AIH patients

Titers correlate with 
disease activity

Anti-actin 
anti-
body

Actin Molecular-
based 
assays

AIH-1: 60% Specific for AIH-1 at 
high titers

DILI
NAFLD
Viral hepa-

titis
Wilson 

disease

Sensitivity and specificity 
depend on the cut-off 
point. Less specific for 
AIH than the VG/VGT 
IIF pattern

Anti-
LKM1

Epitopes of CYP2D6 IIF
Molecular-

based 
assays

AIH-2: up to 
90%

Specific for AIH-2 in 
absence of hepatitis 
C

Hepatitis C Titers correlate with 
disease activity

Post-transplant reappear-
ance predicts AIH-2 
recurrence

Atypical anti-LKM1 as-
sociated with de novo 
AIH

Anti-LC1 Formiminotransferase 
cyclodeaminase

IIF
Molecular-

based 
assays

AIH-2: 60% Specific for AIH-2 in 
absence of hepatitis 
C

Hepatitis C Only serological marker 
in 10%–30% of AIH-2 
cases

Titers correlate with 
disease activity

Anti-SLA O-Phosphoseryl-tRNA (Sec) sele-
nium transferase

Molecular-
based 
assays

AIH-1 and 
AIH-2: up 
to 58%

ASC: up to 
41%

Highly specific for AIH. 
Low disease sensi-
tivity when tested 
with commercial 
solid phase assays

Extremely 
rare in 
hepatitis C

Associated with worse 
outcomes

pANNA Beta-tubulin isotype 5; HMG1; 
HMG2; other unknown 
autoantigens

IIF AIH-1: 
40%–96%

PSC: 
26%–94%

ASC: up to 
74%

Specific for AIH-1, 
PSC and IBD

May be the only serologi-
cal marker in AIH-1

Absent in type II AIH
IBD and sclerosing 

cholangitis must be 
excluded in pANNA-
positive patients

AMA E2 subunits lipoyl domains of PDC, 
OGDC and BCOADC, E3 binding 
protein of PDC

IIF
Molecular-

based 
assays

PBC: up to 
95%

Highly specific of PBC Acute liver 
failure

PBC/AIH 
overlap

Predicts PBC if detected 
in absence of liver 
disease

May be associated 
with histological PBC 
changes even in 
absence of biochemical 
cholestasis

AIH, Autoimmune hepatitis; AMA, anti-mitochondrial antibody; ANA, anti-nuclear antibody; ASC, autoimmune sclerosing cholangitis; BCOADC, branched-chain 2-oxo acid dehydrogenase 
complex; CENP-C, Centromere protein C; CENP-D, Centromere protein D; CENP-E, Centromere protein E; CENP-F, Centromere protein F; DILI, drug-induced liver injury; HCC, hepatocellular 
carcinoma; HMG1, high mobility group non-histone chromosomal protein; IBD, inflammatory bowel syndrome; IIF, indirect immunofluorescence; LC1, liver cytosol type 1; LKM, liver kidney 
microsomal; NAFLD, non-alcoholic fatty liver disease; OGDC, 2-oxoglutarate dehydrogenase complex; pANNA, perinuclear anti-neutrophil nuclear antibody; PBC, primary biliary cholangitis; 
PDC, pyruvate dehydrogenase complex; PSC, primary sclerosing cholangitis; Scl70, autoantibodies against topoisomerase I; SLA, soluble liver antigen; SMA, smooth muscle antibody;  
SSA, Sjögren’s syndrome A antigen; SSB, Sjögren’s syndrome B antigen T, tubulus; V, vessel; G, glomerulus; VG, vessels glomeruli; VGT, vessels glomeruli tubules.
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subsequently simplified for clinical use, a set of diagnostic  
criteria with high sensitivity and specificity for the diagnosis 
(Table 76.2). Factors taken into account by the simplified scor-
ing system include serum autoantibodies, liver histology, and 
exclusion of viral hepatitis.17

Therapy
Treatment of AIH aims at completely suppressing the hepatic 
inflammatory activity, which correlates with biochemical re-
mission, defined as complete normalization of transaminase 
and IgG levels: patients achieving biochemical remission very 
rarely have histological progression.18 Induction of remission is 
based on corticosteroids, in particular prednisone, while main-
tenance of remission is based on azathioprine, with or without 
low-dose prednisone, tailored to the individual risk–benefit 
profile. The initial prednisone dose is 0.5 to 1 mg/kg/day, but 
lower doses can be given in mild disease, and up to 100 mg/day 
intravenously should be used in case of severe disease. Steroids 
should be reduced at weekly intervals, under close monitoring 
of transaminase levels. A decrease in transaminase levels is al-
most universally achieved within 2 to 3 weeks; lack of response 
requires reconsideration of the diagnosis.2 Once transaminase 
and bilirubin levels improve, azathioprine should be started, 
gradually reaching the dose of 1 to 2 mg/kg/day. Therapy should 
be maintained for at least 3 years, and an attempt of gradual 
withdrawal should be made only after stable biochemical remis-
sion. Relapses following therapy discontinuation are common 
since <20% of patients remain in sustained remission off treat-
ment. Close monitoring of patients is required long term.

Mycophenolate mofetil is the drug of choice in case of aza-
thioprine intolerance, with a reported response rate of 60% to 
80%; however, it should be used with caution in fertile women 
due to its teratogenicity. 

In case of insufficient response to initial treatment, aza-
thioprine metabolites should be checked to assess both ad-
herence and pharmacodynamics. Mycophenolate mofetil is 
rarely effective in patients not responding to azathioprine, and 
 cyclosporin A or tacrolimus should be preferred in this situa-
tion. Infliximab and rituximab are reserved for very difficult 
patients and should be used only by specialized centers. Liver 
transplantation is the ultimate treatment for AIH patients pre-
senting with acute liver failure not responding to steroids, or who 

delivering human CYP2D6 to hepatocytes. Finally, two other 
types of anti-LKM, giving slightly different staining patterns 
in indirect immunofluorescence, have been described in pa-
tients with ticrynafen-associated hepatitis (anti-LKM2, directed 
against CYP2C9) and in 19% of patients with type 2 AIH (anti-
LKM3, directed against UGT1A), either alone or in combina-
tion with LKM1 antibodies. Anti-LKM3 is also detected in 13% 
of patients with chronic hepatitis delta infection. Its clinical use 
is hampered by detection only on primate or humane substrates.

Anti-soluble liver antigen (SLA) antibody is detectable by im-
munoblot and enzyme-linked immunosorbent assay, but not by 
immunofluorescence, and is directed against different epitopes of 
a UGA tRNA suppressor. Serum anti-SLA is occasionally found 
in patients with AIH who are negative for ANA, SMA, or anti-
LKM and is cumulatively detected in 10% to 30% of cases of AIH-1  
and -2. However, the assays used in clinical laboratories have 
low sensitivity; if tested by radioligand assays, which preserve 
conformational epitopes, anti-SLA are positive in 58% of AIH-1 
and AIH-2, and in 41% of children with autoimmune sclerosing 
cholangitis (ASC).15 Anti-SLA is the only autoantibody disease-
specific autoantibody, having a specificity as high as 98.9%.2 Its 
presence is also associated with a more aggressive disease course.

The anti-LC1 antibody is detected by indirect immunofluo-
rescence in sera of up to 30% of patients with type 2 AIH and 
much less frequently in chronic hepatitis C. Importantly, how-
ever, anti-LC1 is the only detectable serological marker in 10% 
of AIH-2 cases. The LC1 autoantigen is the liver formimino-
transferase cyclodeaminase, an enzyme involved in folate me-
tabolism. Serum anti-LC1 antibody titer correlates with AIH-2 
activity, and should be used to monitor patients.

Antibodies to neutrophil cytoplasmic antigens (ANCA) can be 
detected by indirect immunofluorescence on human neutrophil 
substrate, giving either A perinuclear (pANCA) or a cytoplasmic 
(cANCA) pattern. pANCA are frequently detected in sera from 
AIH-1 patients, although they give an atypical staining pattern; as 
opposed to pANCA, which give a cytoplasmic pattern on ethanol-
fixed neutrophils, the perinuclear pattern of atypical pANCA is un-
affected by the method of fixation. As a consequence, they are also 
known as perinuclear anti-neutrophil nuclear antibody (pANNA) 
or nuclear anti-neutrophil antibody (NANA). ANCA are absent in 
AIH-2, and are frequently detected also in PSC and IBD.

Histology
The role of liver histology in the diagnosis of AIH remains 
critical and all suspect cases should undergo a liver biopsy. In 
fact, although no typical feature can be sufficient to prove the 
diagnosis, histology remains the gold standard for grading and 
staging, and to rule out coexisting conditions, including overlap 
with PBC. Typical findings include portal hepatitis with mono-
nuclear cell infiltrate and interface hepatitis (Fig. 76.1). Fibrosis 
is frequently observed; bridging or multiacinar necrosis indi-
cates severe disease requiring prompt therapy. Importantly, the 
presence of granulomas, bile duct damage, or iron or copper 
accumulation should not be overlooked since these signs point 
towards alternative diagnoses. On the other hand, steatosis is a 
nonspecific and frequent finding that does not rule out AIH.9

Diagnostic Criteria
There is no single diagnostic test for AIH; therefore, diagnosis is 
based upon several indicative clinical, serological, biochemical, 
and histological findings. It is critical to exclude alternative causes 
of liver injury, particularly viral hepatitis. The International  
Autoimmune Hepatitis Group (IAIHG) has established, and 

FIG. 76.1 Typical histological findings of autoimmune hepatitis 
showing marked lymphoplasmacellular infiltration of the portal 
tract with interface hepatitis. (Courtesy of Elisabetta Merlo.)
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progress to end-stage liver disease despite treatment (10% to 20% 
of the cases). Although liver transplantation for AIH is very suc-
cessful, it should be noted that AIH may recur after transplant 
in up to 30% of the cases, rarely requiring a second transplant. 
Patients with AIH undergoing liver transplant have overall 5- and 
10-year survival rates of 90% and 75%, respectively.

PRIMARY BILIARY CHOLANGITIS

Definition
PBC is defined as a chronic autoimmune attack to intrahepatic 
biliary epithelial cells. It is characterized by a striking female 
preponderance, biochemical cholestasis, pruritus, positive 
AMA, and progression to cirrhosis if left untreated.1 PBC is ab-
sent in children, and the average age at diagnosis is within the 
5th and 6th decade of life.

Nomenclature
In 2014, the term primary biliary cirrhosis has shifted towards 
PBC to correct the inaccuracy and remove the cirrhosis stigma 
as well the misunderstanding, disadvantages, and discrimina-
tions emanating from this misnomer for patients. This change 
was necessary after the dramatically improved PBC diagnosis, 
treatment, and prognosis, thanks to widely available AMA test-
ing, and early treatment initiation with ursodeoxycholic acid 
(UDCA). Nowadays, two out of three PBC patients treated with 
UDCA have an expected survival equal to the general popula-
tion, and only a minority will ever develop cirrhosis.19

Epidemiology
PBC is considered a rare disease: prevalence reported in  Europe, 
North America, Australia, and Asia ranges from 19 to 402 cases 
per million inhabitants; incidence varies between 3.3 and 58 
cases per million inhabitants per year.20,21 Overall, the reported 
incidence and prevalence have increased in recent years, poten-
tially due to more widely available AMA testing and increased 
awareness among clinicians, leading to diagnosis of mild, 
 asymptomatic cases; however, a true increase in disease frequen-
cy cannot be excluded.

Pathogenesis
As in many autoimmune diseases, genetics, epigenetic, and 
environmental factors interact to lead to PBC, whose precise 
pathogenesis, however, remains elusive.

Genetic factors play a predominant role in PBC susceptibil-
ity, as suggested by the fact that the disease is more frequent in 

TABLE 76.2 Revised Diagnostic Scoring 
System Proposed by the International  
Autoimmune Hepatitis Study Group

Criteria Points

Sex:
Male +2
Female 0
Ratio of ALP vs. AST/ALT:
>3.0 +3
1.5–2.0 +2
1.0–1.5 +1
<1.0 0
Autoantibodies (ANA, SMA, LKM1) titer:
>1:80 +3
1:80 +2
1:40 +1
<1:40 0
AMA:
Positive −4
Negative 0
Seropositivity for other autoantibodies +2
Viral hepatitis markers:
Negative +3
Positive −3
History of drug use:
Yes −4
No +1
Average alcohol consumption (g/day):
<25 +2
>60 −2
Presence of genetic factors (HLA, DR3, or DR4) +1
Presence of other autoimmune disorders +2
Liver histology:
Interface hepatitis +3
Predominant lymphocytic infiltrate +1
Rosetting of liver cells +1
None of the above −5
Biliary changes −3
Other changes −3
Response to therapy:
Complete +2
Relapse +3

A score >15 or >17 indicates a definite diagnosis of AIH pre- or post-treatment, 
respectively. Scores between 10–15 and 12–17 indicate a probable diagnosis, pre- or 
post-therapy, respectively.
ALP, Alkaline Phosphatase; ALT, alanine aminotransferase; AST, aspartate amino-
transferase; AMA, Anti-mitochondrial autoantibodies; ANA, anti-nuclear; DR3, no 
expaned form; DR4, no expaned form; HLA, human leukocyte antigen; LKM1,  
anti-liver–kidney microsomal antibodies; SMA, anti-smooth-muscle antibodies.

• Autoimmune hepatitis (AIH) is a chronic inflammatory liver disease
associated with high morbidity and mortality, especially due to the
development of cirrhosis and liver failure.

• Autoantibodies represent a key diagnostic feature of AIH; the defini-
tion of an AIH subset is based on serum autoantibodies.

• Liver biopsy is mandatory to diagnose AIH, as histology remains the
gold standard for grading and staging, and to rule out concomitant
liver diseases.

KEY CONCEPTS

• Serum transaminase levels can spontaneously improve in untreated
autoimmune hepatitis (AIH): this should not delay treatment

• If autoantibodies are tested according to dedicated recommenda-
tions, up to 95% of AIH patients are positive for at least one autoanti-
body

• In children, overlap with sclerosing cholangitis is frequent, and mag-
netic resonance cholangiopancreatography should be part of the diag-
nostic work-up

CLINICAL PEARLS

• Corticosteroids represent the cornerstone of remission induction:
they should be rapidly tapered under close monitoring of transami-
nase levels in order to minimalize side effects.

• Long-term maintenance therapy is based on azathioprine, or myco-
phenolate mofetil in intolerant patients.

• Dosage of steroids and azathioprine should be carefully tailored to the 
individual patient, taking into account disease severity, comorbidities,
and side effects.

• Liver transplantation is very successful; however, autoimmune hepa-
titis may recur after transplant.

THERAPEUTIC PRINCIPLES
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relatives of affected individuals, and the term “familial PBC” has 
been coined to indicate families that have more than one case. 
In our experience, 6% of cases have a first-degree relative that is 
also affected, while AMA may be positive in first-degree relatives 
and offspring of patients with PBC without any sign of disease, 
thus indirectly suggesting the existence of a strong genetic predis-
position.1,21,22 Importantly, the concordance rate observed among 
monozygotic twins for PBC is 63%, which is among the highest 
reported in autoimmunity.21 As for other autoimmune disorders, 
genetic factors are not limited to a single gene but are complex 
multi-gene traits.21 HLA alleles have been identified by case- 
control studies, and later confirmed by a genome-wide association 
study, as the strongest link with PBC susceptibility.21 Interestingly, 
PBC is associated with not only the HLA DRB1*08 allele but also 
two protective alleles, HLA DRB1*11 and DRB1*13. A wide array 
of non-HLA risk loci has also been identified, and, although the 
identified loci are different across studies, they involve the same 
immunological pathways, particularly antigen presentation and 
production of interleukin-12, and T- and B-cell activation.

In spite of these observations, genetic susceptibility alone 
is insufficient to explain the PBC pathogenesis. Other factors, 
including epigenetics and exposure to environmental factors, 
have been shown to play a key role in increasing the suscep-
tibility to PBC. Urinary tract and vaginal infections are more 
frequent in PBC than in controls, with Escherichia coli being the 
main etiological agent. The mechanism linking infections and 
autoimmune biliary tract damage is probably molecular mim-
icry. Xenobiotics are foreign compounds, which may trigger 
an autoimmune response to self-proteins as they modify their 
molecular structures or complex to self- or nonself-proteins to 
generate neoantigens. In this view, our group has demonstrated 
that xenobiotic modification of the E2 subunit of the pyruvate 
dehydrogenase (PDC-E2) inner lipoyl domain can lead to loss 
of tolerance in genetically susceptible hosts.23

Epigenetic modifications could represent the link between ge-
netic and environmental factors influencing the onset and evolu-
tion of PBC. For instance, DNA hypermethylation of a number 
of immunological genes on chromosome X has been identified 
in studies of discordant monozygotic twins and sister pairs, and 
decreased methylation of the CD40 ligand gene on chromosome 
X has been shown to correlate with serum IgM elevation, a typical 
feature of PBC. In addition, higher X chromosome monosomy 
has been demonstrated in PBC patients.21 Differential expression 
of a wide range of micro-RNAs (mi-RNAs) in PBC compared to 
controls has also been reported, suggesting their potential role as 
novel biomarkers (Chapter 19). Moreover, a functional role of 
miRNA has robustly been demonstrated in PBC: upregulation 
of miR-506 correlates with decreased expression of the anion 
exchanger 2 protein—the main protein involved in biliary bicar-
bonate secretion. The bicarbonate-rich layer on the canalicular 
cholangiocyte membrane, named biliary bicarbonate umbrella, is 
crucial in protecting cholangiocytes from toxic bile acids, which 
in protonated form, can invade cells, leading to apoptosis and 
exposure of intracellular antigens, triggering an autoimmune at-
tack. This cascade of events raises the fundamental question as to 
whether the disrupted biliary homeostasis in PBC is the cause or 
the consequence of the autoimmune attack. This question has to 
be addressed by future research.1

Diagnosis, Clinical Features, and Prognosis
The diagnosis of PBC is based on the presence of two out of 
three internationally accepted criteria: that is, detectable serum 

AMA (titer >1:40), increased cholestasis enzymes (i.e., alka-
line phosphatase) for longer than 6 months, and a compatible 
or diagnostic liver histology.24 Serum IgM is typically elevated 
in PBC cases, with no correlation with AMA titers or levels of 
other Ig subtypes.

Symptoms of PBC in the early phases, affecting more than 
half of the patients, are mainly fatigue and pruritus, while 
physical findings may include skin hyperpigmentation, hepa-
tosplenomegaly, and xanthelasmas. Late-stage symptoms are 
those of all types of cirrhosis, including ascites, jaundice, he-
patic encephalopathy, and upper digestive bleeding. However, 
portal hypertension may appear earlier in the disease course as 
compared to non-cholestatic diseases, owing to a pre-sinusoidal  
component; treatment of PBC-associated portal hypertension 
is not different from other chronic liver diseases. Fatigue is a 
nonspecific symptom affecting 70% of PBC patients, often over-
looked, particularly in middle-aged women. The severity of  
fatigue is independent of the stage of PBC. Pruritus is more  
frequent in advanced-stage PBC, but may long precede jaundice 
onset, and typically worsens at night, following contact with 
wool, or in warm climates. Since both fatigue and pruritus are 
subjective, it is very important to collect information directly 
from patients, in a quantitative manner, in the form of “patient-
reported outcomes.” Dedicated, PBC-specific tools such as the 
PBC-40 questionnaire, are available, but must be validated lo-
cally.1 Osteopenia and osteoporosis are more frequent in PBC 
patients when comparing to sex- and age-matched healthy 
individuals: therefore, screening with bone mineral density at 
diagnosis and during follow-up is advisable in all patients, as 
well as calcium and vitamin D supplementation, if needed. Hy-
perlipidemia affects up to 80% of patients with PBC. However, 
it is not accompanied by a proportionally increased incidence 
of cardiovascular events or atherosclerosis. This assumption has 
recently been challenged, and therefore clinicians should care-
fully evaluate cardiovascular risk of PBC patients.24

Extrahepatic Autoimmune diseases frequently overlap with 
PBC, most commonly Sjögren syndrome, Raynaud phenom-
enon, autoimmune thyroid disease, scleroderma, and systemic 
lupus erythematosus, while the prevalence of rheumatoid ar-
thritis does not differ from controls.

Similarly to other types of cirrhosis, end-stage PBC can be 
complicated by the occurrence of hepatocellular carcinoma 
(HCC) and patients should be admitted to a surveillance pro-
gram with ultrasound every 6 months.

The progression of PBC varies widely, and risk factors for 
a more aggressive course have been identified, including male 
sex, younger age at diagnosis, PBC-specific ANA positivity, lack 
of biochemical UDCA response (see below), and advanced fi-
brosis at diagnosis. An important message for patients is that 
UDCA initiation at an early disease stage is accompanied by 10-
year survival rates similar to the general population.1

Serum Autoantibodies
AMA are highly specific for PBC and can be detected in up to 
95% of patients when sensitive diagnostic methodologies based 
on recombinant antigens are used.1 However, the gold standard 
method to detect AMA in clinical settings is still indirect im-
munofluorescence, because it allows the simultaneous detection 
of all liver-relevant autoantibodies, except anti-SLA. AMA is 
directed against components of the 2-oxoacid dehydrogenase 
family of enzymes within the mitochondrial respiratory chain, 
most frequently the E2- and E3-binding protein components of 
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the PDC and the E2 components of the 2-oxo-glutarate dehy-
drogenase and branched-chain 2-oxo acid dehydrogenase com-
plexes. In all three antigens, epitopes contain the motif DKA, 
with lipoic acid covalently bound to the lysine (K) residue: lipo-
ic acid is the immunodominant AMA epitope.1 The pathogenic 
role of AMA is debatable, since no clinical correlation can be 
found and animal models developing serum AMA do not de-
velop PBC-like liver lesions. Importantly, AMA may be present 
in the absence of biochemical cholestasis: in this setting, a liver 
biopsy may reveal PBC-compatible histology; in the absence 
of a liver biopsy or when histology is normal, patients deserve 
close follow-up, since clinically apparent disease develops over 
time in the majority of cases.1

Autoantibodies other than AMA can be found in the ma-
jority of PBC patients. ANA is present in 50% of PBC patients, 
the most common indirect immunofluorescence patterns on 
HEp2 cells being the “nuclear rim” and the “multiple nuclear 
dots” patterns. The target antigens of the nuclear rim pattern are 
gp210 and nucleoporin 62 (both within the nuclear pore com-
plex of the nuclear envelope), whereas the multiple nuclear dots 
pattern corresponds mainly to antibodies against Sp100, pro-
myelocytic leukemia protein, sp140, and small ubiquitin-like  
modifiers.15 These two patterns are PBC specific, having the 
same diagnostic value as AMA: that is, being diagnostic of PBC 
when associated with a cholestatic biochemical profile. There-
fore, the laboratory should always report the immunofluores-
cence pattern of ANA, and the clinician should be aware of the 
disease specificity of these two patterns. ANA-positive patients 
are more frequently AMA negative, possibly because of the lack 
of a masking effect of this latter antibody in indirect immuno-
fluorescence. The pathogenic role of ANA in PBC remains to 
be investigated, although cross-sectional and longitudinal data 
demonstrate an association between PBC-specific ANA positiv-
ity, particularly the rim-like pattern, and a worse prognosis.25 
Finally, anti-centromere antibody, another ANA subtype, is typ-
ically detected in PBC patients with coexisting limited systemic 
sclerosis; very rarely, this serological specificity may be the only 
autoantibody in PBC.

Histology
PBC is characterized histologically by chronic non-suppurative 
destructive cholangitis, with bile duct loss (ductopenia) and 
granulomatous inflammation (Fig. 76.2). It is important to be 
aware that interface hepatitis, the typical histological finding of 
AIH, is universally detected in untreated PBC.

PBC histology has classically been assessed by two staging 
systems: by Scheuer in 1967, and Ludwig in 1978. They both 
recognize four stages, according to portal/periportal inflam-
mation, ductular reaction, and fibrosis. A more recent staging 
system proposed by Nakanuma in 2010 includes three features 
more specific for PBC and correlating with disease progression.1

Therapy
The pharmacological treatment of PBC is based on drugs im-
pacting the bile acid physiology, since immune-based therapies 
have failed to show effectiveness, despite the autoimmune basis 
of the disease, highlighting the key pathogenetic role of altered 
biliary homeostasis in PBC. UDCA is the first-line treatment, 
and is the only drug with a demonstrated beneficial effect on 
long-term transplant-free and overall survival.24,25 The recom-
mended dose is 13 to 15 mg/kg body weight/day. UDCA is a 
natural, non-toxic secondary bile acid, forming 1% to 3% of the 

bile acids pool in human bile. This percentage is increased to 
40% in subjects treated with therapeutic UDCA doses.26 One 
probable mechanism of UDCA action is therefore decreased bile 
toxicity; additional effects include stimulation of biliary bicar-
bonate secretion, immunomodulation, and antiinflammatory  
and anti-apoptotic effects.1 UDCA is a safe drug; the only side 
effect is increased stool frequency. It should not be discontinued 
even during pregnancy and breast-feeding. The aim of UDCA 
treatment is biochemical response, defined according to differ-
ent criteria based on bilirubin and alkaline phosphatase serum 
levels after 6, 12, or 24 months of UDCA treatment.25 Patients 
achieving a biochemical response have better clinical outcomes 
and transplant-free survival. These criteria use thresholds 
of biochemical tests allowing dichotomization of patients in  
low- or high-risk groups for liver transplantation or death.25 
More recently, the GLOBE score and the UK-PBC score, which 
provide a continuous risk stratification, have been demonstrat-
ed to have excellent sensitivity and specificity for predicting 

A

B

FIG. 76.2 Histological findings in early stages of primary bili-
ary cholangitis: that is, non-suppurative destructive cholangitis 
 (hematoxylin and eosin staining). (A) Mixed lymphocytic and plas-
ma cell periductular inflammation with bile duct infiltration and 
granulomatous reaction (square). (Magnification × 200.) (B) Detail 
of bile duct disruption with lymphocytic and plasmacellular peri-
ductular and intraepithelial infiltration. (Magnification × 200.)
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transplant-free survival up to 15 years.24 Recently, the GLOBAL 
PBC study group has refined the biochemical criteria associated 
with better outcomes, showing that bilirubin level <0.6 × upper 
limit of normal (ULN) and normal alkaline phosphatase level 
at 1 year are best in predicting the risk for liver transplantation 
or death.27

Of note, UDCA treatment has a beneficial impact on long-
term survival even in patients without biochemical response, 
and should therefore be given lifelong to every PBC patient, 
with the exception of the rare patients who prove to be UDCA-
intolerant.

Obeticholic acid (OCA), a synthetic analogue of the natural 
chenodeoxycholic acid, was approved in 2016 as second-line 
treatment for PBC patients with insufficient UDCA response or 
intolerance. OCA is an agonist of the nuclear receptor called 
farnesoid-X receptor (FXR); nuclear receptors are ligand-acti-
vated transcription factors that control transcription of a wide 
range of proteins involved in the immune system and metabo-
lism. OCA is the first-in-class FXR agonist and has been shown 
to decrease bile acid synthesis and promote choleresis, although 
the precise downstream effects of FXR agonism in humans re-
main to be elucidated. OCA is associated with pruritus, which 
hampers its use in PBC patients already suffering from this 
symptom. In addition, dose reduction is needed in patients with 
advanced liver disease, and recent data suggest an increased risk 
of gallstones in patients treated with OCA. Newer FXR agonists, 
so-called nonsteroidal agonists, are being tested in PBC, and are 
expected to have fewer side effects.

Targeting the nuclear receptors known as peroxisome pro-
liferator-activated receptors (PPARs) impacts bile acid syn-
thesis and detoxification, and biliary phospholipid secretion. 
PPAR agonists include fenofibrate and bezafibrate, which have 
been on the market since the early 1970s to treat hyperlipid-
emia. Both drugs have been shown to improve biochemical 
cholestasis in PBC in small trials; these data have recently been 
confirmed in a large, placebo-controlled trial of bezafibrate as 
second-line treatment for PBC,28 with a positive effect also on 
pruritus and hyperlipidemia. Of note, the primary endpoint of 
this trial was complete normalization of alkaline phosphatase, 
bilirubin, aminotransferases, albumin, and prothrombin index 
after 24 months. Efficacy on hard endpoints and long-term safe-
ty still need to be investigated. Importantly, fibrates use in PBC 
remains off-label.

Liver transplantation is the ultimate treatment for end-stage 
PBC, with survival rates of 92% and 85% at 1 and 5 years after 
transplant, respectively. Recurrence is common but rarely im-
pacts on graft or patient survival; it is prevented by cyclosporine 
and UDCA.

PRIMARY SCLEROSING CHOLANGITIS

Definition
PSC is a rare progressive cholestatic liver disease of unknown 
etiology characterized by inflammation, fibrosis, and destruc-
tion of intra- and extrahepatic bile ducts, by a strong associa-
tion with inflammatory bowel disease (IBD), by male prepon-
derance, and by high risk of cholangiocarcinoma and colorectal 
cancer.29 It should be distinguished from sclerosing cholangitis 
related to other identifiable causes. Small-duct PSC, affecting 
6% to 16% of PSC patients, is characterized by biochemical cho-
lestasis and PSC typical histology but normal cholangiography. 
It has a more benign course but may progress to classical PSC 
over time.

Autoimmune sclerosing cholangitis is a pediatric nosological 
condition representing overlap of AIH with bile duct disease.13 
Its relationship with adult PSC is still debated.13

Epidemiology
The reported yearly incidence in Caucasians of PSC ranges be-
tween 0.91 and 1.3 per 100,000 inhabitants.29 Its prevalence is 
approximately 10 to 15/100,000 in Northern Europe and the 
USA.24 There is a North-South gradient, with 10 to 100 times 
lower prevalence in Southern Europe and Asia.

At variance from the vast majority of autoimmune diseas-
es, PSC is more commonly diagnosed in men, with a female-
to-male ratio estimated as 1:2, and generally between 30 and 
40 years. However, recent data show a similar PSC prevalence 
in males and females, with a more benign course in females, 
suggesting underdiagnosis in asymptomatic female patients.  
Approximately 60% to 80% of Caucasian patients with PSC have 
coexisting IBD, most often ulcerative colitis.29 Reported PSC 
prevalence in IBD patients varies between 5% and 7.5%.

Pathogenesis
The etiopathogenesis of PSC is unknown, despite evidence that 
(auto)immune-mediated mechanisms play a role, as suggested  
by the frequent association with IBD and other autoimmune 

• Primary biliary cholangitis (PBC) is a chronic autoimmune cholestatic
disease affecting more frequently women in the 5th–6th decades of
life.

• Genetics play a strong role in PBC pathogenesis, as suggested by the 
familiar recurrence and the high concordance in monozygotic twins.

• Anti-mitochondrial antibodies (AMAs) are highly specific for PBC, and
can be detected in nearly 100% of patients.

• Anti-nuclear antibody (ANA) giving a multiple nuclear dot or a nuclear
rim staining pattern on HEp2 cells are PBC-specific, being of high
diagnostic value in AMA-negative patients.

KEY CONCEPTS

• Fatigue and pruritus represent the most frequently observed symp-
toms that may be disabling for patients.

• Primary biliary cholangitis (PBC) can be frequently associated with
other autoimmune diseases: that is, Sjögren syndrome and systemic
sclerosis.

• Clinically significant portal hypertension may occur in pre-cirrhotic
stages.

• Osteopenia and osteoporosis are frequently observed in PBC patients.

CLINICAL PEARLS

• Ursodeoxycholic acid (UDCA; 13–15 mg/kg) is the cornerstone ther-
apy for primary biliary cholangitis, improving long-term survival in all
patients.

• Obeticholic acid improves biochemical cholestasis in patients intoler-
ant to UDCA or with insufficient response; pruritus is a major safety
issue of this drug.

• Fibrates, particularly bezafibrate, have been shown to be highly ef-
fective in improving cholestasis and pruritus in patients intolerant to
UDCA or with insufficient response; data on long-term safety and ef-
ficacy are still lacking.

THERAPEUTIC PRINCIPLES
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diseases, the presence of serum autoantibodies, and the reported 
HLA susceptibility associations. PSC autoantigens are unknown. 
Genetics play a role in determining PSC susceptibility; family stud-
ies have demonstrated that the PSC prevalence among first-degree 
relatives is 100 times higher compared to the unrelated popula-
tion. The most significant PSC genetic risk factor is represented by 
HLA variations, suggesting a prominent role of adaptive immu-
nity: positive associations have been reported with HLA-B*08:01, 
HLA-DRB1*03:01, HLA-DRB1*13:01, HLA-DQA1*01:03, and 
HLA-DQA1*01:01. The haplotypes HLA-DRB1*04, DQB1*03:02, 
and HLA-DRB1*07:01 and DQB1*03:03 confer protection.

Environmental factors contribute to PSC pathogenesis, al-
though no definitive causal agent has been identified so far.30 
The close association with IBD suggests that the gut microbi-
ome plays a pathogenic role in PSC. An altered microbiome has 
been reported in PSC, affecting not only the colon but also the 
oral cavity, the duodenum, and the bile.31 An increased biliary 
concentration of toxic components, such as taurolithocholic 
acid, has also been observed in PSC patients, potentially due to 
abnormal bile acid microbial metabolism.31

Clinical Features and Diagnosis
The typical PSC patient is a 30- to 40-year-old male with IBD and 
elevated serum alkaline phosphatase and γ-glutamyltransferase 
serum levels. Of note, PSC may develop even after colectomy for 
IBD. In a subgroup of patients, IBD presents after the diagnosis 
of PSC, even after liver transplantation.

The diagnosis is based on typical magnetic resonance cholan-
giopancreatography (MRCP) bile duct changes; MRCP has been 
shown to have similar sensitivity and specificity as endoscopic ret-
rograde cholangiopancreatography. The latter procedure should 
be performed only if an intervention is required. Typical MRCP 
findings are irregular bile ducts with a beading appearance due to 
multiple short strictures affecting most commonly both intrahe-
patic and extrahepatic bile ducts. However, singular intrahepatic 
involvement or, more rarely, isolated extrahepatic involvement 
are also encountered (Fig. 76.3). Liver biopsy is not part of the 
standard diagnostic work-up, but remains the key diagnostic pro-
cedure to diagnose small-duct PSC and overlap with AIH.

ANA and SMA are frequently positive in PSC patients; their 
presence requires exclusion of AIH overlap. Atypical pANCA 
are detected in serum of up to 94% of PSC patients; however, 
they lack disease specificity (as they are present also in IBD and 
AIH) and prognostic significance.

The histological hallmark of PSC is concentric, periductal, 
so-called onion-skin fibrosis (Fig. 76.4), which may be absent in 
early disease, though some degree of bile-duct damage is usually 
identified.

The genotype and phenotype of IBD associated with PSC is 
distinct from IBD without PSC, as it is characterized by pancolitis, 
backwash ileitis, and rectal sparing. An upper endoscopy and colo-
noscopy are recommended in every newly diagnosed PSC patient 
without known IBD, irrespective of gastrointestinal symptoms.

PSC symptoms are generally nonspecific and include right-
upper-quadrant abdominal pain, jaundice, weight loss, pruri-
tus, and fatigue; 40% to 50% of patients are asymptomatic at the 
time of diagnosis. At more advanced stages, symptoms include 
those of all types of decompensated cirrhosis or neoplasia; how-
ever, similarly to PBC, clinically significant portal hypertension 
may occur in pre-cirrhotic stages.

PSC is a progressive disease, leading to cirrhosis and liver fail-
ure in the vast majority of patients. However, mortality is mainly 

FIG. 76.3 Magnetic resonance cholangiopancreatography of intra-
hepatic biliary tree (sequence SENSE shimming (SSH), repetition 
time (TR) 5100, echo time (TE) 740, flip angle 90) showing intrahe-
patic bile ducts with marked caliber irregularities specially in the left 
liver lobe with narrowing and dilatation. (Courtesy of Mario Alerci.)

A

B

FIG. 76.4 Histological Findings in Primary Sclerosing Chol-
angitis. (A) Early disease and periductular fibrosis. (Magnifica-
tion × 200, hematoxylin and eosin staining.) (B) Advanced dis-
ease with cirrhosis and bile duct substitution by fibrous scar 
(square). (Magnification × 200, Masson staining.)
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due to cholangiocarcinoma and colorectal cancer. Cholangiocarci-
noma occurs in 20% of patients after a disease duration of 30 years,  
leading to the proposal of considering PSC as a pre-malignant con-
dition. Cholangiocarcinoma should always be excluded in PSC pa-
tients with rapid deterioration. The diagnosis is often difficult in the 
early stages, since radiological distinction between malignancy and 
inflammatory/fibrotic lesions is inaccurate. Brush cytology may be 
of use, with variable sensitivity depending on lesion accessibility, as 
well as operator and pathologist experience. Cholangiocarcinoma 
surveillance with annual MRCP and contrast-enhanced liver mag-
netic resonance imaging coupled with serum CA19-9 is generally 
performed, despite the absence of evidence for survival advantage.

Annual colonoscopic surveillance of colorectal cancer is rec-
ommended in patients with concomitant IBD.

Therapy
There is no approved pharmaceutical therapy of PSC, since no 
drug has been demonstrated to have a beneficial effect on dis-
ease progression and survival.

UDCA at a dose of 10 to 20 mg/kg is widely prescribed based 
on a beneficial impact on biochemical cholestasis and decreased 
bile toxicity. High-dose UDCA (28 to 30 mg/kg/day) should be 
avoided since a high-quality study demonstrated a significant 
increase in clinical endpoints.

Endoscopic measures are indicated to treat bile duct stric-
tures associated with worsening of symptoms and cholestasis, 
or bacterial cholangitis. Some studies have shown improved 
survival of patients undergoing endoscopic treatment of clini-
cally significant strictures. Brush sampling should always be 
performed for cholangiocarcinoma surveillance.

Finally, PSC represents an important indication for liver 
transplantation since patients are commonly younger compared 
to other autoimmune liver diseases. Recurrence of disease is 
common and affects 20% to 40% of transplanted patients dur-
ing prolonged follow-up.

OVERLAP/VARIANT SYNDROMES
A subgroup of PBC and PSC patients develop clinical, serological, 
histological, and radiological features of AIH and are classified as 
variant syndromes. This nomenclature has been proposed as being 
more appropriate compared to overlap syndromes, since the latter 
implies coexistence of different diseases in the same patient, while 
these patients should be considered as PBC or PBC with AIH man-
ifestations.32 In a minority of cases, AIH predates bile duct disease. 
Histology plays a central diagnostic role of the variant syndromes.

Treatment is empiric, and based on adding AIH treatment 
on top of UDCA in PBC and PSC patients, or, conversely, on 
adding UDCA in AIH patients with cholestatic features.

IMMUNOGLOBULIN 4-RELATED SCLEROSING 
CHOLANGITIS
IgG4-related sclerosing cholangitis is the bile tract manifesta-
tion of IgG4-related diseases and is characterized by inflamma-
tion and fibrosis leading to progressive stenosis and destruction 
of the bile ducts.33 The condition affects more commonly males 
in their 60s. The clinical features include jaundice, pruritus, and 
biochemical cholestasis. Elevated serum IgG4 is found in up to 
85% of the cases; the diagnosis can be aided by the IgG4/IgG1 
ratio determined by polymerase chain reaction, since high se-
rum IgG4 is present in 10% to 20% of PSC patients.33,34 MRCP 
shows segmental or diffuse stenosis of the intra- and/or extra-
hepatic bile ducts with thickened walls. Typical histological 
findings include storiform fibrosis, lymphoplasmacytic infiltra-
tion, and obliterative phlebitis. Treatment is based on cortico-
steroids, which induce a remarkable improvement in clinical 
and biochemical manifestations, and should be started at the 
dosage of 0.6 mg/kg/day of prednisolone for 2 to 4 weeks, grad-
ually tapered in 2 to 3 months. Long-term outcomes are excel-
lent, despite 20% of relapse after corticosteroid discontinuation.

• Primary sclerosing cholangitis (PSC) is a rare, chronic autoimmune
cholestatic disease that can affect all tracts of the biliary tree, includ-
ing the extrahepatic bile ducts.

• PSC has a striking association with inflammatory bowel disease.
• PSC can be regarded as a pre-malignant condition, being complicated by 

cholangiocarcinoma in 20% of patients over a 30-year disease course. 

KEY CONCEPTS

• Primary sclerosing cholangitis (PSC) affects all ages.
• Diagnosis is based on the typical appearance of magnetic resonance

cholangiopancreatography.
• Secondary forms of sclerosing cholangitis must be ruled out.
• Autoimmune sclerosing cholangitis is a pediatric clinical entity repre-

senting overlap of autoimmune hepatitis with sclerosing cholangitis.
• Small duct PSC is diagnosed in the presence of typical histology and

normal imaging.

CLINICAL RELEVANCE

• Ursodeoxycholic acid (UDCA; 10–20 mg/kg) is widely prescribed, and
is associated with improvement of biochemical cholestasis, without
evidence of improved survival.

• Endoscopic procedures are indicated to treat stenosis.
• Primary sclerosing cholangitis represents an important indication for

liver transplantation, despite disease recurrence in almost half of the
cases.

THERAPEUTIC PRINCIPLES

• Novel, more targeted therapeutic approaches are needed for autoim-
mune hepatitis, possibly including Treg adoptive therapy and low-dose 
interleukin (IL)-2. A better knowledge of the immunodominant epit-
opes could lead to the establishment of peptide immunotherapy.

• It should be possible to identify high-risk primary biliary cholangitis
patients at diagnosis with novel biomarkers. Novel therapeutic ap-
proaches may include not only a combination of FXR+PPAR agonists
and anti-IL-17 agents but also stage-specific treatments.

• The relationship of primary sclerosing cholangitis (PSC) with the pedi-
atric condition known as autoimmune sclerosing cholangitis deserves 
further investigation and may lead to a better understanding of the
PSC pathophysiology.

ON THE HORIZON
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Leukemias are a group of hematologic malignant clonal diseases 
arising in bone marrow that present with differing clinical and 
laboratory features. The focus of this chapter is on acute lympho-
blastic leukemia (ALL), which is the most common leukemia 
of lymphoid precursors, and on chronic lymphocytic leukemia 
(CLL), which is the most common leukemia of mature lym-
phoid cells in adults. A special emphasis is given to immunologic  
aspects of both diseases.

ACUTE LYMPHOBLASTIC LEUKEMIA
ALL manifests with the clonal proliferation and accumulation 
of malignant lymphoid progenitors. ALL can be viewed as a 
developmental disease of the lymphoid system because it often 
arises as a “developmental accident” during normal fetal lym-
phopoiesis. Studies of chromosomal translocations in ALL cells 
have identified key genes involved in normal lymphopoiesis and 
hematopoiesis. Conversely, basic studies of the development of 
the immune system and the immune receptors have provided 
important tools for the diagnosis and management of ALL. 
These achievements in basic and clinical research have led to 
the remarkable transformation of ALL from a uniformly fatal 
disease several decades ago to a disease that is curable in more 
than 85% of children. However, adults remain a challenge.1

Epidemiology and Etiology
ALL is the most common malignancy of childhood. In contrast, 
ALL accounts for less than 20% of leukemias in adults. In devel-
oped countries, the incidence of ALL peaks at 2 to 5 years of age. 
The low age peak is characteristic of affluent societies.2

Most ALLs are sporadic, with less than 5% associated with 
hereditary or constitutional syndromes. For example, children 
with Down syndrome have approximately 20-fold increased risk of 
ALL. Other disorders associated with increased risk are rare inher-
ited genomic instability syndromes, such as ataxia-telangiectasia, 
Bloom, and Li-Fraumeni syndromes. Similarly, ALL is more com-
mon in patients with other congenital immunodeficiencies, such 
as X-linked agammaglobulinemia, immunoglobulin A (IgA) defi-
ciency, and common variable immunodeficiency (CVID). Some 
cases of CVID associated with leukemia are caused by germline 
mutations in IKZF1, which encodes the lymphoid transcription 
factor Ikaros.3 Germline mutations in additional hematopoietic 
and B-cell developmental genes, such as ETV6, RUNX1, and PAX5, 
also predispose to ALL.4

Studies of leukemia in identical twins have shed light on the 
etiology of childhood ALL. Although ALL is not hereditary, there 
is markedly increased risk of leukemias in identical twins. If leu-
kemia occurs in one identical twin, the other twin generally has a 
10% to 20% chance of developing the disease. This phenomenon 

has promoted the hypothesis that at least two genetic hits are 
required for the development of ALL2 (Fig. 77.1). The first occurs 
during fetal lymphopoiesis and results in clonal proliferation of a 
preleukemic clone. Intrauterine metastasis of such a preleukemic 
clone from one twin to the other via their shared placental cir-
culation is responsible for the concordant leukemia. Additional 
genetic hits in the preleukemic cells occur after birth and are 
required for the development of full-blown leukemia. The initial 
findings in identical twins with leukemia have been extended to 
sporadic ALL; in at least 70% of patients, the preleukemic clone 
can be detected molecularly in the neonatal blood samples col-
lected after birth (known as Guthrie cards). More recently, careful 
molecular analysis of the cord blood of normal infants has dem-
onstrated that the occurrence of a preleukemic clone carrying a 
leukemia-defining chromosomal translocation is relatively com-
mon. However, only 1% of children born with such a preleuke-
mic clone will develop leukemia, implying the impracticality of  
a molecular screen for the early diagnosis of childhood ALL.

“Common” B-cell precursor ALL at the preschool age is the most com-
mon type of ALL in the suburban regions of affluent countries. The 
causes for this phenomenon are unknown. A popular hypothesis sug-
gests a modified immune response to delayed infections during infancy. 

KEY CONCEPTS
Environmental Factors in the Epidemiology of 
Childhood Acute Lymphoblastic Leukemia (ALL): 
Roles for Infection and Immunity?

The causes of the relatively rare postnatal leukemogenic 
genetic hits are unknown. Although environmental agents such 
as ionizing radiation and chemical mutagens have been impli-
cated in the induction of ALL, almost all cases lack discernible 
etiologic factors. Because the risk of B-cell precursor ALL dur-
ing early childhood is markedly increased by higher socioeco-
nomic status and a suburban style of living in which the expo-
sure of children to infectious pathogens is typically delayed 
beyond the neonatal period, Greaves hypothesized that many 
childhood cases are the consequence of an abnormally late 
immunologic response to common infections. One proposed 
mechanism is that growth inhibitory factors, such as interferon 
or transforming growth factor-β (TGF-β), secreted during this 
immune response provide a survival advantage to a preleukemic 
clone, setting the stage for additional leukemogenic mutations. 
A more direct suggestion for the involvement of infection (or 
the response to infection) in the pathogenesis of ALL has been 
provided; PAX5 heterozygous mice developed preB-cell ALL 
only after exposure to common mouse pathogens.5
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FIG. 77.1 A Model for the Development of Childhood Acute 
Lymphoblastic Leukemia (ALL). The first acquired genomic 
hit (e.g., chromosomal translocation or change in chromosomal 
copy number) occur during fetal hematopoiesis and results in 
clonal proliferation of a preleukemic clone. This event is com-
mon occurring in up to 1:20 children. Additional genetic aber-
rations occurring after birth are required for the development 
of ALL. These events are rare and are estimated to occur in ap-
proximately 1% of the children born with a preleukemic clone 
[Greaves, 2006 #1482].5

TABLE 77.1 Immunophenotypic Classification of Acute Lymphoblastic Leukemia

Leukocyte Antigen Expression (% of Cases Positive) Frequency (%)

Subtype CD19 cCD22 CD79a CD10 CD7 CD2 cCD3 cIg μ sIg μ
sIg 
κ/λ Children Adults

Pre-preB 100 >95a >95 0 0 0 0 0 0 0 5 10
Early preB 100 >95a >95 95 5 <5 0 0 0 0 60–65 50–55
PreB 100 100a 100 >95 0 0 0 100 0 0 20–25 10
Transitional 

preB
100 100a 100 50 0 0 0 100 100 0 1–3 ?

B 100 100a 100 50 0 0 0 >95 >95 >95 2–3 4
PreT <5 0 0–20 45 100 0 100 0 0 0 1 5
T <5 0 0–20 45 100 95 100a 0 0 0 10–15 15–20

c, Cytoplasmic; cIg μ, cytoplasmic immunoglobulin μ chain; sIg κ/ λ, surface immunoglobulin κ or λ chains; sIg μ, surface immunoglobulin μ chain.
aDetectable on the cell-surface membrane in some cases.

Immunologic and Molecular Classification of ALL
Immunologic Classification
The subtypes of ALL are usually identified by their immunophe-
notype, which tends to resemble the lymphoid developmental 
stage in which the leukemic cell was arrested (Table 77.1).

B-Cell Precursor Leukemias
B-cell precursor ALLs are the most common childhood leu-
kemias. ProB-cell ALL is characterized by expression of 
CD19 and CD34 without CD10. This is the most common 
leukemia of infants, which contains rearrangements of the 
MLL(KMT2A) gene on chromosome 11q23. It is associated 
with a poor outcome. Leukemic blast cells of early preB-
cell ALL resemble normal B-lymphoid cell precursors. They 
express CD19, CD22, and CD79a. CD10 and terminal deoxy-
nucleotidyl transferase (TdT) are detectable in 90% of cases. 
CD34 is detected in greater than 75% of cases. Early preB-cell 
ALL is the most prevalent type of ALL and is thus often called 
“common ALL.”

• Because the treatment of mature B-cell leukemia (the leukemic form
of Burkitt lymphoma) is vastly different from the treatment of B-cell
precursor ALL, it is critical to distinguish between the two.

• Burkitt leukemia is characterized by mature B-cell phenotype and by
the presence of chromosomal translocations involving the cMyc gene 
(see Chapter 78).

CLINICAL PEARLS
Mature Versus Precursor B-Cell Acute Lymphoblas-
tic Leukemia

Mature B-cell ALL is the leukemic form of Burkitt lym-
phoma (see Chapter 78). Because treatment is dramatically dif-
ferent from that for B-cell precursor ALL, this subtype must be 
specifically ruled out as part of the immunophenotypic evalua-
tion of ALL. Mature B-cell ALL cells express surface Ig μ heavy 
chains in association with either κ or λ light chains.

T-Cell ALL
In affluent countries, T-ALL occurs in 10% to 15% of children 
with ALL. It is more prevalent in nonaffluent countries, proba-
bly as a reflection of a lower incidence of the common B-lineage 
early childhood peak. T-ALL is also more common in adults.

T-cell ALL cells express surface CD7 and cytoplasmic CD3 
(cCD3) antigens on their surface; more than 90% of T lympho-
blasts express CD2, CD5, and TdT. T-cell receptor (TCR) proteins 
are heterogeneously expressed in T-lineage ALL. In approxi-
mately two-thirds of cases, membrane CD3 and TCR proteins are 
absent. In half these cases, however, TCR proteins (TCRβ, TCRα, 
or both) are present in the cytoplasm. When membrane CD3 and 
TCR chains are expressed, the αβ form of the TCR predominates. 
Only a minority of cases express TCR γδ proteins.

A genetically and immunophenotypically distinct form of 
T-ALL originating from early T-cell precursors (ETPs) has been 
recognized. It is characterized by low or absent CD1a and CD5 
coupled with the expression of at least one myeloid marker.6

Genetic and Molecular Classification
Virtually every leukemic cell contains acquired alterations 
in multiple genes. These alterations often manifested by gross 
numeric or structural aberrations that frequently define a spe-
cific clinical subtype of ALL. Common and/or clinically sig-
nificant genetic aberrations that are typically found in ALL are 
summarized in Table 77.2.
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TABLE 77.2 Frequencies of Major, Clinically 
Important Genetic Aberrations in Childhood 
and Adult Acute Lymphoblastic Leukemia

Genetic Aberration Children Adults

B-Cell Lineage
Hyperdiploidy (>50 Chromosomes) 30% 9%
Hypodiploid (<45 chromosomes) 1% 2%
Amplified 21q 2% 2%
TEL-AML1 (t12;21) 25% 3%
MLL rearrangements 9% 13%
BCR-ABL 4% 33%
E2A-PBX1 5% 4%
“Ph like” including CRLF2 8% 25%
MYC rearrangements 2% 5%

T-Cell Lineage
Notch1 mutations 60% 70%
TAL1 (SCL) cluster 58% 33%
HOX11 (TLX1) cluster 3% 33%
HOX11L2 (TLX3) cluster 20% 5%
LYL1 cluster 12% 37%
MLL-ENL 2% 2%
NUP214-ABL 6% (?)

Numeric Chromosomal Aberrations
Deviation from the normal chromosomal modal number is 
called aneuploidy and is the most common chromosomal aber-
ration in cancer. High hyperdiploid ALL (Fig. 77.2A), con-
taining 50 to 60 chromosomes, is the most common type of 
B-lineage ALL in children and is associated with approximately 
90% cure rate. Typically there is an excess of specific chromo-
somes, most commonly chromosomes 6, 10, 14, 17, 18, 21, and 
X. Hypodiploid ALL (see Fig. 77.2B), which contains less than 
45 chromosomes, is much rarer and is associated with a very 
poor prognosis.

Structural Genetic Aberrations
Chromosomal translocations can be divided into two general 
subtypes. The first results from a translocation of an oncogene 
into the proximity of a strong regulatory region, resulting in its 
marked overexpression. Often these translocations are medi-
ated by the V(D) J recombination machinery (see Chapter 4) 
and can be therefore viewed as an unfortunate developmen-
tal “accident” caused by the physiologic lymphocyte-specific 
genomic instability that is necessary for the creation of the 
diversity required to recognize novel antigens. Examples of 
these translocations include the activation of the MYC onco-
gene by t(8;14) translocation in Burkitt lymphoma and of the 
SCL (TAL1) gene by t(1;14) or by rearrangement with the STIL 
gene on chromosome 1p32 in T-cell ALL. The second type 
of translocation creates a novel fusion protein consisting of 
the genes that participate in the chromosomal translocation. 
The mechanisms that underlie these translocations remain 
unclear. Most of the translocations characteristic of B-cell pre-
cursor ALL are of this type, for example the t(12; 21) fusing 
of the TEL (ETV6) gene on chromosome 12 with the AML1 
(RUNX1) gene on chromosome 21.

Amplification and deletion of a small chromosomal region 
is another type of structural aberration that is often detected 
in leukemias. For example, deletions of the INK4A locus or 
PAX5 are commonly detected in T- and B-cell precursor ALLs, 
respectively.

Oncogenic-activating mutations in ALL are reported with an 
increasing frequency. For example, the Notch pathway, which 
plays a role in T-cell development, is activated by acquired 
mutations in more than 60% of T-ALL.

Many of the genes modified by chromosomal transloca-
tions, amplification, deletions, or point mutations function in 
normal lymphoid or hematopoietic development (Table 77.3). 
The acquired aberrations promote malignant transformation 
by either overexpression or dysregulated expression (in the 
wrong cell or in the wrong developmental stage) of the devel-
opmental gene. For example, loss-of-function mutations in the 
IL7Rα receptor cause T−B+NK+ severe combined immunodefi-
ciency (see Chapter 34), and activating mutations are found in 
10% of T-cell ALL.7 Conversely, the acquired genetic aberration 
may block the normal developmental function of the involved 
gene(s). Good examples are genomic deletions or inactivating 
mutations in B-cell differentiation genes, such as PAX5, EBF, or 
IKZF1, detected in approximately 50% of B-lineage ALLs.

Molecular Subtypes of Clinical Relevance
(See Table 77.2.)

B-Lineage ALL
Hyperdiploid ALL and TEL/AML1 gene translocation com-
prise the majority of “common ALL” leukemias typical of young 
children and are rare in adults with ALL. Both are associated 
with an extremely good prognosis. In contrast, the much less 
common hypodiploidy (less than 45 chromosomes) and the 
intrachromosomal amplification of chromosome 21 (iAMP21) 
are associated with a poor prognosis. The MLL(KMT2A) gene 
located on chromosome 11q23 is involved in fusion transloca-
tions with more than 80 different partner genes. The most com-
mon translocation in ALL fuses the MLL with the AF4 gene 
on chromosome 4. It is characteristic of infant leukemia and is 
associated with a poor prognosis.

Another aberration with a poor prognosis is the B-cell 
receptor (BCR)-ABL1 fusion protein created by the t(9;22) 
“Philadelphia chromosome.” Its frequency is low in children 
(3% to 5%) and much higher in adults (at least 25%). Outcome 
of patients with Philadelphia-ALL has dramatically improved 
after the addition of tyrosine kinase inhibitors to chemothera-
peutic treatment.

A novel subgroup of ALLs has been termed “Philadelphia-
like ALL” because of a gene expression profile that is similar to 
BCR-ABL1, while lacking the classic fusion sequence.8,9 These 
leukemias are characterized by activation of either the ABL 
or the JAK kinase pathway and are caused by many types of 
fusion genes or aberrantly expressed receptors, such as ABL1 
and ABL2, PDGFRB, CSF1R, EPOR, JAK2, and CRLF2. Their 
proper diagnosis is important because of the potential thera-
peutic effect of kinase inhibition.

Deletions of the IKZF1 gene, encoding the B-cell transcrip-
tional factor Ikaros, are common in both Philadelphia and in 
Philadelphia-like ALL and are associated with poor prognosis.

T-Lineage ALL
Although multiple genetic and molecular subtypes of T-cell 
ALL have been recently described, their clinical significance is 
presently unclear, except ETP-ALL, which has been associated 
with poor prognosis. Most of the genetic aberrations in T-cell 
ALL result in the abnormal expression of transcription factors. 
Examples include SCL (TAL1), which forms a complex with 
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TABLE 77.3 Example of Hematopoietic 
Genes Involved in the Pathogenesis of  
Leukemia

Gene(s) 
Names

Normal Hematopoietic 
Development

Leukemic 
Involvement

SCL 
(TAL1)

Hemangioblast specification
Erythropoiesis and megakaryo-

poiesis

T-ALL

LMO1/2 Similar to SCL T-cell ALL
NOTCH1 T lymphocytes T-cell ALL
HOX11 Spleen T-cell ALL
E2A T and B lymphocytes BCP-ALL
PAX5 B lymphocytes BCP-ALL, B-NHL
SLP-65 B lymphocytes BCP-ALL
TEL Bone marrow hematopoietic 

stem cells
BCP-ALL, T-cell ALL 

rarely myeloid 
malignancies

RUNX1 
(AML1, 
CBFA2)

Definite hematopoiesis
Megakaryopoiesis and T lympho-

cytes

BCP-ALL, AML 
(M0-M1)

Hereditary FPD/AML
CBFB Same as RUNX1 AML (M4e)
C/EBP 1-3 Myeloid cells AML (M1, M2)
PU.1 Myeloid and lymphoid stem cells AML
GATA1 Erythropoiesis, megakaryopoi-

esis, and mast cells
AML (M7) associated 

with trisomy 21
FLT3 Hematopoiesis and lymphopoi-

esis
AML and ALL

MLL Hematopoiesis stem cells AML and ALL
IL7R T lymphocytes ALL

ALL, acute lymphoblastic leukemia; AML, acute myeloid leukemia; BCP-ALL, B-cell 
precursor acute lymphoblastic leukemia; B-NHL, B-cell non-Hodgkin lymphoma; FPD, 
familial platelet disorder; T-ALL, T-cell acute lymphoblastic leukemia

der(21)

der(12)

E

C D

FIG. 77.2 Chromosomal Aberrations in Acute Lymphoblastic Leukemia (ALL). (A) A typical karyotype of hyperdiploid ALL. (B) A 
hypodiploid karyotype (pictures courtesy of B. Stark and D. Betts). Panels (C) and (D) display interphase fluorescence in situ hybridiza-
tion with probes to the AML1 (RUNX1) gene on chromosome 21 (red) and to the TEL (ETV6) gene on chromosome 12 (green). (C) 
normal cell and (D) leukemic cell with fusion TEL-AML1 translocation (arrow). Panel E display the same translocation on metaphase 
chromosomes using a molecular cytogenetics technique called Spectral Karyotyping (arrows). Classical cytogenetics analysis often 
misses this translocation. (Courtesy of L. Trakhtenbrot).

LMO1 or LMO2, HOX11L2 (TLX3) or HOX11 (TLX1), LYL1, 
and MYB. Other abnormalities include MLL-ENL fusion and 
amplification of the ABL oncogene. Cooperating mutations are 
activating mutations in NOTCH1 or interleukin-7R (IL-7R) 
and inactivating mutations in the E3 ligase FBW7 or the phos-
phatase PTEN. In several treatment protocols, T-cell ALL was 
considered to have a less favorable prognosis compared with 
B-cell precursor ALL, but outcome has improved considerably 
following therapy intensification through the past decades.

Clinical Features
The clinical signs and symptoms of leukemia relate to the 
replacement of bone marrow cells by leukemic blasts and to the 
infiltration of extramedullary sites. Pallor, fatigue, petechiae, 
bleeding, or fever may be caused by cytopenias. Bone pain and 
arthralgias, the onset of a limp and refusal to walk, and even 
frank arthritis are not uncommon. The musculoskeletal symp-
toms are sometimes confused with osteomyelitis or juvenile 
rheumatoid arthritis, which may delay diagnosis. Splenomegaly, 
hepatomegaly and lymphadenopathy are also common at pre-
sentation. Uncommonly, central nervous system (CNS) involve-
ment may present as headache or cranial nerve palsies. Overt 
testicular leukemia manifests as painless testicular enlargement. 
Mediastinal involvement, common in T-cell ALL, may cause 
dyspnea and superior vena cava syndrome.

Clinical laboratory findings often include anemia and 
thrombocytopenia. Approximately 20% of children present 
with leukocyte counts greater than 50,000/μL. Importantly,  
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approximately 40% of children have leukocyte counts of less 
than 10,000/μL, and leukemic blasts may or may not be seen 
on peripheral smears. Therefore the diagnosis of leukemia may 
occasionally be missed in routine automated blood count. 
Elevated serum lactate dehydrogenase activity, hyperuricemia, 
and hyperphosphatemia are common in patients with a large 
leukemic cell burden.

The diagnosis of ALL is established by bone marrow exami-
nation. The normal bone marrow contains less than 5% blasts. 
A minimum of 25% lymphoblasts on differential examination 
of the bone marrow aspirate is necessary for the diagnosis of 
ALL. Most children with ALL have a hypercellular marrow with 
blasts constituting 60% to 100% of the nucleated cells.

Although overt CNS leukemia is relatively rare, submicro-
scopic CNS involvement is present at diagnosis in at least half 
the patients in the absence of any neurologic symptoms. Thus 
CNS-directed therapy is routinely included in ALL therapy.

an anthracycline, and intrathecal chemotherapy. Rates of com-
plete remission (CR) currently range from 97% to 99% in chil-
dren and from 75% to 90% in adults. However, remission is not 
cure, and relapses will occur in the absence of additional therapy.  
Following remission, treatment includes several months of 
intensive combination chemotherapy, designed to consolidate 
remission and prevent systemic and CNS relapses. Repeated 
courses of methotrexate are an integral part of contemporary 
ALL therapy. Delayed intensification, or reinduction, is a sub-
sequent phase of therapy that uses therapeutic agents similar 
to those administered during induction. Patients then receive 
prolonged low-intensity maintenance therapy with daily mer-
captopurine and weekly methotrexate.

CNS-directed therapy is an integral part of ALL treatment. 
Cranial irradiation has dramatically improved cure rates among 
patients with ALL but is associated with significant deleterious 
long-term effects, including neurocognitive effects, endocrinopa-
thies, and an increased risk of secondary CNS tumors. Conse-
quently, CNS irradiation has been limited to smaller patient 
subgroups over time. Intrathecal chemotherapy and administra-
tion of methotrexate remain cornerstones of CNS prophylaxis. 
It is highly recommended that children and adults with ALL be 
treated in specialized centers as part of prospective clinical pro-
spective studies. These clinical trials have led to the dramatic 
improvement in outcome that has been achieved over the past 
several decades. Optimal supportive care is required to mitigate 
the life-threatening toxicities of leukemia and its treatment.

Allogeneic hematopoietic stem cell transplantation (allo-
HSCT) is generally reserved for relapsed or refractory leukemia 
and for patients with a very-high-risk leukemia that demon-
strates a slow response to therapy or is highly likely to relapse.

Prognostic Factors
Modern therapy for ALL is based on adjustment of the inten-
sity of therapy to the risk assessment of the relapse hazard 
(Table 77.4). Several clinical parameters of prognostic signifi-
cance have been described, mainly age at diagnosis and leu-
kocyte count. In children, age at presentation between 1 to  
9 years and a leukocyte count less than 50 × 109/L are favorable 
prognostic factors. Females fare somewhat better than males. 
The prognostic significance of the major genetic aberrations 
has been described earlier.

• ALL can mimic juvenile idiopathic arthritis (JIA; see Chapter 54) and
other musculoskeletal disorders.

• Because leukemic blasts may be absent from the peripheral blood,
bone marrow examination should be considered in any child with JIA, 
especially prior to commencing steroid therapy.

CLINICAL PEARLS
Acute Lymphoblastic Leukemia and Rheumatoid 
Disorders

As many as 10% of children with ALL are first evaluated at 
pediatric rheumatology clinics. Fever, arthralgias, arthritis, or a 
limp accompanied by anemia, mild splenomegaly, and lymph-
adenopathy frequently can be confused with juvenile idiopathic 
arthritis (see Chapter 54) or osteomyelitis. These patients may 
be treated with antibiotics and antiinflammatory agents for 
several weeks to months before the diagnosis of ALL is finally 
made. Bone marrow examination should be seriously consid-
ered in such patients.

Special Diagnostic Tests
The classification and risk stratification of patients in clini-
cal ALL trials are based on detailed immunophenotyping and 
genotyping analysis.10 Classical cytogenetics by karyotyping 
may be performed to determine the chromosomal complement 
of the leukemic cells (see Fig. 77.2). In addition, clinically rel-
evant structural and numeric chromosomal aberrations can be 
detected with the use of commercially available fluorescence in 
situ hybridization (FISH) probes (see Fig. 77.2). Sequencing-
based assays that use DNA or RNA of sets of genes accurately 
detect mutations and rearrangements.

The elucidation of the human genome and the invention of 
the genomic technologies are in the process of revolutionizing the 
diagnostics of leukemias. New methodologies of next generation 
sequencing (NGS) are likely to transform both our understand-
ing of leukemia biology and the diagnostic approach. Routine 
use of NGS mutation panels and copy number genomic arrays 
is likely to replace routine cytogenetic analysis in the near future.

Principles of Therapy1

ALL therapy consists several treatment phases. Typical remis-
sion-induction regimens include a glucocorticoid (prednisone 
or dexamethasone), vincristine, asparaginase, optional use of 

TABLE 77.4 Major Prognostic Factors in 
Acute Lymphoblastic Leukemiaa

Prognostic 
Factor Good Prognosis Worse Prognosis

Age at diag-
nosis

Age 1 year to <10 years 
(children)

<1 year; >10 year 
(children)

>60 years (adult)
Peripheral 

blood WBC
<50,000 cells/μL >100,000 cells/μL

Response to 
therapy

Early response to therapy
Negative MRD at the end of 

induction

Slow response to 
therapy.

High MRD
Genetic ab-

normalities
Hyperdiploidy (>50 chr.); 

TEL/AML1 (ETV6/RUNX1)
BCR/ABL MLL/

AF4 Hypodiploidy 
<45 chr.

chr., Chromosomes; MRD, minimal residual disease; WBC, white blood cells.
aThe most important prognostic factor is the treatment protocol. Thus the prognostic 
significance of various clinical and laboratory variables may differ between protocols. 
Here, the significant parameters common to most studies are listed.
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The most significant prognostic factor is the initial response 
to therapy. Rapid clearance of leukemic cells from blood or bone 
marrow confers a favorable prognosis. The level of minimal 
residual disease (MRD) after the induction of clinical remission 
has emerged as a powerful tool for gauging treatment response 
and predicting outcome.

Where Immunology Meets Oncology—Minimal 
Residual Disease
Modern treatment protocols have led to morphologic CR in the 
majority of patients, which is defined as less than 5% blasts in 
bone marrow examination. If treatment is discontinued at that 
stage, in most patients the disease will eventually relapse. Pro-
spective clinical studies have shown that ALL should be treated 
for at least 2 years. These facts indicate that at the completion of 
remission induction not all clonogenic malignant lymphoblasts 
have been destroyed, even though most of the patients are in 
clinical and morphologic remission. Indeed, by this criterion, 
patients may have as many as 1010 undetectable neoplastic cells 
when in remission. Because, by definition, leukemic cells must 
constitute at least 1% to 5% of the nucleated cells in bone mar-
row to be detected by microscopic examination, morphologic 
examination is clearly inadequate for evaluation of the quality of 
remission in patients with ALL. Therefore more sensitive tech-
niques for the detection of rare leukemic cells are required. This 
is the rationale behind the incorporation of modern techniques 
of MRD detection into treatment protocols of childhood ALL.

During the past two decades, two general methodologies 
have been developed for the sensitive detection of submicrosco-

pic residual leukemic cells. These methodologies could not have 
been developed without elucidation of the scientific basis of 
the developmental phenotype of immune cells (see Chapters 7  
and 9) and of the elaborate process of Ig gene rearrangements 
(see Chapter 4).

The most widely studied DNA-based MRD methodology is 
based on the identification of clonospecific rearrangements of 
Ig genes or TCRs (Ig/TCR-PCR).11 This approach exploits the 
physiologic process of somatic rearrangement of Ig and TCR 
gene loci that occurs during the early differentiation of B cells 
and T cells. Thus any single T or B lymphocyte carries a unique 
rearrangement that is not shared by any other lymphoid cell. 
Because leukemia is clonal (i.e., it originates from one lymphoid 
cell), all of the leukemic cells of a particular person carry the 
same Ig and/or TCR rearrangements. Because leukemic cells are 
genetically unstable, they often (>90% of the cases) carry multi-
ple rearrangements, a fact that facilitates the usefulness of using 
these rearrangements as a clonal marker for MRD detection. The 
major advantages of this technique are the exquisite sensitivity 
(at least 10−5), reliability, reproducibility, and its applicability to 
greater than 90% of children with ALL. The application of NGS 
techniques lowers the costs and complexity of this approach.

Current strategies for flow cytometric detection of MRD 
rely on combinations of leukocyte markers that do not nor-
mally occur in cells of the peripheral blood and bone marrow. 
Such leukemia-associated phenotypes can be identified by 
multiple color staining techniques (Fig. 77.3). Flow cytomet-
ric analysis of these immunophenotypes allows the detection 
of one leukemic cell among 10−4 or more normal cells. The 
advantages of flow cytometry for MRD detection are adequate 
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FIG. 77.3 Different Kinetics of Leukemia Cytoreduction Revealed by Minimal Residual Disease (MRD) Studies with Flow  
Cytometry. The left panels illustrate the leukemia-specific immunophenotype (CD10+, CD38−) determined at diagnosis in two children 
with acute lymphoblastic leukemia. This phenotype is not found in normal bone marrow. Bone marrow samples were collected during 
clinical remission from both patients. In one patient (top panels), 0.04% of mononuclear cells expressed the leukemia-specific pheno-
type at week 6. MRD was undetectable by week 20. In the other patient (bottom panels), a profound remission (MRD <0.01%) was 
achieved by week 6 and maintained at week 20.
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sensitivity, and the presence of immunophenotyping facilities 
in most major centers that facilitate timely performance of the 
analysis on fresh cells at a reasonable cost.

Many ALL clinical studies have revealed strikingly similar 
results. Rapid clearance of leukemic blasts to less than 10−4 cells 
within the first 2 to 4 weeks of therapy is detected in approximately 
40% of children with ALL and is associated with an extremely good 
prognosis. Conversely, the presence of greater than 0.1% blasts 
after 2 or 3 months of therapy defines a very-high-risk group. A 
prospective study involving 3184 children with ALL confirmed the 
strength of PCR MRD over genetic classification as a prognostic 
marker.12 Currently, MRD studies have been incorporated into 
most treatment protocols. Patients with high MRD are stratified 
into a high-risk arm and receive more intensive chemotherapy.

Course and Prognosis
Current survival rates are approximately 90%. Between 15% to 
20% of children will relapse. Cure rates after relapse are signifi-
cantly lower. Prognostic factors include time to relapse (shorter 
time is worse), immunophenotype (T-cell immunophenotype 
is worse), and site of relapse (bone marrow disease is associ-
ated with a worse prognosis than extramedullary disease). MRD 
following relapse treatment is also a significant prognostic fac-
tor. Although some relapses can be treated with chemotherapy 
alone, many ultimately require HSCT. Genomic analysis has 
discovered marked subclonal heterogeneity in ALL.13 Most of 
the relapses apparently arise from a minor subclone present 
at diagnosis. The identification and specific targeting of these 
resistant cells is a major future challenge.

Treatment Sequelae
Treatment-related mortality during induction and later, follow-
ing remission, occurs in 2% to 4% of children with ALL, mostly 
of infectious causes. As cure rates improve, treatment-related 
mortality accounts for a higher percentage of total deaths. Cer-
tain subgroups are at higher risk for chemotherapy-associated 
death, such as infants, adolescents and young adults, patients 
with certain genetic predisposition syndromes, and those who 
receive more intensive therapy.

Many survivors of childhood ALL do not develop significant 
long-term effects. Factors that determine a child’s risk for late 
effects include the type of treatment administered, age at leu-
kemia treatment, and various host pharmacogenomic factors. 
A significant late effect of contemporary therapy is osteonecro-
sis, which occurs in 5% to 10% of patients, more commonly in 
adolescents and females. Osteonecrosis may be severely debili-
tating. It often involves major joints and may lead to joint 
collapse, requiring total joint replacement. Other long-term 
effects include obesity and the metabolic syndrome, secondary 
malignancies, neurocognitive impairments and, rarely, cardio-
toxicity. Long-term follow-up to monitor for possible late effects 
is essential. Improvements in treatment have resulted in mini-
mizing certain adverse effects, but further research is needed 
concerning the long-term effects of contemporary therapy.14

Where Immunology Meets Oncology—Immunotherapy 
of B-linage acute lymphoblastic leukemia (B-cell 
precursor ALL)
Despite tremendous progress, ALL remains a significant cause 
of childhood cancer-related mortality, due to both disease  
relapse and treatment-related toxicity. Acute adverse effects 

of chemotherapy may be life-threatening, and long-term side 
effects often impair survivors‘ quality of life. Treatment out-
comes are still unsatisfactory for certain patient subgroups, such 
as infants, adolescents, young adults, and those with unfavor-
able genomic alterations. Survival rates in patients with relapsed 
or refractory ALL remain poor, especially in patients with early 
bone marrow relapse, in patients with multiple relapses, and in 
those who relapse after prior allo-HSCT. Certain subgroups, 
such as patients with Philadelphia ALL or those with “Ph-like” 
ALL, may benefit from molecularly targeted agents, but the 
majority lack a suitable target. This led to the introduction of 
novel immune-based therapies into the treatment of relapsed/
refractory ALL (Fig. 77.4). These modalities gained US Food 
and Drug Administration (FDA) approval after demonstrat-
ing improved remission rates compared with chemotherapy or 
showing long-term benefits compared with historical controls.

Inotuzumab Ozogamicin
CD22 is expressed on more than 90% of B-ALL cells and therefore 
serves as an attractive target for immunotherapy. Inotuzumab is 
a monoclonal antibody to CD22 linked to calicheamicin, a cyto-
toxic agent. Upon binding to CD22, the complex is rapidly inter-
nalized. Calicheamicin is released in the acidic environment of 
the lysosomes, with subsequent DNA damage and cell death. In 
adults with relapsed/refractory B-ALL, treatment with inotu-
zumab resulted in higher rates of remission and MRD negativ-
ity and better overall survival and quality of life, compared with 
chemotherapy.15

Inotuzumab has been shown to be effective also in combi-
nation with chemotherapeutic agents. Inotuzumab has been 
shown to be safe and effective in the pediatric population.

Higher rates of hepatotoxicity have been reported following 
inotuzumab therapy, mainly due to the development of sinusoi-
dal obstruction syndrome in patients who subsequently under-
went HSCT.

Blinatumomab
Blinatumomab is a bispecific T-cell engager (BiTE) construct 
designed to direct cytotoxic T cells towards CD19, an early  
B-lineage restricted antigen expressed on almost all leukemic 
cells in patients with B-ALL. Blinatumomab consists of two 
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FIG. 77.4 Immunotherapy in B-ALL. Immunotherapeutic app-
roaches include the anti-CD22 antibody-drug conjugate ino-
tuzumab ozogamicin, the bispecific T-cell engager anti-CD19 
antibody blinatumomab and chimeric antigen receptor T cells.
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connected single-chain variable antibody fragments: one binds 
to CD19 expressed on B cells, and the other to the TCR/CD3 
complex, thus forming an immunologic complex which triggers 
apoptosis of the CD19-positive leukemia cell. Blinatumomab 
therapy has resulted in significantly higher remission rates com-
pared with standard-of-care chemotherapy in adult ALL patients, 
along with significantly longer overall survival.16 Single agent 
blinatumomab effectively eradicated MRD, leading to improved 
survival in responders compared with MRD nonresponders. 
Blinatumomab is safe and effective in the pediatric population. 
In pediatric patients in first ALL relapse, blinatumomab proved 
superior to intensive chemotherapy. Patients who received blina-
tumomab were more likely to attain MRD negativity and to pro-
ceed to HSCT, with considerably less toxicity and an improved 
event-free survival.

Following the success of blinatumomab treatment in the 
relapsed/refractory B-ALL setting, current pediatric clini-
cal trials (e.g., the international AIEOP-BFM ALL 2017 study, 
NCT03643276) are incorporating blinatumomab into the first 
line treatment of B-ALL treatment, as an alternative to highly 
intensive and toxic chemotherapy for high-risk subgroups, and 
in addition to conventional chemotherapy for medium-risk 
patients, in an effort to reduce relapse rates.

Chimeric Antigen Receptor T Cells
Chimeric antigen receptor T cells (CARs) are a form of adoptive 
immunotherapy designed to modify T cells to recognize spe-
cific proteins expressed by cancer cells. Most CAR products use 
autologous T cells, which are harvested by leukapheresis and 
then reengineered to contain a receptor protein that combines 
antigen-binding and T-cell activating functions. CARs are then 
expanded for clinical use and infused back to the patient. Upon 
binding the target cell, the linked T-cell signaling domain acti-
vates the cytotoxic machinery, subsequently causing the death 
of the antigen-expressing cell. Most CARs developed for clinical 
trials include a primary CD3-ζ signaling domain and a CD28 or 
4-1BB secondary costimulatory domain. The majority of CARs 
designed for clinical development have targeted the B-cell asso-
ciated CD19 surface antigen and were used in B-cell malignan-
cies, including B-cell leukemias and lymphomas in adults and 
children. Dramatic clinical responses and high remission rates 
have been observed as a result of CAR therapy of B-ALL.17

Unique and significant toxicities are associated with blinatu-
momab and CAR therapy, mainly cytokine release storm after 
cytotoxic T-cell activation, which can be life threatening, and 
neurotoxicity of varying severity. Hypogammaglobulinemia 
develops as a result of B-cell aplasia, and monitoring of immu-
noglobulin levels is recommended.

Current and future advances in immunotherapy have the 
potential to transform childhood ALL treatment. Yet growing 
experience with these treatment modalities has revealed that 
several mechanisms of resistance may arise. Major causes of 
treatment failure are loss of T-cell persistence following CAR 
therapy and loss of target-antigen expression on leukemic cells. 
Further research will reveal the precise role of these agents in 
pediatric ALL therapy and strategies will need to be developed 
to overcome these obstacles.

Future Perspectives
The high cure rates in patients with ALL (nearly 90% of chil-
dren; 40% of adults) attest to the steady progress that has been 
made in treating this disease. A further increase in cure rates will 

require efforts to maximize the efficacy and minimize the tox-
icity of current therapy. Advanced genomic technologies carry 
the promise of discovering the full spectrum of leukemogenic 
pathways and the identification of targets for new therapies. An 
exciting development is the advent of immunotherapy. The role 
of immunotherapy in the treatment of both newly diagnosed 
and relapsed patients with ALL will be more precisely defined 
in the near future.

• Whole genomic analyses will discover all leukemia genetic abnormali-
ties, enabling further personalization of treatment.

• Novel therapies targeting specific leukemia-associated abnormalities
will be implemented.

• Immunotherapy utilizing antibodies directed against lymphoid antigens
and conjugated either to toxins or to T-cell engaging molecules or modi-
fied T cells will be routinely implemented in the treatment of ALL.

ON THE HORIZON
Translational Research of Acute Lymphoblastic 
Leukemia

CHRONIC LYMPHOCYTIC LEUKEMIA

CLL is an often-indolent lymphoproliferative neoplasm of 
mature peripheral circulating B cells. It is the most common 
leukemia in adults living in countries in the Western hemi-
sphere. CLL originates from a clonal lymphoid evolved mature 
stem cell that can be identified by its distinct B-cell Ig gene 
rearrangement. Both clinically and at the molecular level, it is a 
heterogeneous disease. Some patients have an indolent course, 
whereas other have a more rapid and aggressive disease. During 
its progression, CLL may be associated with significant immune 
deficiencies and autoimmune phenomena that can complicate 
its course and treatment. These abnormalities may be profound 
and thus alter the nature of the disease. They are attributed to 
the clonal nature of its B-cell origin. Less than 5% of patients 
have T-cell CLL. Understanding the molecular pathways involv-
ing BCR moieties enables focusing of novel and targeted  
chemoimmunotherapy.

Epidemiology
The extensive use of automated peripheral blood lymphocyte 
counts has increased the rate of diagnosis of asymptomatic 
patients with CLL. The incidence rate of CLL increases logarith-
mically from age 35 years, with a median age at the time of diag-
nosis of 65 years. There is a male predilection, and the disease 
appears to have geographic and ethnic variations in incidence. 
In the United States, CLL is uncommon in people of Asian 
descent. Because many of these patients may never require tis-
sue diagnosis or inpatient treatment, cases among them are not 
likely to be recorded in a tumor registry, thus making the true 
annual incidence of the disease higher than previously thought 
(6.8 per 100,000 population).18 With sensitive techniques, a 
monoclonal population of B lymphocytes that is indistinguish-
able in immunophenotype from CLL cells may be found in the 
blood of 3.5% of persons older than 40 years of age.19

The presence of B lymphocytes less than 5000/μL showing 
clonality is defined as monoclonal B-lymphocytosis (MBL). 
MBL is an indolent disorder that may progress to frank CLL 
at a rate of 1% to 2% per year, and almost all patients with CLL 
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begin with MBL. This state is divided into low or high MBL (less 
than or greater than 500/μL clonal lymphocytes in the periph-
eral blood, respectively). Low MBL is more abundant and rarely 
progresses to frank CLL, whereas high MBL may progress at the 
aforementioned rate. Some patients with MBL will experience 
autoimmune phenomena, as later described for CLL. However, 
the importance of the MBL clone is not fully understood and 
does not necessarily imply a future progression to CLL.20

The etiology of CLL is still unknown. However, as with other 
forms of malignancy, there is increasing evidence for the role 
of inherited factors in its development. Family surveys show a 
genetic predisposition in first-degree relatives, who also dem-
onstrate increased susceptibility to other lymphoproliferative 
disorders, including other lymphomas.21 Anticipation, the phe-
nomenon of earlier onset, and a more severe phenotype in suc-
cessive generations have been reported in families of patients 
with CLL.

Pathogenesis and the Biology of Leukemic Lymphocytes
CLL is now viewed as two related entities, both of which origi-
nate from B lymphocytes but differ in their activation state and 
in the maturation state of the cellular subgroup.19.

Normal B lymphocytes mature in bone marrow (see Chapter 7).  
In the process, they undergo rearrangement of Ig V(D)J gene 
segments to create the code for an Ig molecule that serves as the 
BCR for antigen (see Chapter 4). When an antigen of adequate 
affinity engages the receptor, the cell enters a germinal center 
located in a lymphoid follicle. There, as a centroblast, it rapidly 

divides and the V domains of its Ig undergo somatic hypermu-
tation. Cells with receptors that have enhanced antigen-binding 
affinity proliferate in the presence of the antigen, whereas cen-
trocytes with receptors that no longer bind the antigen (or bind 
autoantigens) are normally eliminated. Once the centrocytes are 
selected, they become plasma or memory B cells (Fig. 77.5).

The sequence and structure of Igs expressed by CLL cells 
from various patients have been found to be similar, suggest-
ing a common pathogenetic antigen, such as an autoantigen- 
provoking clonal expansion. These findings suggest that antigenic 
stimulus plays a role in the promotion of CLL proliferation.

CLL may originate from a clone with few or no V domain 
mutations or from a more mature clone where these domains 
are hypermutated. These differences in the extent of V domain 
mutation suggest differing entities with two different devel-
opmental histories. Both originate from antigen-stimulated 
mature B lymphocytes. However, in the CLL with mutated Ig 
V domains, the proliferating B cell may have traversed the ger-
minal centers, whereas in CLL with unmutated Ig V domains, 
the malignant B cell may derive from a naïve, pre–germinal 
center B cell.

The mutational status of the V domains strongly correlates with 
prognosis in that patients with an unmutated clone have a much 
worse prognosis compared with patients with mutated clones. 
These patients may differ also in their association with specific  
genetic aberrations. The 11q22-23 (the ataxia-telangiectasia  
mutated gene) or 17p13 (the p53 gene) deletions are associated 
with poor outcome and with an unmutated V domain profile. 
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FIG. 77.5 B-Cell Lymphoproliferative Disorders. These diseases are related to different stages of normal B cell development. Matu-
ration starts at the bone marrow. The more mature cells exit to the peripheral blood but do not experience the somatic hypermutation 
in the germinal center (GC), hence giving rise to the unmutated CLL form. When the B cells mature and differentiate within the GC 
into the hypermutated centrocytes, they will pathologically become the mutated form of CLL. Other forms of B cell neoplasms may 
arise at other stages. Earlier, as pro- and pre-B cells to give rise to acute lymphoblastic leukemia; intermediate stages to mantle zone 
lymphoma; late and more mature stages to marginal zone lymphoma and plasma cell–derived multiple myeloma.
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These genes regulate apoptosis and resistance to chemotherapy. 
The 13q14 deletion or a normal karyotype is associated with a 
mutated profile and better prognosis. These chromosomal aberra-
tions have independent prognostic significance (unrelated to the 
mutational status).

Surface membrane antigens typically found on B-cell CLL 
cells include CD19, CD21, and CD23. Expression of membrane 
IgM, IgD, and CD79b is reduced and is thus consistent with a 
phenotype matching that of mature, activated B lymphocytes. 
The pathologic features of biopsy specimens of lymph nodes are 
those of a small lymphocytic lymphoma (SLL).19 The co-expres-
sion of CD5, a T cell–associated antigen, is a phenotypic charac-
teristic and part of the disease defining criteria. CD5+ B cells can 
be found in the peripheral blood of normal adults, suggesting 
that specific subsets of CD5+ B cells from the mantle zone may 
be the normal counterparts of B-cell CLL. The low expression of 
the BCR is the hallmark of CLL cells and contributes to impair-
ments in the activation of the cell following BCR stimulation.

BCR signaling in CLL has been extensively studied and 
has shed considerable light on the pathogenesis of the disease, 
thus aiding in the design of targeted therapies. The BCR is a 
multimeric complex containing the antigen-specific surface Ig 
and the two membrane-bound signal transduction elements 
CD79A and CD79B. Binding of antigen to the BCR induces 
activation of upstream kinases, which, in turn, activate other 
kinases by means of their cytoplasmic moieties, including SYK 
and the Src kinase. These kinases further activate the Bruton 
tyrosine kinase (BTK), PI3K, and other downstream pathways, 
including phospholipase C gamma 2 (PLC-γ2), calcium signal-
ing, protein kinase C (PKC), nuclear factor (NF)-κB signaling, 
mitogen-activated protein kinases (MAPKs), and nuclear tran-
scription.22 The upstream kinases BTK and PI3K are currently 
targeted by specific agents, and other kinases and pathways are 
being explored for novel therapies (Fig. 77.6).

The CD38 surface molecule supports B-cell interactions and 
differentiation. Under certain circumstances, CD38 also aug-
ments signaling of BCR, delivering signals that regulate the 
apoptosis of B cells. Expression of CD38 correlates with expres-
sion of unmutated V domains and suggests a bad prognosis. 
Another molecule that influences the BCR is the ζ-associated 
protein 70 (ZAP70). High levels of this receptor associated pro-
tein tyrosine kinase (usually found in T and natural killer [NK] 
cells but not in normal B cells) are detected in the majority of 
unmutated CLLs and correlate with a poor prognosis (Fig. 77.7).

The microenvironment may play a role in the pathogenesis 
of CLL. Interactions with stromal cells rescue CLL cells from 
apoptosis in vitro. Activated T cells support the growth of CLL 
cells; cytokines, such as IL-4 and vascular endothelial growth 
factor (VEGF), and chemokines, such as CXCL12, support the 
expansion of CLL clones. When compared with blood-derived 
cells, expression profiling of CLL cells in the patient’s lymph 
nodes showed BCR and nuclear factor (NF)-κB activation pro-
moting cell proliferation, thus indicating the strong effects of 
the tumor microenvironment.22 Mesenchymal stromal cells are 
also commonly found in secondary lymphatic tissues of patients 
with CLL. There they provide survival and migration signals to 
CLL cells, as well as protection from apoptosis and modulation 
of antigen presentation.22,23 Endothelial cell and follicular den-
dritic cells (FDCs) may also play a role.

Interaction with and evasion from the normal immune 
system has been shown to be of significance.22 The number of 
circulating T cells, oligoclonal in both the CD4 and the CD8 

compartments, is increased. The function of these T cells is 
impaired, and they express exhaustion markers, including pro-
grammed death protein 1 (PD-1), at higher levels. Accordingly, 
CLL cells express high levels of PD-1 ligand (PD-L1). In addition, 
NK cells have reduced effector activities22 that are associated with 
low expression levels of the activating receptors NK-cell p30-
related protein (NKp30) and NK group 2 member D (NKG2D). 
Together, these findings provide an explanation for ability of 
CLL cells to evade immune-mediated destruction.

CLL has been classically characterized by the accumulation 
of mature B cells that evade apoptosis, with high levels of the 
BCL2 antiapoptotic protein. Contradicting this dogma is the 
measurement of CLL kinetics that has shown CLL cells to pro-
liferate at a high dynamic rate of up to 1% of the clone per day.24 
In addition, proliferation-related genes (e.g., c-MYC and E2F1) 
have been found to be upregulated, especially in the unmutated 
CLLs.23 This finding suggests that CLL is not solely an accumu-
lative disease but also has a proliferative element.

Clinical Features of CLL
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FIG. 77.6 Risk Markers and Stratification in Chronic Lym-
phocytic Leukemia (CLL). CLL is one disease with two differ-
ent entities. It commonly expresses the B-cell surface antigens 
CD19 and CD23, low CD20, with the co-expression of the pan T-
cell antigen CD5. The unmutated genotype correlates to worse 
prognosis, featuring positive CD38 surface antigen, intracellular 
ZAP 70, chromosomal aberrations as 17p− and 11q−, and high 
levels of soluble β2-microglobulin. This as opposed to the bet-
ter prognosis associated with the mutated form of CLL, lacking 
these phenotypic features, and no chromosomal aberrations or 
the 13q−.

• Absolute blood lymphocytosis >5000 /mm3 sustained over a period
of 4 weeks (to exclude transient lymphocytosis related conditions as
viral infections)

• At least 30% lymphocytes in a normocellular or hypercellular marrow
• Phenotypically monoclonal lymphocytes that express mature B-cell

markers (e.g., CD19) and CD5
• Morphologically mature-appearing lymphocytes
• Most patients have some degree of lymphadenopathy on physical ex-

amination
• Progression and the need for treatment depend on lymphocyte dou-

bling time, bulky symptomatic disease, anemia, thrombocytopenia,
autoimmune phenomena

CLINICAL PEARLS
Chronic Lymphocytic Leukemia: Clinical 
Manifestations



995CHAPTER 77 Lymphoid Leukemias

The clinical diagnosis of CLL requires an absolute lympho-
cytosis with a threshold of greater than 5000 × 109/L mature-
appearing lymphocytes in the blood smear, persistence of the 
lymphocytosis for greater than 4 weeks, and a distinct immu-
nophenotype (as described earlier). Approximately a quarter of 
patients with CLL are asymptomatic at diagnosis. The clinical 
characteristics at presentation include lymphadenopathy (87%), 
splenomegaly (54%), hepatomegaly (14%), high white blood 
cell (WBC) count, anemia, and thrombocytopenia (20%). Very 
high WBC counts are rare but may develop along the course 
of the disease. Hyperleukocytosis, which causes leukostasis 
and necessitates emergency treatment, is extremely rare. Other 
organs that are involved include other lymphoid tissues and 
rarely solid organs or skin.

A prognostic evaluation of the patient with CLL begins with 
study of the patient’s blood and bone marrow. Lymph node 
biopsy is not necessary but, if performed, may reveal the diag-
nosis of SLL, which is considered a different manifestation of 
the same disease. The differential diagnosis includes other low-
grade lymphoproliferative disorders, such as a leukemic phase 
of lymphoma and mantle cell lymphoma (usually negative for 
CD23); hairy cell leukemia (CD5 and CD21 negative and CD103 
and CD25 positive); T-cell leukemia (other T-cell markers, such 

as CD3, CD4, and CD7); and prolymphocytic leukemia (PLL), 
which is distinguished by morphologically immature-appearing 
cells and the presence of FMC7 and CD79b on the cell surface. 
T-cell CLL is rare (<5%).

The oldest staging systems of CLL risk stratification rely on 
measurement of disease bulk as reported by Rai25 and Binet26,27 
(Table 77.5). These staging systems are very useful for identi-
fying patients who will need treatment at the time of diagno-
sis, but not for predicting who will subsequently need treat-
ment. Approximately 33% of patients never require treatment 
and have a long survival. In another third, an initial indolent 
phase is followed by disease progression. The remaining third 
of patients exhibit an aggressive disease at the onset and need 
immediate treatment.

The most powerful predictors for rapid and aggressive pro-
gression are the mutational status of the V domains and chro-
mosomal abnormalities, as described earlier (see Fig. 77.7; 
see Table 77.5). In contrast to genomic aberrations and serum 
markers, such as CD38, the mutational profile has the advan-
tage of remaining constant during disease evolution. NGS has 
identified new genetic markers that have altered prognosis for 
patients with CLL.27 TP53, ATM, NOTCH1, and SF3B1 muta-
tions indicate a worse prognosis.
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FIG. 77.7 Chronic Lymphocytic Leukemia (CLL) Signaling and Targeted Therapy. B-cell receptor (BCR) signaling in CLL has 
been extensively studied and helps the design of targeted therapies. Antigen binding by the BCR induces the formation of a 
signaling complex that is initiated by the cytoplasmic tails of CD79A and CD79B, further recruiting spleen tyrosine kinase, which 
is followed by the activation of B cell linker protein, phospholipase Cγ2, and Bruton tyrosine kinase (BTK). Inhibition of BTK by 
tyrosine kinase inhibitor ibrutininb and second-generation acalabrutinib and zanubrutinib interferes with this signaling and causes 
cell death. The tyrosine-protein kinase LYN also directly phosphorylates BTK. BCR signaling via the PI3K pathway is promoted 
further, and the positive BCR co-receptor CD19 contributes to the activation of the PI3K pathway and to the induction of survival. 
CD19 is also the target of new antibodies and the main target of activated chimeric antigen receptor T cells. Further down-
stream signaling of the pathway are responses of protein kinase C, the RAS-MAPK pathway, and nuclear factor-κB. The signaling 
response induces transcription. Other activators of cellular activity of survival like CD20, which is inhibited by first- (rituximab, 
ofatumumab) and second- (obinutuzumab) generation anti-CD20 antibodies. Promotion of apoptotic pathways are done via the 
BCL2 inhibitor venetoclax.
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TABLE 77.5 Major Factors Associated With Prognosis of Chronic Lymphocytic 
Leukemia (CLL)4–7,9,30,31,33,34

Definition
Median Survival 
(Years)

Used in Clinical 
Practice

Rai stage 0
1
2
3
4

Leukocytosis 12.5 Yes

Leukocytosis and lymphadenopathy 8.4

Lymphocytosis plus hepatosplenomegaly 6.9

Lymphocytosis plus anemia (<11 g/dL) 1.5

Lymphocytosis plus thrombocytopenia (<100 000 × 109/L) 1.5

Binet
Stage A
Stage B
Stage C

Leukocytosis and lymphadenopathy Age-matched Yes

Lymphadenopathy of more than two involved areas 7

Anemia or thrombocytopenia 2

β2 microglobulin Normal 9.7 Yes

Elevated 4.5

CD 38
Early-stage CLL

>30% 2.9 to <10 years Yes

<30% 9 to >26 years

Chromosomal aberrations (FISH analysis) 17p− 2.7 Sometimes

11q− 6.5

Trisomy 12 9.5

Normal karyotype 9.3

13q− 11.1

Zeta-associated protein 70 (ZAP-70)
Early-stage CLL

>20% 7.5 If available

<20% Not reached

Mutational status Unmutated 5.7 to <9.9 years If available

Mutated 10.2 to >24 years

FISH, Fluorescence in situ hybridization.

Treatment

• High rates of complete remissions and encouraging survival curves
for high-risk patients

• Watch and wait approach in the case of asymptomatic patients with
early-stage CLL

• Supportive care (immunoglobulins, blood supplements and erythro-
poietin, treatment of infections)

• Steroids with or without chemotherapy, especially for autoimmune
phenomena

• Conventional chemotherapy (alkylating agents, such as chlorambucil
and cyclophosphamide; purine analogues, such as fludarabine and
cladribine; other lymphoma regimens; bendamustine)

• Targeted therapy with or without chemotherapy (i.e., rituximab, ofa-
tumumab, obinutuzumab (all anti-CD20 antibodies) and alemtuzumab
(anti-CD52 antibody)

• B-cell receptor pathway inhibitors—BTK (ibrutinib), PI3K-d (idelalisib),
and BCL2 antagonists (venetoclax)

• Allogeneic (mostly with reduced intensity) stem cell transplantation

 THERAPEUTIC PRINCIPLES
Chronic Lymphocytic Leukemia Is Incurable, but It 
Is Possible to Ameliorate Symptoms

Because CLL remains an incurable tumor, treatment may be 
delayed and the patient monitored until becoming symptom-
atic (see Table 77.4). Indications for therapeutic intervention 
include the development of symptoms, a worsening anemia 
and/or thrombocytopenia, autoimmune cytopenias, progres-
sive splenomegaly, progressive lymphadenopathy, or a lympho-
cyte doubling time of 6 months or less. No prospective data yet 

exist to support the early treatment of asymptomatic patients 
with adverse prognostic features. However, this group warrants 
close monitoring.

Conventional chemotherapy was the mainstay of treatment. 
Novel targeted therapy gradually replaces this approach to the 
verge of “chemo-free” treatment paradigm.28 Chlorambucil, 
alone or combined with corticosteroids, has been the most 
commonly used drug. It is advantageous in relieving symp-
toms, even in advanced disease. However, several randomized 
controlled trials have failed to demonstrate improved sur-
vival, and hardly any patient achieves CR. Purine analogues 
(most commonly fludarabine) with or without cyclophospha-
mide have been shown to induce higher response rates, with 
some patients achieving CR. Bendamustine is a novel agent 
that contains both alkylating properties and a purine-like 
benzimidazole ring. It has been shown to be effective in CLL 
and less toxic than the fludarabine and cyclophosphamide 
combination.29

The anti-CD20 mAb rituximab as a single agent has shown 
limited efficacy in CLL, possibly because of the weak receptor 
expression on CLL cells. However, in combination with che-
motherapy, particularly with fludarabine and cyclophospha-
mide or bendamustine,29 and to other novel targeted agents,28 
discussed later, it appears to act synergistically and to achieve 
high rates of response, including molecular CR and prolonga-
tion of disease-free and overall survival. A newer fully human 
mAb targeting CD20 (ofatumumab) has a very potent effect as 
a single agent in both rituximab-naïve and rituximab-treated 
patients. It targets a different epitope on the CD20 antigen. A 
second-generation anti-CD20 antibody, obinutuzumab, was 
added to chlorambucil and to venetoclax, a BCL2 inhibitor 
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(discussed later) in the treatment of the older adult population. 
When compared with chlorambucil, alone or in combination 
with rituximab and chlorambucil, obinutuzumab was shown to 
be superior and relatively safer.28,29 Other invetigational agents 
showing efficacy include lenalidomide (an immune modula-
tor related to thalidomide), albeit with an interestingly initial 
flair-up phenomenon of disease-enlarged lymph nodes.

A major breakthrough in treatment was achieved through 
drugs targeting the BCR pathway. A BTK inhibitor, ibru-
tinib, has shown an impressive progression-free survival in 
relapsing patients and as first line treatment, especially for 
patients with resistant or high-risk 17p-deleted CLL. It is cur-
rently considered as standard of care especially for high-risk 
patients. Interestingly, at treatment initiation, it causes a steep 
rise in peripheral blood lymphocyte counts, most likely due 
to translocation of nodal lymphocytes to the blood. This is 
actually correlated to a better and prolonged response.28,30 
Currently, second-generation BTK inhibitors such as acala-
brutinib and zanubrutinib with fewer side effects are being 
tested.28,30,31 In combination with rituximab, another path-
way inhibitor, the PI3Kδ inhibitor idelalisib had an efficacy 
superior to rituximab alone in frail, older patients who were 
relapsing. However, it has been linked to severe toxicities, and 
second-generation kinases such as duvelisib and copanlisib 
are expected to be used.28,30,31

Furthermore, clinical trials with small molecules targeting 
BCL2, venetoclax, have shown deep and sustained responses, 
both in the upfront first line and in the relapsed refractory 
patients. Combined with anti-CD20 obinutuzumab and ritux-
imab it allows the possibility to stop treatment after 12 to 24 
months of therapy.

However, resistance due to specific mechanisms (e.g., BTK, 
PLCg2, and BCL2 mutations) is emerging, indicating the need 
to develop time-limited combinations and novel agents com-
binations.28,30,31 In addition, under investigation are various 
novel agents targeting other surface molecules (CD23, CD79b, 
and other CD20 inhibitors), pathway inhibitors (SYK, PI3K, 
second-generation BTK, and others), and immune-checkpoint 
inhibitors. Some immunologic novel approaches include 
expanded autoreactive activated T cells (Chimeric antigen 
receptor [CAR] T-cells), which is showing promise. Unfortu-
nately, the majority of patients with CLL do not attain durable 
responses.31,32

Allo-HSCT is the only curative treatment for CLL. Allo-
HSCT relies on myeloablative doses of chemoradiotherapy, 
which makes the treatment unacceptably risky for the majority 
of patients with CLL. In nonmyeloablative, or reduced-inten-
sity, approaches, rates of engraftment are similar to fully abla-
tive conditioning regimens but with lower rates of early toxicity. 
Early evidence suggests that the graft-versus-leukemia (GvL) 
effect is present. Patients with deletion 17p (p53 involvement) 
with an extremely poor prognosis are physically fit candidates 
for allo-HSCT,28,29 even as newer agents (i.e., BTK inhibitors, 
PI3K inhibitors, and BCL2 inhibitors) are showing high efficacy 
in this high-risk population. Studies involving autologous trans-
plantation and high-dose chemotherapy for CLL have a limited 
survival advantage.

With treatment advances, the overall survival of patients 
with CLL has improved across the globe as a result of targeted 
therapy, even in high-risk and in patients with relapsed and 
refractory CLL. Thus classic prognostication (as presented in 
Table 77.5) is becoming less accurate as treatment improves.

Immunologic Aspects of CLL

• Panhypogammaglobulinemia
• A monoclonal immunoglobulin peak, usually of the immunoglobulin M 

type
• Downregulation of T-cell function and aberrant cytokine production
• Defects in the complement system
• High risk of recurrent infections—encapsulated bacteria and opportu-

nistic infections
• Autoimmune-associated phenomena:

• Autoimmune hemolytic anemia
• Autoimmune thrombocytopenia
• Pure red cell aplasia and autoimmune neutropenia
• Other autoimmune disorders (myositis, vasculitis, pemphigus vul-

garis, acquired angioedema, glomerulonephritis)

CLL is characterized by multiple immune deficiencies and 
autoimmune phenomena. It is reasonable to hypothesize that 
immune incompetence and autoimmunity are two sides of the 
same coin.

The Pathophysiologic Rationale
CLL cells secrete TGF-β, which is a potent inhibitor of B-cell 
proliferation. They also release high levels of circulating IL-2 
receptor, which downregulates the T-helper (Th) cell function. 
Unlike normal cells, activated B cells, both B-cell CLL cells 
and anergic normal B cells, fail to present soluble antigen and 
alloantigens. Moreover, the T cells in patients with CLL often 
demonstrate profound abnormalities of their antigen receptor 
(TCR) repertoire and appear dysfunctional in terms of cytokine 
secretion.33 This cytokine imbalance may be the cause of upreg-
ulation of the BCL-2 antiapoptotic activity. T-cell dysfunction 
could also explain the higher incidence of autoimmune compli-
cations, such as autoimmune hemolytic anemia (AIHA), among 
patients receiving purine analogues therapy, which induces 
T-cell depletion. Certain T-cell subsets appear to prevent the 
development of autoreactive B cells. When these are absent 
(e.g., after treatment with purine analogues), autoreactive B-cell 
clones may easily emerge and expand.

Immunologic Deficiencies
Patients with CLL are extremely sensitive to a number of infec-
tious agents. A monoclonal Ig peak, usually of the IgM type, 
is found in 5% of patients with CLL, and a small amount of a 
monoclonal component can be identified in the serum or urine 
of 60% of patients. Hypogammaglobulinemia occurs in at least 
60% of B-cell CLL cases and may include all three classes (IgG, 
IgA, and IgM). The pathogenesis of hypogammaglobulinemia 
in B-cell CLL is poorly understood because this phenomenon 
is rare in other B-cell malignancies except multiple myeloma. 
Low Ig levels correlate with recurrent infections of encapsulated 
organisms. In patients who receive intravenous immunoglobu-
lin (IVIG), there is a decrease in the incidence of major bacterial 
infections.

Infections are a major cause of morbidity and mortality in 
patients with CLL. Impaired humoral and cellular immunities, 
defects in the complement systems, and variable neutropenia, 
depending on marrow infiltrates, all contribute to the high rate 
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of infections. Opportunistic infections are initially uncommon 
as the result of the relative preservation of cellular immunity 
early in the disease. Infection risk increases following purine 
analogue therapy because of the side effects of myelosuppres-
sion and marked lymphopenia with T-cell depletion. The addi-
tion of rituximab, the anti–B cell marker CD20 antibody, to 
nucleoside analogue-based therapy does not appear to increase 
the risk of early or late infections but may increase the rate 
of neutropenia. Active immunization with vaccines is ham-
pered by the patient’s inability to generate or retain a long and  
significant immune response. The advances in therapy with 
newer agents show high efficacy (i.e., BTK inhibitors, PI3K 
inhibitors, and BCL2 inhibitors) but also more atypical bacte-
rial, fungal, and protozoal infections.31

Autoimmune Phenomena
Autoimmune-associated features are common in CLL. These man-
ifestations primarily affect hematopoietic cells. For example, the 
most common known cause of AIHA is CLL.34 Positive result of 
direct antiglobulin test (direct Coomb test) has been reported to 
be as high as in 7% to 35% of patients with CLL, and AIHA itself 
occurs in 10% to 25% of patients during the course of their disease, 
twice as often in patients with unmutated genes as in those with 
mutated ones. Autoantibodies against red blood cells (RBCs) are 
warm-reactive polyclonal IgG. They are not secreted by the malig-
nant clone but rather by normal B cells.34 Cold agglutinins are rare. 
AIHA is thought to arise from the imbalance among lymphocyte 
subsets, contributed to by therapy, resulting in the emergence of  
the autoimmune clone. It is usually observed in advanced stages  
of the disease, correlates with a poor prognosis, and has a close 
relationship with the activity of the CLL. After therapy, the autoim-
mune antibodies may remit in 70% of the treated patients.

Idiopathic thrombocytopenic purpura (ITP) is observed in 
approximately 2% to 3% of cases and presents as increased mega-
karyocytes in bone marrow. It should be distinguished from  
immune thrombocytopenia induced by marrow infiltration, 
which is very common (in up to 50% of patients at presenta-
tion).34 Two-thirds of patients with CLL-associated ITP also have 
AIHA (Evan syndrome). Pure red cell aplasia (PRCA) and auto-
antibodies against neutrophils are only rarely observed but are 
part of the CLL-related autoimmunity repertoire. Interestingly, 
the addition of cyclophosphamide represses the emergence of 
fludarabine-induced AIHA, but the latter may also be seen with 
other chemotherapies (i.e., bendamustine).35 Autoimmune phe-
nomena in patients treated with purine analogues (mostly fluda-
rabine-related) are of a more severe nature.

Other rare entities are reported as paraneoplastic autoim-
mune disorders with connective tissue disease manifestations, 
such as polymyositis, dermatopolymyositis, and focal myositis 
or as vasculitis, pemphigus vulgaris, and acquired angioedema. 
These autoimmune disorders are related to T-cell dysfunction 
and may be associated with purine analogue treatment. Para-
neoplastic pemphigus also occurs in patients with CLL and may 
be triggered by chemotherapy and radiotherapy. Glomerulone-
phritis and nephrotic syndrome are seldom reported but, when 
present, are related to different mechanisms, such as cryoglobu-
lins and antineutrophil cytoplasmic antibodies (ANCAs).

Therapy of autoimmune phenomena includes high-dose  
steroids and disease control.34 In patients refractory to or relaps-
ing after steroid therapy, more aggressive treatment is warranted. 
High-dose Igs offers transient amelioration in some patients. Sple-
nectomy or splenic irradiation, cytotoxic agents, or cyclosporine 

may represent valid rescue approaches. In cases where AIHA 
has been triggered by fludarabine, further exposure is hazardous. 
Rituximab may be an alternative agent for the treatment CLL-
associated autoimmune diseases, including rare autoimmune 
phenomena, such as pemphigus and PRCA.

In line with the introduction of novel agents, the possible 
role of these drugs in inducing or exacerbating autoimmune 
phenomena and, on the other hand, of treating them still needs 
to be elucidated and with most is anecdotally reported.36 PI3K 
inhibitors may cause various autoimmune complications and 
therefore theoretically may cause or exacerbate these in CLL. 
Although some reports connect ibrutinib with autoimmune 
complications, most evidence supports its efficacy in treating or 
at least improving such autoimmune complications.

Other Malignancies
Second malignancies (hematologic and solid tumors) are not 
uncommon in CLL. The most common hematologic malig-
nancy is the Richter transformation to diffuse large B-cell lym-
phoma, which occurs in approximately 5% of patients, as well 
as other high-grade lymphoproliferative diseases. Dermatologic 
tumors, such as basal cell carcinoma, are the most frequent of 
the solid tumors encountered in patients with CLL, and these 
malignancies are more likely to be locally aggressive and meta-
static.29 The pathogenesis of these second cancers is not fully 
understood, and although disease-related genetic factors (i.e., 
17p deletion, notch mutation) are a major determinant, it is 
probably multifactorial and includes Epstein-Barr virus (EBV) 
infection and BCR configuration to respond to multiple autoan-
tigens and immune/inflammatory stimuli present in the micro-
environment.29,37

CONCLUSIONS
CLL is a common indolent lymphoid neoplasm with a wide 
clinical heterogeneity. It is suspected and diagnosed more com-
monly because of routine blood tests. Diagnosis is made with 
simple immunophenotyping. Cytogenetics and molecular diag-
nostic techniques are needed to determine the prognosis. The 
complications of CLL appear to be unique to this neoplasm and 
are part of a failing immune system with T-cell and B-cell dys-
regulation causing both deficiencies and predisposing patients 
to recurrent infections and autoimmune diseases. New molecu-
lar and protein markers are key to the current novel effective 
targeted therapies approach for the treatment of these patients.
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The classification of malignant lymphomas continues to 
undergo revision based on insights gained through the applica-
tion of immunologic and molecular techniques as well as the 
application of these discoveries to individualized therapeu-
tic approaches. Early classifications were based on morpho-
logic characteristics of the neoplastic elements; however, with 
increasing knowledge of the complexity of the immune system, 
a more functional approach was sought. Differentiation schemes 
provided a useful starting point for understanding lymphomas 
(Fig. 78.1). High-throughput genomic studies have been applied 
to lymphomas to define their molecular signatures with the aim 
of improving the understanding of oncogenic pathways and 
their clinical implications. These studies have led to new prog-
nostic and diagnostic tools associated with the emergence of 
more targeted therapies.1

KEY CONCEPTS
Lymphoma

• Classification consists of a list of individual disease entities defined by 
morphologic, immunophenotypic, genetic, and clinical features.

• Neoplastic cells are linked to the postulated normal counterpart, when 
possible.

• Histologic grade should be applied within individual diseases.
• Clinical factors for individual patients, as measured by the Interna-

tional Prognostic Index (IPI) and gene expression profiling, are useful 
in predicting clinical outcome.
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FIG. 78.1 Normal B-Cell Differentiation in Relation to a Secondary B Follicle, Mutational Stages of the Immunoglobulin Genes, 
and Cellular Counterparts for B-Cell Lymphomas. Simplified version of B-cell development indicates points at which V-gene recom-
bination, clonal expansion, and somatic mutations occur in relation to a secondary B follicle. B-cell lymphomas are related to differ-
ent stages of B-cell differentiation and function. ABC type, Activated B-cell-like type; CLL, chronic lymphocytic leukemia/lymphoma; 
DLBCL, diffuse large B-cell lymphoma; GCB type, germinal center B-cell–like type; MALT lymphoma, marginal zone B-cell lymphoma 
of mucosa-associated lymphoid tissue (MALT) type; NLPHL, nodular lymphocyte-predominant Hodgkin lymphoma; PMBCL, primary 
mediastinal B-cell lymphoma.



1001CHAPTER 78 Lymphomas

The guiding principles of the World Health Organization 
(WHO) classification of neoplasms of the hematopoietic and 
lymphoid tissues were published in 2001 and updated in 2008 
and 2016.2 These classifications identified individual diseases 
based on an integration of morphologic, immunophenotypic, 
genetic, and clinical features. The application of gene expression 
profiling (GEP) in lymphomas has generated distinct molecular 
“signatures” for a variety of disease entities, either correspond-
ing more closely to different stages of lymphoid differentiation or 

offering insights into mechanisms of neoplastic transformation.   
The advent of whole-genome sequencing contributes additional 
insights into pathogenetic mechanisms. A latest revision of the 
WHO classification of lymphoid neoplasms (Table 78.1) was 
published clarifying the diagnosis of lesions at the very early 
stages of lymphomagenesis, refining diagnostic criteria for 
some entities, and detailing the expanding genetic/molecular 
landscape of numerous lymphoid neoplasms and their clinical 
correlates.3

TABLE 78.1 WHO Classification of Tumors of Hematopoietic and Lymphoid Tissues (2016)
B-Cell Neoplasm HHV-8–positive DLBCL, NOSa

Precursor B-cell lymphoblastic leukemia/lymphoma Burkitt lymphoma
B-lymphoblastic leukemia/lymphoma, not otherwise specified Burkitt-like lymphoma with 11q aberrationa

B-lymphoblastic leukemia/lymphoma with recurrent genetic 
abnormalities

High-grade B-cell lymphoma, with MYC and BCL2 and/or BCL6 
rearrangementsa

Mature B-Cell Neoplasm
B-cell lymphoma unclassifiable, with features intermediate between 

diffuse large B-cell lymphoma and classic Hodgkin lymphoma
Chronic lymphocytic leukemia/small lymphocytic lymphoma
Monoclonal B-cell lymphocytosisa

B-cell prolymphocytic leukemia
Splenic B-cell marginal zone lymphoma
Hairy cell leukemia
Splenic B-cell lymphoma/leukemia, unclassifiable

Splenic diffuse red pulp small B-cell lymphoma
Hairy cell leukemia-variant

Lymphoplasmacytic lymphoma
Waldenström macroglobulinemia
Monoclonal gammopathy of undetermined significance (MGUS), IgMa

μ heavy-chain disease
γ heavy-chain disease
α heavy-chain disease
Monoclonal gammopathy of undetermined significance (MGUS), IgG/Aa

Plasma cell myeloma
Solitary plasmacytoma of bone
Extraosseous plasmacytoma
Monoclonal immunoglobulin deposition diseasesa

Extranodal marginal zone lymphoma of mucosa-associated  
lymphoreticular tissue (MALT) lymphoma

Nodal marginal zone lymphoma
Pediatric nodal marginal zone lymphoma

Follicular lymphoma
In situ follicular neoplasiaa

Duodenal-type follicular lymphomaa

Pediatric-type follicular lymphomaa

Large B-cell lymphoma with IRF4 rearrangementa

Primary cutaneous follicle-center lymphoma
Mantle cell lymphoma

In situ mantle cell neoplasia a

Diffuse large B-cell lymphoma (DLBCL), NOS
Germinal-center B-cell typea

Activated B-cell typea

T-cell/histiocyte-rich large B-cell lymphoma
Primary DLBCL of the central nervous system
Primary cutaneous DLBCL, leg type
EBV+ DLBCL, NOSa

EBV+ mucocutaneous ulcera

DLBCL associated with chronic inflammation
Lymphomatoid granulomatosis
Primary mediastinal (thymic) large B-cell lymphoma
Intravascular large B-cell lymphoma
ALK positive large B-cell lymphoma
Plasmablastic lymphoma
Primary effusion lymphoma

T-Cell Neoplasm
Precursor T-cell lymphoblastic leukemia/lymphoma

Mature T-Cell and NK-Cell Neoplasms
T-cell prolymphocytic leukemia
T-cell large granular lymphocytic leukemia
Chronic lymphoproliferative disorder of NK cells
Aggressive NK leukemia
Systemic EBV+ T-cell lymphoma of childhooda

Hydroa vacciniforme-like lymphoproliferative disordera

Adult T-cell leukemia/lymphoma
Extranodal NK/T-cell lymphoma, nasal type
Enteropathy-associated T-cell lymphoma
Monomorphic epitheliotropic intestinal T-cell lymphomaa

Indolent T-cell lymphoproliferative disorder of the GI tracta

Hepatosplenic T-cell lymphoma
Subcutaneous panniculitis-like T-cell lymphoma
Mycosis fungoides
Sézary syndrome
Primary cutaneous CD30+ positive T-cell lymphoproliferative disorders

Primary cutaneous anaplastic large-cell lymphoma
Lymphomatoid papulosis

Primary cutaneous γ/δ T-cell lymphoma
Primary cutaneous CD8 positive aggressive epidermotropic cytotoxic  

T-cell lymphoma
Primary cutaneous acral CD8+ T-cell lymphomaa

Primary cutaneous CD4-positive small/medium T-cell lymphoproliferative 
disordera

Peripheral T-cell lymphoma, NOS
Angioimmunoblastic T-cell lymphoma
Follicular T-cell lymphomaa

Nodal peripheral T-cell lymphoma with TFH phenotypea

Anaplastic large-cell lymphoma, ALK positive
Anaplastic large-cell lymphoma, ALK negativea

Breast implant-associated anaplastic large-cell lymphomaa

Hodgkin Lymphoma
Nodular lymphocyte predominant Hodgkin lymphoma
Classic Hodgkin lymphoma
Nodular sclerosis Hodgkin lymphoma
Lymphocyte-rich classic Hodgkin lymphoma
Mixed cellularity classic Hodgkin lymphoma
Lymphocyte-depleted classic Hodgkin lymphoma

EBV, Epstein-Barr virus; GI, gastrointestinal; HHV, human herpes virus; NK, natural killer; NOS, not otherwise specified; WHO, World Health Organization.
aRefers to changes from the 2008 classification.
Note: More common entities are underlined. Provisional entities in italics.
From Swerdlow SH, Campo E, Harris NL, et al. WHO Classification of Tumours of Haematopoietic and Lymphoid Tissues. Lyon, France: International Agency for Research on Cancer; 2017.
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This chapter focuses on the classification of neoplasms 
derived from mature B cells, T cells, and natural killer (NK) 
cells, with emphasis on malignant lymphomas. Special atten-
tion is devoted to the impact of clinical features (e.g., age and 
anatomic site) on disease definition and a greater appreciation 
of early events in neoplastic transformation. These early lesions 
can sometimes be detected in otherwise healthy individuals, 
a situation that may or may not progress to overt lymphoma 
or leukemia. These early entities appear to carry fewer genetic 
aberrations compared with the conventional forms of the dis-
ease, which perhaps explains their indolent clinical behavior.4

negative for CD5 and cyclin D1, distinguishing LPL from CLL 
and MCL, respectively. CD25, CD10, or CD11c may be weakly 
expressed in some cases. The postulated normal counterpart is 
thought to be a postfollicular medullary cord B cell, based, in 
part, on the presence of somatic mutations in the Ig heavy-chain 
and light-chain variable region genes.

The identification of MYD88 L265P mutation (found in 
approximately 90% of WM cases) is a reliable marker support-
ing a diagnosis of LPL.5 This mutation is also found in a sig-
nificant proportion of IgM, but not IgG or IgA, monoclonal   
gammopathy of undetermined significance (MGUS) cases 
(Chapter 79). Cases with the CXCR4WHIM mutations exhibit a 
resistance to ibrutinib.

Mantle Cell Lymphoma
MCL usually presents in adults (median age 62; variable male 
predominance) with advanced-stage disease—involving lymph 
nodes, Waldeyer ring lymphoid tissue, spleen, bone marrow, and 
peripheral blood. Gastrointestinal (GI) tract involvement is com-
mon, often associated with lymphomatous polyposis. Retrospec-
tive studies have shown a poor prognosis (median survival 3 to   
5 years), with a high relapse rate following initial remission. MCL 
is composed of small lymphoid cells with slightly irregular nuclear 
contours, finely clumped chromatin, and scant cytoplasm. Specifi-
cally, blastoid and pleomorphic variants have been associated with 
a more aggressive clinical course. The postulated normal counter-
part is a CD5+ “naïve” surface IgM+ and surface IgD+ B cell, found 
in peripheral blood and the mantles of reactive follicles.

MCL is characterized by t(11;14)(q13;q32)—involving cyclin 
D1 (CCND1) and the IGH genes; an overexpression of CCND1 is 
believed to be essential in the pathogenesis. Rare variants negative for 
CCND1 but with similar immunomorphology and GEP have also 
been identified.6 Half of the CCND1 expression/rearrangement-
negative forms have CCND2 translocations, often with IGK or IGL
as a partner locus.7 SOX11 is overexpressed in most CCND1-pos-
itive and CCND1-negative cases.8 Additional alterations involving 
other cell cycle regulatory proteins (RB, p53, CDK inhibitors) have 
been described in the more aggressive forms of MCL.

In situ mantle cell neoplasia (ISMCN) (previously “in situ” 
MCL) represents a clonal proliferation of cyclin D1–positive 
cells restricted to the inner mantle cuffs in an otherwise reactive 
lymph node/lymphoid tissue and is usually an incidental find-
ing. Some cases will eventually progress to overt MCL2; how-
ever, the risk of progression is difficult to ascertain because the 
number of reported cases is small. The more recently identified 
non-nodal variant is characterized by a leukemic phase without 
nodal disease but often long-standing splenomegaly. These cases   
develop from IgHV-mutated SOX11-negative B cells, carry 
t(11;14) with few additional chromosomal abnormalities, and 
lack expression of SOX11.9

The proliferation rate based on Ki67 positivity has been con-
sidered of prognostic relevance. More recently, GEP using genes 
involved in cell cycle progression and DNA synthesis has iden-
tified a proliferation signature that defines different prognostic 
groups and shows some correlation with cytologic subtype such 
as the blastoid variant.10

The treatment approach for newly diagnosed patients with 
MCL depends on their eligibility for stem cell transplantation 
(SCT). The incorporation of rituximab into chemotherapeutic 
regimens has become standard of care. The application of the 
Bruton tyrosine kinase (BTK) inhibitors might change treat-
ment paradigms by obviating the need for transplantation in 

CLINICAL PEARLS

Indolent Lymphomas

• Natural history: survival measured in years.
• Least sensitive to therapy.
• Good response to low-dose oral alkylating agents, radiotherapy, and 

steroids, but not curable.
• Higher response rate and complete remission with combination of 

standard chemotherapy and anti-CD20 monoclonal antibody.
• Gene expression profiling can help identify patients who might benefit 

from high-dose chemotherapy and autologous stem cell transplanta-
tion, a potentially curative modality.

MATURE B-CELL NEOPLASMS

KEY CONCEPTS
Somatic Mutation in Relation to Normal B-Cell 
Development

• Premutational stage: circulating naïve B cells (immunoglobulin [Ig]M+/
D+) before antigen exposure

• Stage of somatic mutation, clonal expansion, and isotype switch: at 
the germinal center

• Postmutational stage: selected B cells move to the periphery (post–
germinal center), to the recirculating pool (memory B cells), or 
undergo terminal differentiation (plasma cells)

Lymphoplasmacytic Lymphoma
Lymphoplasmacytic lymphoma (LPL) is a disease of adult life, 
usually presenting with generalized lymphadenopathy, consti-
tutional symptoms, and splenomegaly.

Histologically, it consists of a diffuse proliferation of small 
lymphocytes (many with plasmacytoid features) and plasma cells, 
with or without immunoglobulin (Ig)-filled intranuclear inclu-
sions (Dutcher bodies). An increased number of mast cells and 
iron-laden macrophages can be seen. Although many B-cell neo-
plasms occasionally show maturation to plasmacytoid or plasma 
cells with cytoplasmic Ig, the term LPL should be restricted to 
tumors lacking features of other well-defined entities, such as 
chronic lymphocytic leukemia (CLL) or mantle cell lymphoma 
(MCL), which occasionally can manifest plasmacytoid differenti-
ation. Many but not all patients with LPL have clinical evidence of 
Waldenström macroglobulinemia (WM), based on the detection 
of an IgM monoclonal gammopathy of any concentration and 
associated with bone marrow involvement by LPL (Chapter 79).

In LPL, cells have surface and cytoplasmic Ig, usually 
IgM (but usually lacking IgD), and express B cell–associated   
antigens (CD19, CD20, CD22, CD79a). They are generally 
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The 2008 WHO classification had recognized variants of 
FL: namely, pediatric FL, GI tract FL, and other extranodal FL.   
Pediatric-type FL (now a definite entity in the 2016 WHO clas-
sification) is more common in males and presents as localized 
nodal disease. It typically has an expansile serpiginous pattern, 
with relatively monotonous, medium-sized, blastoid cellular 
composition. BCL2, BCL6, and MYC rearrangements are lack-
ing. Complete remissions may be obtained with either surgical 
excision or local radiation therapy. Some studies have raised 
the possibility that pediatric-type FL might be a “benign clonal 
proliferation with low malignant potential.”13,14 A recent study 
showed that pediatric-type FL had a low genetic complexity 
with frequent mutations in TNFRSF14 and MAP2K1, the  latter 
leading to ERK pathway activation. Of note, mutations com-
monly seen in adult FL such as EZH2 and other histone-modi-
fying genes were not seen or rare.15

The WHO classification recognizes “FL in situ” (now termed 
in situ follicular neoplasia [ISFN]) as a distinctive lesion. It 
should be distinguished from partial involvement of FL. ISFN 
shows involvement of germinal centers by CD10 and BCL2-
positive cells carrying t(14;18) in an otherwise reactive lymph 
node, which is typically an incidental finding. Patients have a 
very low risk of progression, but ISFN may be detected in asso-
ciation with other forms of B-cell lymphoma, necessitating 
additional clinical assessment.16 Fewer chromosomal abnor-
malities are noted in IFSN in comparison with partial or overt 
FL.17 Patients lacking evidence of FL at staging have a low risk 
of developing the disease; this phenomenon appears to repre-
sent the tissue counterpart of circulating clonal B cells carry-
ing t(14;18) as detected in healthy individuals. A higher level of 
circulating t(14;18)-positive lymphocytes (>10−4 of total cells) 
indicates a higher risk for FL.

The 2016 WHO classification recognizes GI tract FL as duo-
denal-type FL because these can also be seen elsewhere in the 
GI tract and have features overlapping with ISFN and extrano-
dal mucosa-associated lymphoid tissue (MALT) lymphoma.17

These present as small mucosal polyps or nodules, and most 
cases are discovered incidentally on endoscopy. The lesions are 
usually low grade and have an indolent clinical course, and most 

younger patients and chemotherapy in older patients. Patients 
with the non-nodal variant do not appear to require aggressive 
chemotherapy.9

Follicular Lymphoma
Follicular lymphoma (FL) is the most common subtype of non-
Hodgkin lymphoma (NHL) in the United States and accounts 
for approximately 45% of all newly diagnosed cases. It has a 
peak incidence in the fifth and sixth decades and is rare younger 
than the age of 20 years, and both sexes are equally affected. 
Most patients have stage 3 or 4 disease at diagnosis with gen-
eralized lymphadenopathy and bone marrow involvement. 
Approximately 10% of patients have circulating malignant cells.

FL is composed of varying proportions of follicle center–type 
cells, centrocytes, and centroblasts, representing the proliferative 
component. According to the WHO classification, all low-grade 
FL are combined into a single category, grade 1/2—with an over-
all predominance of centrocytes and fewer than 15 centroblasts 
per high-power field (hpf). Grade 3 (with >15 centroblasts/hpf) 
is further subdivided into 3 A and 3B, based on the presence or 
absence of background centrocytes. FL represents the neoplastic 
counterpart of the reactive germinal center cells; intraclonal het-
erogeneity with high numbers of somatic and ongoing Ig muta-
tions can be detected in the neoplastic cells, as in the normal 
counterparts. Biologically, grade 3B is more closely related to dif-
fuse large B-cell lymphoma (DLBCL) compared with FL.

The vast majority of FL (approximately 90%) is associated 
with a t(14;18) involving rearrangement of the BCL2 gene. 
This translocation appears to result in constitutive expression 
of BCL2 protein, inhibiting apoptosis in lymphoid cells. The 
cells of FL accumulate and are at risk for secondary mutations, 
which may be associated with histologic progression. It is 
thought that the BCL2 translocation occurs at a very early stage 
of B-cell development, during Ig gene rearrangement. Muta-
tions in BCL2 can lead to loss of BCL2 protein in the presence 
of the translocation; fluorescence in situ hybridization (FISH) 
studies for t(14;18) in these cases are informative. Grade 3B 
FL is less commonly associated with BCL2 translocation and 
carries genetic aberrations more commonly seen in DLBCL. 
The neoplastic cells in FL have a mature B-cell phenotype with 
expression of the B-cell antigens (CD19, CD20, and CD22). 
Surface Ig is positive, most commonly with IgM expression, 
but IgG or IgA can also be seen in many cases. CD10 and BCL6 
are positive, but CD5 is usually negative. Mutation analysis of 
FL has shown recurrent mutations in genes involved in epi-
genetic regulation and chromatin modification. Transforma-
tion of FL to DLBCL is a common event, and, although there 
is no unique mutation to predict transformation, genes com-
monly mutated include TP53, EZH2, MYC, CCND3, MLL3, 
and CARD11.11

FL is indolent but is still incurable with available therapeutic 
modalities. The occurrence of BCL2 translocation at a very early 
stage of B-cell development might contribute to the difficulty 
in eradicating the neoplastic clone with chemotherapy. Clini-
cal parameters have been used to develop prognostic indexes 
(e.g., the Follicular Lymphoma International Prognostic Index). 
Recently, much has also been learned about the mutational 
landscape of FL. Mutations in CREBBP, MLL2, and EZH2 have 
been shown as extremely common early events and may be 
potential therapeutic targets.12 The natural history of the disease 
is associated with histologic progression in cellular composition 
and pattern (Fig. 78.2).

FIG. 78.2 Follicular Lymphoma. The neoplastic follicles are 
similar in size and are partially surrounded by lymphoid cuffs. In 
contrast to reactive germinal centers, they lack polarization and 
tingible body macrophages (“starry-sky pattern”).
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patients have been managed without therapy. Local recurrences 
in the intestine may occur but spread beyond the small intestine 
is rare.

Mucosa-Associated Lymphoid Tissue Lymphoma
Most lymphomas of marginal zone derivation present in extra-
nodal sites and are part of the spectrum of MALT lymphomas. 
MALT lymphomas occur most frequently in the stomach, lung, 
thyroid gland, salivary gland, and lacrimal gland. Other less 
common sites of involvement include the orbit, breast, con-
junctiva, bladder, kidney, and thymus. MALT lymphomas are 
characterized by a heterogeneous cellular composition, includ-
ing centrocyte-like cells, monocytoid B cells, small lympho-
cytes, and plasma cells. In most cases, large transformed cells 
are uncommon, but reactive germinal centers are nearly always 
present. Historically, the distinction from reactive lesions has 
been problematic. Clonality can be established based on light-
chain restriction or molecular studies. Follicular colonization 
by the neoplastic cells can simulate FL. The clinical course is 
usually quite indolent, but MALT lymphomas tend to relapse in 
other MALT-associated sites. MALT lymphomas of the salivary 
gland, thyroid gland, and mediastinum (thymus) are usually 
associated with a history of autoimmune diseases, predomi-
nantly Sjögren syndrome.

MALT lymphomas have several recurring cytogenetic abnor-
malities, including t(11;18)(q21;q21), t(1;14)(p22;q32), t(14;18)
(q32;q21), t(3;14)(q27;q32), and t(3;14)(p14.1;q32); these abnor-
malities are observed with variable frequency, often depending 
on the anatomic site.18 Although several genes are involved in 
these translocations, at least three of them—t(11;18), t(1;14), 
and t(14;18)—share a common pathway, leading to the activa-
tion of nuclear factor κB (NF-κB). By genome-wide DNA pro-
filing integrated with GEP, differences were detected among the 
three main types of marginal zone lymphoma (MZL) (MALT, 
nodal and splenic), lending support to the current WHO clas-
sification that separates these three entities.19 The transloca-
tion t(11;18)(q21;q21) is associated exclusively with low-grade 
extranodal MALT and is not detected in cases with concurrent 
low-grade and high-grade tumors, or in primary extranodal 
large-cell lymphomas—raising doubts whether these primary 
extranodal lymphomas are, in fact, related to low-grade MALT. 
The term extranodal marginal zone lymphoma of MALT type 
applies only to low-grade MALT; the term high-grade MALT
should not be used for extranodal large B-cell lymphomas in a 
MALT site.

There is a strong association between chronic infection with 
Helicobacter pylori and gastric MALT lymphoma. Other infec-
tious agents have been described in MALT lymphomas involving   
skin (Borrelia burgdorferi), ocular adnexae (Chlamydia psittaci), 
and the small intestine (Campylobacter jejuni); however, a causal 
relationship has not yet been demonstrated. Chronic antigenic 
stimulation is critical to both the development of MALT lym-
phoma and the maintenance of the neoplastic state. Indeed, 
in some cases lacking these genetic aberrations, eradication of   
H. pylori by antibiotic therapy has led to the spontaneous remis-
sion of gastric MALT lymphoma. MALT lymphomas are posi-
tive for B cell–associated antigens but are usually negative for 
CD5 and CD10. BCL6 and CD10 are helpful markers to iden-
tify residual reactive germinal-center cells, especially in cases of 
follicular colonization. The putative cell of origin of MZL is a 
post–germinal-center memory B cell.

Nodal Marginal Zone Lymphoma
Nodal marginal zone lymphoma (NMZL), a primary nodal 
disease, is phenotypically similar to other MZL, extranodal or 
splenic types. Adult patients often present with bone marrow 
involvement and tend to have a more aggressive clinical course 
than those with extranodal MALT. The neoplastic proliferation 
is mostly composed of small to medium-sized B cells, often with 
pale cytoplasm and the immunophenotype is CD20+, CD5−, 
CD10−, with variable IgD expression. Plasmacytoid differentia-
tion may be present, and, in lymph nodes, follicular coloniza-
tion can be seen.

Splenic Marginal Zone Lymphoma
Splenic marginal zone lymphomas (SMZLs) present in adults 
and have a slight female gender predilection, usually with 
splenomegaly but without peripheral lymphadenopathy. Most 
patients have bone marrow involvement with modest lympho-
cytosis. Some evidence of plasmacytoid differentiation and the 
presence of a low-level M ptotein may also be seen. The course 
is reportedly indolent, and splenectomy may be followed by a 
prolonged remission.

Histologically, the spleen shows expansion of the white pulp 
with a characteristic biphasic pattern—central zone of small 
lymphocytes surrounded by a peripheral zone of larger cells 
resembling marginal zone cells while an intact mantle is not 
present. The abundant pale cytoplasm evident in tissue sections 
may also be seen in peripheral blood smears, and the cytologic 
features may be mistaken for those of hairy cell leukemia. The 
phenotype resembles other marginal zone B-cell lymphomas 
with a more frequent IgD expression.

CLINICAL PEARLS
Aggressive Lymphomas

• Natural history: survival measured in months.
• Successful therapy can be achieved with combination chemotherapy.
• Relapses from chemotherapy-induced remission may be cured with 

high-dose chemotherapy with hematopoietic support.
• In addition to the International Prognostic Index (IPI), gene expression 

profiling can be useful in predicting prognosis and survival of individual 
patients.

Diffuse Large B-Cell Lymphoma, Not Otherwise Specified
DLBCL, not otherwise specified (DLBCL, NOS) is one of the 
more common subtypes of NHL, representing up to 40% of 
cases. This diagnosis is used for both primary DLBCL as well 
as for cases involving transformation from a low-grade lym-
phoma. It may be nodal or involve extranodal sites, including 
bone, skin, thyroid gland, GI tract, and lungs.

DLBCL, NOS is composed of large transformed lymphoid 
cells with nuclei at least twice the size of a small lymphocyte   
(Fig. 78.3). The nuclei generally have vesicular chromatin, 
prominent nucleoli, and basophilic cytoplasm—resembling 
either centroblasts or immunoblasts, albeit with an overall 
greater cellular pleomorphism.

In terms of morphology and phenotype, DLBCL is one of the 
most heterogeneous categories in the WHO classification; cur-
rently, several morphologic variants as well as specific subtypes 
are recognized.2 There has been a great interest in identifying 
DLBCL features that might be prognostically relevant. To address 
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issues traditionally not resolved by morphologic or immunophe-
notypic features, DLBCL was among the first lymphomas to be 
analyzed by GEP. Based on the differential expression of a large 
set of genes by GEP, germinal center B cell–like (GCB) group and 
activated B cell–like (ABC) group have been identified,20 in addi-
tion to the previously recognized primary mediastinal (thymic) 
large B-cell lymphoma (PMBCL). GCB DLBCLs express a set of 
genes that are associated with normal germinal center B cells, 
whereas ABC DLBCLs show downregulation of these genes and 
share similarities with post–germinal center B cells.

The t(14;18) translocation involving BCL2 and Ig heavy-
chain gene has been detected in the GCB subtype but not in the 
other subtypes. Previous studies have shown reduced disease-
free survival in DLBCL cases with BCL2 overexpression, irre-
spective of the translocation. Although no absolute correlation 
between morphology and GEP has been established, the major-
ity of DLBCLs with centroblastic morphology fall into the GCB 
subtype, whereas those with immunoblastic morphology usu-
ally correlate with the ABC subtype.

DLBCL has an aggressive natural history but generally 
responds well to chemotherapy. The complete remission rate 
with modern regimens is 75% to 80%. Currently, with R-CHOP 
(rituximab–cyclophosphamide, doxorubicin, vincristine, and 
prednisone) regimen, the 10-year progression-free and overall 
survival rates for older patients with advanced-stage DLBCL are 
36.5% and 43.5%, respectively.21

Immunophenotype-based algorithms using CD10/BCL6 pos-
itivity for GCB and MUM1/IRF4 expression for the ABC subtype 
have been proposed as surrogates for GEP; in addition, BCL2 
and IPI are also informative to stratify the DLBCL cases. ABC 
DLBCLs show constitutively activated NF-κB and mutations in 
the B-cell receptor (BCR) signaling pathway with poorer overall 
survival when compared with GCB DLBCL using R-CHOP. The 
addition of BTK inhibitors has improved the survival in those 
with ABC DLBCL since these drugs target the BCR signaling 
pathway. Because of the therapeutic impact, it has been recom-
mended that these two subtypes be identified, on the basis of 
either immunophenotype-based algorithms or GEP.

T-cell/histiocyte–rich large B-cell lymphoma (THRLBCL) 
is a distinct clinicopathologic entity, rather than a morpho-
logic variant. THRLBCL tends to occur in younger patients 

compared with other DLBCL, NOS, and often presents with 
advanced stage and bone marrow involvement with an aggres-
sive clinical behavior.

The WHO classification recognizes that lymphomas arising 
from certain anatomic sites may have distinctive clinical and 
biologic features. Among these are primary DLBCL of the cen-
tral nervous system (CNS) and primary cutaneous DLBCL, leg 
type. Primary DLBCL of the CNS with some distinctive GEP 
features shares some similarities with DLBCL arising in other 
immune-privileged sites, such as the testis. These lymphomas 
typically show biallelic CDKN2A loss and MYD88 mutations 
and have frequent copy number gains in 9p24.1 (PD-L1 and 
PD-L2) contributing to immune evasion of the tumor cells.22

Primary cutaneous DLBCL, leg type, has a GEP resembling the 
ABC subtype of DLBCL, presents most often in older females, 
and generally has an aggressive clinical course.

A recently described provisional entity usually manifests 
a follicular growth pattern but may have diffuse areas. This 
lesion, termed large B-cell lymphoma with IRF4 rearrangement
is common in children or young adults, typically involves the 
Waldeyer ring and/or the cervical lymph nodes. These cases 
show strong IRF4/MUM1 expression, usually with BCL6 and a 
high proliferative fraction, and are considered more aggressive 
than other pediatric-type FL; however, when treated, they show 
good response.23,24

Primary Mediastinal Large B-Cell Lymphoma
PMBCL has a distinct constellation of clinical and morphologic 
features. PMBCL shows marked female predominance in ado-
lescents and young adults. It presents with a rapidly growing 
anterior mediastinal mass with frequent superior vena cava 
syndrome and/or airway obstruction. Nodal involvement is 
uncommon at presentation and at relapse. Frequent extranodal 
sites of involvement, particularly at relapse, include the liver, 
kidneys, adrenal glands, ovaries, the GI tract, and the CNS. The 
treatment approach includes aggressive systemic chemotherapy 
plus rituximab, along with radiation therapy used in some cen-
ters. A relatively abundant pale cytoplasm with distinct cyto-
plasmic membrane and fine compartmentalizing sclerosis are 
characteristic. The tumor appears to be derived from medul-
lary B cells within the thymus gland. These cells express CD20 
and CD79a but not surface Ig. CD23 is frequently positive, and 
MUM-1/IRF4 coexpression is also common. A unique signa-
ture was identified by GEP in PMBCL that shared similarities 
with Hodgkin lymphoma (HL) cell lines, including constitutive 
activation of the NF-κB and recurrent gains and amplification 
of c-Rel.25

The 2008 WHO classification included borderline categories, 
one of which manifests features intermediate between DLBCL, 
especially PMBCL and classic Hodgkin lymphoma (CHL) “gray 
zone lymphomas.”26 A close relationship between PMBCL and 
CHL has been supported by GEP.25

Gray zone lymphomas are more common in males than 
females, present with bulky mediastinal masses, and appear to 
have a more aggressive clinical course compared with either 
PMBCL or CHL. Previously, methylation profiling showed 
a signature distinct from both CHL and PMBCL.27 GEP of 
gray zone lymphomas in comparison with CHL and PMBCL 
shows that they are distinct from the other entities with down-
regulation of the B-cell program and higher NF-κB as compared 
with PMBCL.28 However, as shown by FISH studies, gray zone 
lymphomas, PMBCL, and CHL all share a number of common 
cytogenetic aberrations, including gains at 2p16.1 (REL/BCL11A 

FIG. 78.3 Diffuse Large B-Cell Lymphoma. The neoplastic cells 
have large round to oval nuclei with vesicular chromatin and mul-
tiple eosinophilic nucleoli. Numerous mitoses are also present.
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locus), 9p24.1 (JAK2/PDL2), and rearrangements of 16p13.13 
(CIITA). DA-EPOCH R has been effective in both PMBL and 
DLBCL; however, the therapeutic approach is not clear, although 
combined modality therapy appears to be beneficial.29

Virally Associated B-Cell Lymphoproliferative Disorders
Epstein-Barr virus (EBV)-positive B-cell lymphoproliferations 
show a range in cytologic features and clinical behavior. In the 
revised WHO 2016 classification, EBV-positive DLBCL, NOS3

has now replaced a previous provisional entity “EBV-positive 
DLBCL of the elderly” in the 2008 WHO classification because 
it may occur in younger patients with a broader morphologic 
spectrum and better survival30,31 as a consequence of decreased 
immune surveillance. In this entity, both nodal and extranodal 
sites may be involved. Large transformed neoplastic cells often 
show immunoblast and/or Hodgkin/Reed-Sternberg (HRS)-
like cell features, in a background consisting of interspersed 
small lymphocytes, histiocytes, and epithelioid cells. In other 
cases, a monomorphic pattern is present. (Fig. 78.4)

These should be distinguished from EBV-associated atypical 
hyperplasia and lesions associated with iatrogenic or age-related 
immunosuppression, as well as those typified by an isolated and cir-
cumscribed cutaneous or mucosal presentation, with an indolent 
behavior and a self-limiting clinical course as EBV-positive muco-
cutaneous ulcer (new provisional entity).32 Lesions are most com-
mon in the oral mucosa, skin, and GI tract. Ulcerated surfaces have 
an underlying polymorphic infiltrate with large transformed cells 
resembling immunoblasts and HRS-like cells (Fig. 78.5). Patients 
rarely present with lymphadenopathy or systemic symptoms.

Lymphomatoid granulomatosis is an EBV-positive B-cell 
lymphoproliferative disorder (LPD) associated with an inflam-
matory background rich in T cells. The lung is nearly always 

involved; in addition, skin, kidneys, the liver, and the brain are 
frequently affected.33 DLBCL associated with chronic inflamma-
tion are EBV-driven large B-cell proliferations encountered in 
diverse clinical settings, usually associated with a confined ana-
tomical space and a background of chronic inflammation. These 
cases appear to have a good prognosis if successfully resected.

Human herpes virus-8/Kaposi sarcoma herpes virus (HHV-8/
KSHV)-associated LPDs are also documented. These include 
primary effusion lymphoma (PEL), multicentric Castleman dis-
ease (MCD), and lymphomas arising in the context of MCD. 
The cells of PEL are usually coinfected with EBV, and the dis-
ease is most often diagnosed in the setting of human immu-
nodeficiency virus (HIV) infection and immunosuppression. 
Although pleural or peritoneal effusions are most common, 
extracavitary PEL can present as a tumor mass, usually in 
extranodal sites. PEL has a phenotype resembling terminally   
differentiated B cells (i.e., plasmablastic).

Two other lymphomas with a plasmablastic phenotype are 
plasmablastic lymphoma (PBL) and anaplastic lymphoma kinase 
(ALK)-positive large B-cell lymphoma. PBL is usually positive 
for EBV, most often extranodal, and is associated with immuno-
suppression from either HIV infection or advanced age. Recent 
studies have identified a high incidence of MYC translocation in 
PBL.34 ALK-positive large B-cell lymphomas show overexpres-
sion of ALK, usually as a consequence of translocation. They 
mainly affect older individuals but can occur at any age.
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FIG. 78.4 Epstein-Barr virus (EBV)-positive diffuse large B-cell 
lymphoma, NOS. (A) There is a polymorphous population with 
scattered large atypical cells. (B) The large cells are positive for 
CD20 (variable) and EBV by in situ hybridization with EBER (inset).
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FIG. 78.5 Mucocutaneous Ulcer. (A) Low-power magnification 
shows an ulcerated surface with a dense lymphoid infiltrate un-
derneath. (B) Higher magnification shows a dense polymorphic 
infiltrate with histiocytes and large atypical cells resembling 
immunoblasts and Hodgkin/Reed-Sternberg–like cells that are 
positive for CD30.

CLINICAL PEARLS

Highly Aggressive Lymphomas

• More common in children
• Natural history similar to acute leukemia
• Successful treatment includes high-dose chemotherapy (induction, 

consolidation, and maintenance phases) with central nervous system 
prophylaxis

Burkitt Lymphoma
Burkitt lymphoma (BL) occurs most commonly in children 
and accounts for up to one-third of all pediatric lymphomas 
in the United States. Three clinical variants of BL are recog-
nized—endemic, sporadic, and immunodeficiency associated. 
The endemic cases are seen in equatorial Africa (African BL) in 
malaria-endemic regions and mostly involve the jaw and other 
facial structures. In non–malaria-endemic regions, such as the 
United States, extranodal sites are frequent, including the ileo-
cecal region, ovaries, kidneys, or breasts. Bone marrow involve-
ment is a poor prognostic feature.

EBV has been shown to be a cofactor for the development 
of BL and shows varying degrees of positivity in the variant 
subtypes. BL is one of the more common tumors associated 
with HIV. It can present at any time during the clinical course, 
including the initial acquired immunodeficiency syndrome 
(AIDS)-defining illness. GEP data have supported a common 
pathogenetic mechanism in cases of HIV infection and endemic 
malaria–related immunosuppression.

Cytologically, BL shows monomorphic medium-sized cells 
with round nuclei, multiple (2 to 5) basophilic nucleoli, and 
moderately abundant deeply basophilic cytoplasm. Cytoplasmic 
lipid vacuoles reflecting a high proliferation rate and apoptosis 
are frequent. It is the most rapidly growing of all lymphomas, 
with 100% of the cells in cell cycle at any time. The characteristic 
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“starry sky” pattern of BL is a manifestation of the numerous 
benign macrophages that have ingested karyorrhectic or apop-
totic tumor cells. BL has a mature B-cell phenotype, expressing 
CD19, CD20, CD22, CD79a, and monoclonal surface Ig that is 
nearly always IgM. CD10 is positive in almost all cases, whereas 
CD5, CD23, and BCL2 are consistently absent.

The pathogenesis of BL is related to the MYC oncogene 
translocations seen in virtually 100% of cases. The MYC trans-
location is considered a primary event and often is the sole 
karyotypic abnormality detected. This is in contrast to other 
aggressive lymphomas, in which the MYC translocation occurs 
as a secondary event in a more complex karyotype.35 Most of the 
translocations involve the IGH gene on chromosome 14 and, 
less commonly, the light-chain genes on chromosomes 2 and 
22. Mutations in the transcription factor TCF3 or its negative 
regulator ID3 are present in approximately 70% of sporadic and 
immunodeficiency-related BL and 40% of endemic cases.

A subset with chromosome 11q alterations has a new pro-
visional entity “Burkitt-like lymphoma with 11q aberration” in 
the revised classification. The malignant cells resemble BL mor-
phologically, largely phenotypically, and by GEP, but lack MYC
translocations.36

High-Grade B-Cell Lymphoma With MYC and BCL2 
and/or BCL6 Rearrangements
This category attempts to unify aggressive lymphomas carrying 
rearrangements of MYC, as well as BCL2 or BCL6, so-called dou-
ble- or triple-hit lymphoma.2 These cases can resemble DLBCL, 
NOS or have features intermediate between DLBCL and BL   
(Fig. 78.6). Cases of FL and B lymphoblastic lymphoma that have 
these rearrangements should be excluded. A less well-defined 
group is high-grade B-cell lymphoma, NOS. Some of these cases 
have blastoid morphology, but unifying features are lacking.

T-CELL AND NK-CELL NEOPLASMS

Overview of the Classification of T-Cell Neoplasms
Peripheral T-cell lymphomas (PTCLs) are uncommon, repre-
senting fewer than 10% of all NHLs. The classification of PTCL 
has always been controversial. The genetic landscape of many 

entities has only recently been defined, and immunophenotypic   
markers are less specific for apparently distinct disease entities. 
For these reasons, the WHO classification relied, to a consider-
able extent, on clinical presentation to subdivide these tumors.2

Extranodal Natural Killer/T-Cell Lymphoma, Nasal Type
Extranodal NK/T-cell lymphoma, nasal type, is a distinct clini-
copathologic entity highly associated with EBV. It affects adults 
(median age 50 years), and the most common clinical presen-
tation is a destructive nasal or midline facial lesion. Palatal 
destruction, orbital swelling, and edema can be prominent. 
NK/T-cell lymphomas have been reported in other extranodal 
sites, including skin, soft tissue, testes, the upper respiratory 
tract, and the GI tract. It is much more common in Asians and 
indigenous populations of the Americas than in those of Euro-
pean background, and this indicates that genetic factors play a 
role in the pathogenesis of these lymphomas.

Extranodal NK/T-cell lymphoma, nasal type, is characterized 
by a broad cytologic spectrum. Although the cells express some 
T cell–associated antigens, most commonly CD2, other T-cell 
markers, such as surface CD3, are usually absent. Cytoplasmic 
CD3 is positive, but most cases lack clonal T-cell gene rearrange-
ment. In favor of an NK-cell origin, the cells are nearly always 
CD56 positive, although CD16 and CD57 are usually negative. 
EBV is invariably positive as shown by in situ hybridization.

The clinical features and treatment response of non–nasal-
type extranodal NK/T-cell lymphoma are different from of 
those of nasal presentation of this lymphoma in that the addi-
tion of radiotherapy in early-stage nasal cases may offer a 
survival benefit.37 A hemophagocytic syndrome is a common 
clinical complication and adversely affects survival. Emerging 
oncogenic pathways have been identified by GEP.

There are other EBV+ T-cell and NK-cell proliferations seen 
mainly in Asian children and in indigenous populations from 
Central and South Americas and Mexico. These show a broad 
range of clinical manifestations from indolent, localized forms 
involving skin, such as hydroa vacciniforme-like lymphoprolif-
erative disorder (name changed from lymphoma) and mosquito 
bite allergy, the latter usually being derived from NK cells, to 
systemic EBV+ T-cell lymphoma (name changed from lympho-
proliferative disease),3 which is a more systemic form character-
ized by fever, hepatosplenomegaly and lymphadenopathy with 
or without cutaneous manifestations38 and a fulminant clinical 
course, and hemophagocytic lymphohistiocytosis (HLH). The 
neoplastic cells are usually positive for CD2, CD3, CD8, TIA-1, 
and Epstein-Barr virus-encoded small RNA (EBER) and nega-
tive for CD56 and most commonly infiltrate the liver, spleen, 
skin, lung, and lymph nodes (Fig. 78.7).

FIG. 78.6 Triple-Hit Lymphoma. A case of high grade B-cell 
lymphoma with MYC, BCL2, and BCL6 translocations. The tu-
mor cells are monotonous and medium in size with dispersed 
chromatin and small nucleoli.

A B

FIG. 78.7 Systemic Epstein-Barr Virus–Positive T-Cell Lym-
phoma of Childhood. (A) Spleen infiltration by cytologically 
atypical T cells that are (B) positive for CD3 and EBER-ISH 
double-staining.
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Nodal T-Cell Lymphoma With TFH Phenotype: 
Angioimmunoblastic T-Cell Lymphoma
Recently angioimmunoblastic T-cell lymphoma (AITL) has 
been grouped under an umbrella category “nodal T-cell lym-
phoma with T follicular helper cell (TFH) phenotype” to high-
light a spectrum of nodal lymphomas with TFH phenotype, 
including follicular T-cell lymphoma and other nodal PTCLs 
with a TFH phenotype, in addition to AITL.3

AITL presents in adults with generalized lymphadenopathy and 
prominent systemic symptoms, including fever, weight loss, and 
skin rash. Polyclonal hypergammaglobulinemia is usually seen.

Histologically, the nodal architecture is generally effaced, 
but peripheral sinuses are often open or dilated. Proliferation 
of high endothelial venules (HEVs) is often prominent. Follicles 
are regressed, but a proliferation of dendritic cells (DCs) often 
abutting HEVs is typically seen. The atypical lymphoid cells 
have clear cytoplasm and are admixed with small lymphocytes, 
immunoblasts, plasma cells, and histiocytes, with or without 
eosinophils. A relationship to TFH has been confirmed by GEP. 
The atypical T cells are usually positive for CD4, CD10, CXCL-
13, and PD-1, a phenotype characteristic of TFH. In keeping with 
an established derivation from TFH, B-cell proliferation, includ-
ing marked polyclonal plasmacytosis, is often seen. In some 
cases, the plasma cells may be monoclonal. Background EBV+ B 
cells are almost constant, and progression to EBV+ B-cell lym-
phoma may occur. The exact role of EBV in AILT is uncertain; 
however, plausible theories include expansion resulting from 
decreased immune surveillance. The majority of cases shows 
clonal rearrangements of T-cell receptor (TCR) genes. Patients 
may initially respond to steroids or mild cytotoxic chemother-
apy, but progression usually occurs. More aggressive combina-
tion chemotherapeutic regimens have led to a higher remission 
rate, but patients are prone to secondary infectious complica-
tions. The median survival is usually less than 5 years. Recurrent 
mutations include epigenetic modifiers TET2, IDH2, DNMT3A, 
and RHOA. Moreover, fusion genes encoding a CTLA4-CD28 
and ITK-SYK have been reported in a significant proportion of 
PTCL, NOS cases with a TFH phenotype including AITL.

Peripheral T-Cell Lymphoma, Not Otherwise Specified
PTCL, not otherwise specified (PTCL, NOS) is a diagnosis of 
exclusion with most cases being nodal in origin. PTCLs are char-
acterized by cytologic and phenotypical heterogeneity. Cases 
have a mature T-cell phenotype and express one of the major 
subset antigens, with CD4 expression seen more frequently than 
CD8. These are not clonal markers, and antigen expression can 
change over time. Loss of one of the pan-T-cell antigens (CD3, 
CD5, CD2, or CD7) is seen in two-thirds of cases, with loss of 
CD7 being most frequent.

Recently, GEP has shown a global signature close to one 
of activated T lymphocytes and has identified at least three   
subtypes characterized by overexpression of GATA3, TBX21,   
and cytotoxic genes associated with differences in clinical 
behavior and response to therapy. The clinical course is gen-
erally aggressive, especially with a high proliferation signature 
and a lower response rate than that seen for aggressive B-cell 
lymphomas. A recent study investigating genomic copy num-
ber changes revealed that loss or mutation of genes in the 
CDKN2A/B-TP53 and PTEN-PI3K pathways are a feature 
of GATA3 expressing PTCL-NOS while co-occurring gains/
amplifications of STAT3 and MYC also occur in this subgroup. 

On the other hand, PTCL-NOS expressing TBX21 showed 
mutations of genes regulating DNA methylation.39,40

Anaplastic Large-Cell Lymphoma
Anaplastic large-cell lymphoma (ALCL) is most common in 
children and young adults, with male predominance. Nodal 
presentations are most common; however, a variety of extrano-
dal sites can be involved.

ALCL is characterized by pleomorphic or monomorphic 
cells that have a propensity to invade lymphoid sinuses. The cells 
of classic ALCL have large, often lobulated nuclei with small 
basophilic nucleoli. In some cases, the nuclei may be round. 
The cytoplasm is usually abundant and amphophilic and has 
distinct cytoplasmic borders, with a prominent Golgi region. 
The expression of the CD30 antigen is a hallmark of this disease   
(Fig. 78.8). However, CD30 expression is not specific for ALCL 
and may also be seen in other forms of malignant lymphoma, 
including CHL. ALCL-ALK+ is associated with a characteristic 
chromosomal translocation, t(2;5)(p23;q35), involving the ALK
and NPM genes, respectively. A variety of other ALK partners 
has been identified, and monoclonal antibodies to the ALK 
protein have been able to identify tumor cells regardless of the 
underlying translocation. Staining of both the nucleus and cyto-
plasm is found in cases with the classic NPM:ALK; cases with 
variant translocations show only cytoplasmic staining.

Immunohistochemistry is indispensable in the correct diag-
nosis of ALCL. The prominent Golgi region usually shows 
intense staining for CD30 and epithelial membrane antigen 
(EMA). The cells exhibit an aberrant phenotype with loss of 
many T cell–associated antigens. Both CD3 and CD45RO, the 
most widely used pan-T-cell markers, are negative in greater 
than 50% of cases, while CD2 and CD4 are positive in the 
majority, whereas CD8 is usually negative. ALCL cells, despite 
the CD4+/CD8− phenotype, often express the cytotoxic-asso-
ciated antigens TIA-1, granzyme B, and perforin. In addition, 
clusterin is generally present in ALCL and represents another 
useful diagnostic marker. Molecular studies in most cases dem-
onstrate TCR rearrangement, confirming a T-cell origin.

Improved criteria now exist for the recognition of ALK-
negative ALCL as a separate entity. It occurs in an older age 
group compared with the ALK-positive cases. Recently, a unique 
form of ALK-negative ALCL arising in association with breast 
implants has been identified41 with a median interval from time 
of implant to lymphoma of approximately 10 years. Confine-
ment of the neoplastic cells to the seroma fluid without capsule 
invasion portends a favorable prognosis.
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FIG. 78.8 Anaplastic Large-Cell Lymphoma, ALK-Positive. 
(A) The cells have large, lobulated nuclei with small basophilic 
nucleoli. The cytoplasm is usually abundant and amphophilic 
and has distinct cytoplasmic borders, and a prominent Golgi   
region is generally present. (B) ALK-1 expression is a hallmark 
of this disease.
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GEP studies have shown that ALK-negative ALCLs have a 
signature close to that of ALK-positive counterparts but distinct 
from other NK/T-cell lymphomas. Genetic studies have shown 
convergent mutations and kinase fusions leading to constitutive 
activation of the JAK/STAT3 pathway. The overall survival and 
disease-free survival are significantly better in ALK-positive 
cases than in ALK-negative cases. Clinical or prognostic varia-
tions exist in ALK-negative ALCLs—a subset with rearrange-
ments at the DUSP22 and IFR4 locus on 6p25 has a superior 
prognosis, whereas a small subset with TP63 rearrangements is 
very aggressive.42 Loss of PRDM1 (BLIMP1) and/or TP53 has 
also been associated with poor outcome.

Primary Cutaneous Anaplastic Large-Cell Lymphoma
Primary cutaneous ALCL (pcALCL) is closely related to lympho-
matoid papulosis (LyP) and differs at the clinical, immunopheno-
typic, and molecular levels from the systemic form. Indeed, LyP 
and cutaneous ALCL represent a histologic or clinical continuum 
of CD30+ cutaneous lymphoproliferative diseases. Small lesions 
are likely to regress, whereas patients with large tumor masses may 
develop disseminated disease with lymph node involvement—a 
period of observation is usually warranted before the institution 
of any chemotherapy for isolated lesions. Most patients with pri-
mary cutaneous ALCL have multiple skin lesions, but it is a more 
indolent disease compared with other T-cell lymphomas of the 
skin. Cutaneous ALCL is CD30+ but is usually ALK and EMA 
negative and also lacks the t(2;5) translocation. Most cases of 
pcALCL have clonally rearranged TCR genes and approximately 
28% of cases harbor translocations involving DUSP22.

LyP is characterized by a chronic course of recurrent, self-
healing papulonecrotic or nodular skin lesions. The histologic 
picture of LyP is variable and may resemble different types of 
CD30-positive CTCLs. Appreciation of these variants is impor-
tant as they can mimic aggressive T-cell lymphoma histologi-
cally but clinically are similar to other forms of LyP.

Subcutaneous Panniculitis-Like T-Cell Lymphoma
Subcutaneous panniculitis-like T-cell lymphoma (SPTCL) usu-
ally presents with subcutaneous nodules primarily affecting the 
extremities. In some cases, the infiltrate may appear deceptively 
benign, mimicking lobular panniculitis. The neoplastic cells are 
CD8 cytotoxic α/β T cells (perforin, granzyme B, and TIA-1 posi-
tive), while EBV is negative. Some PTCL of γ/δ T-cell derivation 
may show similar features but differ from SPTCL in their clinical 
behavior (more aggressive) and histologic pattern because they 
are often not confined to the subcutis. Some patients have a his-
tory of autoimmune disease, and, in particular, the differential 
diagnosis of SPTCL with lupus profundus panniculitis can be 
challenging. Unlike SPTCL, lupus panniculitis usually contains 
abundant plasma cells, a mixture of CD4 and CD8 cells, and a 
relative increase of γ/δ T cells and plasmacytoid DCs.

A loss-of-function germline mutation altering TIM-3 was 
identified in up to 60% of SPTCL, and this TIM-3 deficiency 
leads to uncontrolled immune activation.43 Patients present 
with fever, pancytopenia, hepatosplenomegaly, and HLH. HLH 
is most readily diagnosed in bone marrow aspirate smears, 
where histiocytes containing erythrocytes, platelets, and other 
blood elements may be observed.

Primary Cutaneous γ/δ T-Cell Lymphoma
Primary cutaneous γ/δ T-cell lymphomas are clinically aggressive 
tumors that can present with involvement of the subcutis and the 

dermis with or without epidermal infiltration. A hemophagocytic 
syndrome may be seen and is more common than in SPTCL. Skin 
is the most common presenting site; however, similar lymphomas 
of γ/δ T-cell origin can present in other extranodal sites, includ-
ing the GI tract and lungs. The cells have a cytotoxic phenotype 
and express cytotoxic molecules and, like normal γ/δ T cells, lack 
CD5. CD8 may be positive but more often is negative (in which 
case the T cells are negative for both CD4 and CD8) (Fig. 78.9) 
while most cases express CD56. Few cutaneous T-cell lymphomas 
appear to be TCR silent (negative for both TCR-β and TCR-γ)   
but share the same aggressive clinical behavior.

Mycosis Fungoides and Sézary Syndrome
Mycosis fungoides (MF) and Sézary syndrome (SS) are closely 
related and often considered together from a clinical and bio-
logic standpoint but are now regarded as separate diseases. Both 
are primary cutaneous T-cell malignancies derived from mature 
skin homing CD4 T cells. Epidermotropism is the hallmark of 
MF; infiltration of the epidermis produces characteristic Pau-
trier microabscesses. The cutaneous lesions are categorized as 
patches, plaques, and tumors, based on the extent of the infil-
trate, and, clinically, SS is more aggressive than MF. A γ/δ indo-
lent variant of MF has also been described. SS presents with 
exfoliative erythroderma and circulating cerebriform lympho-
cytes known as Sézary cells.

Intestinal T-cell Lymphoma
Enteropathy-associated T-cell lymphoma (EATL) is highly 
associated with celiac disease on a worldwide basis. This disease 
occurs in adults; the majority has either overt or clinically silent 
gluten-sensitive enteropathy (Chapter 75). Ulcerative jejunitis 
may precede the development of overt EATL and may share a 
common clonal T-cell population as with the subsequent lym-
phoma. The small bowel usually shows ulceration with frequent 
perforation, which may or may not be accompanied by a mass. 
EATL shows a cytologic composition of variably sized or poly-
morphic atypical lymphoid cells. The adjacent small bowel usu-
ally shows villous atrophy associated with celiac disease. The 
neoplastic cells are CD3+, CD7+ T cells that also express the 
homing receptor CD103. Anaplastic cells strongly positive for 
CD30 can be present. The cells express cytotoxic molecules, a 
feature shared by nearly all extranodal T-cell lymphomas. The 
majority belong to the α/β TCR subset, whereas only a minority 
expresses the γ/δ TCR. Other PTCLs can present with intestinal 
disease, including EBV+ extranodal T/NK-cell lymphomas and 
γ/δ T-cell lymphomas, and should be distinguished from EATL. 
The clinical course of EATL is aggressive.

A B

FIG. 78.9 Primary Cutaneous γ/δ T-Cell Lymphoma. (A) The   
lesions usually involve the dermal and subcutaneous tissue and 
are composed of atypical cells with irregular nuclear contours. 
(B) They have a γ/δ  phenotype highlighted by the T-cell receptor 
δ immunostain.
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The disease previously known as EATL type II has been 
now been formally designated as monomorphic epitheliotropic 
intestinal T-cell lymphoma (MEITL); it shows no association 
with celiac disease and therefore is the form most often seen in 
Asian and Hispanic populations. Unlike classic EATL, MEITL 
is monomorphic, usually positive for CD8, CD56, and MATK   
(Fig. 78.10). STAT5B and SETD2 mutations are common in 
MEITL cases, many of which are of γ/δ T-cell origin.44

Hepatosplenic T-Cell Lymphoma
Hepatosplenic T-cell lymphoma (HSTCL) shows a marked male 
gender predominance, and most patients are young adults. The 
clinical presentation is that of marked hepatosplenomegaly in 
the absence of lymphadenopathy.

The liver and the spleen show marked sinusoidal infiltration, 
with sparing of both portal triads and white pulp, respectively. 
The homing pattern manifested by the malignant cells is similar 
to that of normal γ/δ T cells, which also populate the sinusoidal 
areas of the spleen. The neoplastic cells have a phenotype that 
resembles normal γ/δ T cells, usually expressing neither CD4 
nor CD8 while CD56 is often positive. The cells are positive for 
the cytotoxic protein TIA-1 but are not activated and generally 
lack granzyme B and perforin. In situ hybridization for EBV is 
negative. The recognition of the atypical cells in bone marrow is 
greatly aided by immunohistochemical stains for CD3 showing 
a sinusoidal pattern of infiltration.

Isochromosome 7 is a consistent cytogenetic abnormality, 
usually seen in conjunction with trisomy 8. Rare cases derived 
from α/β T cells but with similar morphologic and biologic 
features can be seen. Recurrent mutations of STAT5B, and less 
often, STAT3 and PIK3CD, are seen in HSTCL of γ/δ origin.45 
Clinically, HSTCL is aggressive, and, although patients may 
respond initially to chemotherapy, relapse occurs frequently. 
The median survival is less than 3 years. Allogeneic bone mar-
row transplantation is required for sustained remission.

Adult T-Cell Leukemia/Lymphoma
Adult T-cell leukemia/lymphoma (ATLL) is a distinct form 
of T-cell lymphoma associated with the retrovirus human   
T-lymphotropic virus-1 (HTLV-1). The highest number of cases 
is seen in southwestern Japan and the Caribbean basin. The 
disease has a long latency, and affected individuals are usually 
exposed to the virus very early in life. The virus may be trans-
mitted in breast milk and through exposure to blood or blood 
products. The cumulative incidence of ATLL is estimated to be 
2.5% among HTLV-1 carriers. The virus is clonally integrated 
into tumor DNA. Different clinical variants of ATLL, including 

the acute, lymphomatous, chronic, and smoldering types, have 
been recognized. Cutaneous involvement is seen in the majority 
of patients.

Peripheral blood involvement is very common, often with-
out bone marrow disease. The atypical cells are often markedly 
polylobated and have been referred to as “flower” cells. The cells 
have a characteristic phenotype that resembles T regulatory cells 
(Tregs)—CD3+, CD4+, and CD25+—but FOXP3 is expressed 
only in a minority of tumor cells. The function of the tumor cells 
as Tregs may correlate with the associated immunodeficiency.

Somatic gain of function CCR4 mutations have been impli-
cated in the pathogenesis of ATLL.46

A B

FIG. 78.10 Monomorphic Epitheliotropic Intestinal T-Cell 
Lymphoma. (A) Monomorphic population of medium-sized 
cells in the submucosa of the intestine with dispersed chroma-
tin and indistinct nucleoli. (B) The cells are positive with CD56.

CLINICAL PEARLS

Hodgkin Lymphoma

• B-cell lineage established in nearly all cases
• Reed-Sternberg cell, the hallmark of the disease, represents a “crip-

pled” germinal center B cell
• Nodular lymphocyte-predominant Hodgkin lymphoma considered a 

related but distinct entity
• Eighty percent of patients are curable with current therapy
• Stage of disease guides the choice of therapy; even patients with 

advanced-stage disease may be cured
• Late complications from treatment include acute leukemia (associ-

ated with alkylating agents with extended-field radiation therapy), sec-
ond solid tumors (radiation therapy), and premature atherosclerotic 
coronary artery disease (radiation therapy)

• Cause of death in the first 5–10 years is mainly Hodgkin lymphoma; 
after 10 years, mainly secondary malignant tumors

HODGKIN LYMPHOMAS
HL and NHL have long been regarded as distinct disease enti-
ties on the basis of their differences in pathology, phenotype, 
clinical features, and response to therapy. It is now accepted that 
the malignant cell of HL is an altered B cell. Thus the current 
preferred term is Hodgkin lymphoma, rather than Hodgkin dis-
ease, reflecting current knowledge regarding the nature of the 
cell of origin. Despite the close histogenetic relationship with 
NHL, these disorders are still treated with different modalities.

Classic Hodgkin Lymphoma
The diagnosis of CHL depends on the identification of HRS 
cells in an appropriate inflammatory background composed 
of small T lymphocytes, plasma cells, histiocytes, and granulo-
cytes (often eosinophils). All cases of CHL share certain immu-
nophenotypic and genotypic features. The phenotype is CD30+, 
CD15+/−, CD45−, and EMA−. Expression of B cell–associated 
antigens is seen in up to 75% of cases; however, when present, 
CD20 staining is usually weaker or more variable than that seen 
in normal B cells, and PAX5 is dimly expressed. Ig and TCR 
genes are usually germline because of the paucity of tumor cells 
in the inflammatory background; however, microdissection can 
enable amplification for clonal rearrangement of the Ig genes by 
polymerase chain reaction (PCR). In addition, the presence of 
somatic mutations indicates transit through the germinal center.

Classic Hodgkin Lymphoma, Nodular Sclerosis
This variant of HL, classic Hodgkin lymphoma, nodular sclero-
sis (CHLNS) is most commonly seen in adolescents and young 
adults but can occur at any age. It is more common in females 
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than males, the mediastinum is commonly involved, and stage 
and bulk of disease have prognostic importance.

The tumor has at least a partially nodular pattern, with fibrous 
bands separating the nodules in most cases. The characteristic 
cell is the “lacunar-type” Reed-Sternberg (RS) cell, which may 
be very numerous. Classic RS cells are usually also present. The 
background contains lymphocytes, histiocytes, plasma cells, 
eosinophils, and neutrophils. Grading (I and II) is based on the 
proportion of the tumor cells and the presence of necrosis but is 
considered optional. The immunophenotype and genotype are 
characteristic of CHL. However, EBV is infrequently positive, 
seen in less than 15% of cases.

CHLNS is often curable; however, in long-term survivors, 
the risk of secondary malignancies is increased, especially in 
those receiving both chemotherapy and radiation. CHLNS of 
the mediastinum is thought to be closely related to PMBCL, and 
both types of tumors can be seen in the same patient, either as 
composite malignancy or sequentially.

Classic Hodgkin Lymphoma, Mixed Cellularity
Classic Hodgkin lymphoma, mixed cellularity (CHLMC) is 
predominantly seen in male adults. A bimodal age distribu-
tion, with peaks in young children and later in older adults can 
be present. Both CHLMC and the lymphocyte-depleted form 
(see later) can be associated with underlying HIV infection. The 
infiltrate is diffuse without band-forming sclerosis, although 
fine interstitial fibrosis may be present (Fig. 78.11). HRS cells 
are of the classic type. It is often EBV positive, seen in up to 75% 
of cases. The stage is often advanced at diagnosis. The clinical 
course is moderately aggressive but is often curable.

Classic Hodgkin Lymphoma, Lymphocyte Depletion
Classic Hodgkin lymphoma, lymphocyte depletion (CHLLD) is 
the least common variant of CHL and is most common in older 
people, in HIV-positive individuals, and in populations of non-
industrialized countries. It frequently presents with abdominal 
lymphadenopathy, and spleen, liver, and bone marrow involve-
ment but without peripheral adenopathy. The infiltrate is  diffuse 

and often appears hypocellular because of the presence of   
diffuse fibrosis and necrosis. The immunophenotype is char-
acteristic of CHL. Because the histologic differential diagnosis 
often includes B- or T-large-cell lymphoma or ALCL, immuno-
histochemistry should be performed in most cases. EBV is posi-
tive in the majority of cases, and the stage is usually advanced 
at diagnosis.

Classic Hodgkin Lymphoma, Lymphocyte-Rich
Classic Hodgkin lymphoma, lymphocyte-rich (CHLLR) may 
be nodular or diffuse and contains relatively infrequent classic 
HRS cells. Eosinophils and plasma cells are rare. In the nodular 
form, the HRS cells are seen at the periphery of B cell–rich nod-
ules, mainly in the marginal zone. CHLLR has some features 
that are intermediate between other CHL and nodular lympho-
cyte-predominant Hodgkin lymphoma (NLPHL).47 Immuno-
phenotypically, the neoplastic cells resemble classic HRS cells, 
but morphologic distinction from LP cells may be difficult in 
some cases. Thus, in the past, many cases were misdiagnosed 
as NLPHL. However, patients usually present with localized 
disease and tend to be older than patients with NLPHL. The 
genetic features are similar to other variants of CHL.

Nodular Lymphocyte-Predominant Hodgkin Lymphoma
NLPHL is considered a distinct entity. Although it resembles 
other types of HL in having a minority of putative neoplas-
tic cells in a background of benign inflammatory cells, it dif-
fers morphologically, immunophenotypically, and clinically   
from CHL.

NLPHL occurs at all ages but is more common in adult 
males. It usually involves peripheral lymph nodes with spar-
ing of the mediastinum and is localized at diagnosis, although 
rarely it may be disseminated. NLPHL usually has a nodular 
growth pattern, with or without diffuse areas. The number of 
infiltrating reactive T cells is variable, and various patterns 
have been described on the basis of the cellular composition 
and growth pattern.48 The atypical cells have vesicular, poly-
lobated nuclei and small nucleoli. These had been called lym-
phocytic and/or histiocytic (L&H) cells, or “popcorn” cells, but 
the term lymphocyte-predominant (LP) cell is currently pre-
ferred. LP cells differ from classic HRS cells. The background 
is composed predominantly of lymphocytes with or without 
clusters of epithelioid histiocytes. Plasma cells are infrequent; 
eosinophils and neutrophils are also rare. The atypical cells are 
CD45+, positive for B cell–associated antigens (CD19, CD20, 
CD22, CD79a), CDw75+, EMA+/− CD15−, CD30−/+, and usu-
ally sIg−. Small lymphocytes in the nodules are predominantly 
B cells with a mantle zone phenotype. However, numerous 
T cells are present, with CD279+ T cells “rosetting” the LP 
cells. The proportion of T cells tends to increase over time in 
sequential biopsies. A prominent follicular DC meshwork is 
present within the nodules. LP cells, when microdissected, 
have shown to have clonally rearranged Ig genes with evidence 
of somatic hypermutation.

Survival for localized cases with or without treatment is long. 
However, cases with variant histology are more likely to have 
advanced-stage disease with a higher relapse rate. Moreover, 
patients with advanced-stage disease respond poorly to HL 
regimens, such as Adriamycin (doxorubicin), bleomycin, vin-
blastine, dacarbazine (ABVD), and benefit from treatment for 
aggressive B-cell lymphoma.49

FIG. 78.11 Classic Hodgkin Lymphoma, Mixed Cellularity 
Subtype. A classic Reed-Sternberg cell is shown in a mixed 
inflammatory background with eosinophils, plasma cells, histio-
cytes, and small lymphocytes.
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ON THE HORIZON
• In recent years, there has been a greater appreciation of early events 

in lymphoid neoplasia.
• These early lesions in some ways can be considered equivalent to 

benign neoplasms in the epithelial system.
• These are clonal proliferations of B or T cells that carry genetic aber-

rations associated with specific forms of lymphoid neoplasia: chronic 
lymphocytic leukemia, multiple myeloma, follicular lymphoma, mantle 
cell lymphoma.

• Examples include monoclonal gammopathy of undetermined sig-
nificance, monoclonal B lymphocytosis, in situ mantle cell neoplasia, 
in situ follicular neoplasia, lymphomatoid papulosis, patch stage of 
mycosis fungoides.

• Early lesions appear to lack the secondary and tertiary “hits” seen in 
lymphoid neoplasms that are clinically significant, and most patients 
have a very low risk of clinical progression.

• Current focus is to define the precise genetic features that distinguish 
early lesions from lymphoma, assess the risk of clinical progression, 
and determine their clinical management.
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The monoclonal gammopathies include a spectrum of disorders 
involving an over-proliferation of plasma cells or B cells that 
have the ability to secrete monoclonal proteins into the serum 
or the urine. Some of these disorders are overt malignancies, 
characterized by significant overgrowth of malignant cells in 
the bone marrow, and in the instance of Waldenström macro-
globulinemia (WM) in lymph nodes; others are premalignant 
conditions that are asymptomatic; and yet others create pathol-
ogy through deposition and or humoral-mediated mechanisms.

DIAGNOSING A MONOCLONAL GAMMOPATHY
As will be discussed throughout this chapter, there are different 
pathways by which each of the clinical diagnoses are made, but 
basic common elements to the diagnosis of monoclonal gam-
mopathies rely on the detection of a monoclonal protein and 
bone marrow evaluation. Monoclonal proteins are defined as 
proteins that have restricted migration on an electrophoretic gel  
(Fig. 79.1, A). The clonality has historically been established by 
immunoelectrophoresis (see Fig. 79.1, B) or immunosubstrac-
tion and most recently by mass spectrometry (see Fig. 79.1, 
C). An expansive repertoire of plasma cells will make a diverse 
population of immunoglobulins, but clonal expansion of secre-
tory plasma cells in the bone marrow space will result in overpro-
duction of a single (monoclonal) immunoglobulin (Ig), which in 
turn may be seen on protein electrophoresis of the blood (serum 
protein electrophoresis [SPEP]) and/or urine as a restricted band, 
which has been called an M component, an M protein, or an M 
spike. “M” in this context refers to “monoclonal.” The isotype of 
this Ig is then clarified by immunologic techniques, demonstrating 
whether the heavy chain is present or not, and if present whether 
it is IgG, IgA, IgM, IgD, or IgE. The same methodology provides 
information about whether the light chain is kappa or lambda. The 
level (quantity) of the M protein typically has been determined by 
the area under the curve on the electrophoretic pattern.

Nephelometry, which measures light scatter, contributes 
to the assessment of the quantity of serum immunoglobulins. 
However, there is imperfect correlation between the M protein 
calculated by SPEP and nephelometry, due to technical issues. 
First, quantitative immunoglobulins by nephelometry measure 
both monoclonal and polyclonal immunoglobulins, thereby 
overestimating the size of small M proteins in the context of 
polyclonal activation of plasma cells (e.g., infection, autoim-
mune disease, liver disease). Second, the SPEP can underesti-
mate the size of M proteins when they migrate in the middle of 
the beta-region. Third, the SPEP can underestimate the size of 
very large M proteins due to dye saturation.

The nephelometric test measuring serum immunoglobulin 
free light chain (FLC) has proven to be most useful, particularly 
in the context of immunoglobulin light-chain (AL) amyloidosis  

and also in myeloma when much of the secreted immunoglobulin  
is light chain without an accompanying heavy chain. Measuring 
total immunoglobulin light chains by nephelometry is typically 
not a constructive exercise because even in diseases in which 
large amounts of immunoglobulin free (or unbound) light 
chains are made, these quantities are orders of magnitude lower 
than that of the overall total circulating immunoglobulin levels. 
Therefore the measurement of total light chains merely provides 
the amount of intact immunoglobulins with that particular light 
chain, and the unbound or FLCs are a rounding error. In contrast, 
the reagents specifically designed to detect FLCs do not detect 
light chains bound to heavy chains. These tests revolutionized 
physicians’ ability to follow patients with AL amyloidosis 
and have been useful for the diagnosis, risk assessment, and 
monitoring of many other monoclonal gammopathies.

The newest technology for identifying and monitoring mono-
clonal proteins is mass spectrometry, a technique penned as 
miRAMM (monoclonal immunoglobulin rapid accurate mass 
measurement).1 This methodology can be carried out on a liquid 
chromatography–coupled electrospray ionization time of flight 
(TOF)-based mass spectrometer or on a simpler, less-expensive 
tabletop matrix-assisted laser desorption/ionization (MALDI)-
TOF mass spectrometer, the latter of which is penned MASS-FIX. 
miRAMM identifies the M protein from the accurate molecular 
mass of the light chain. The advantages to this methodology are 
multiple. First, it provides greater sensitivity and specificity than 
does immunoelectrophoresis. Second, it can distinguish thera-
peutic monoclonal antibodies from a patient’s own monoclonal 
protein by differences in mass. Third, the methodology is quicker 
and requires less technical time to generate the result.

The other test that is essential for evaluating most of the 
monoclonal gammopathies is a bone marrow aspiration for 
morphologic assessment, flow cytometry, and genetic analysis 
(most often fluorescence in situ hybridization [FISH]). In addi-
tion to the bone marrow aspiration, a biopsy is typically done 
for a better morphologic appraisal.

Monoclonal Gammopathies
Angela Dispenzieri

79

KEY CONCEPTS
1. Low-abundance monoclonal proteins are found in monoclonal gam-

mopathy of unknown significance (MGUS) and merely warrant patient 
observation

2. A monoclonal gammopathy with clinical findings often signals a
malignant condition including multiple myeloma, Waldenström mac-
roglobulinemia, or AL amyloidosis that requires specific therapy

3. Monoclonal proteins are also observed in patients with smoldering
multiple myeloma or smoldering Waldenström macroglobulinemia

4. Low-level monoclonal proteins also can be associated with a number
of serious conditions, known as monoclonal gammopathy of clinical
significance (MGCS), that often warrant plasma cell–directed therapy



1015CHAPTER 79 Monoclonal Gammopathies

MONOCLONAL GAMMOPATHY OF UNDETERMINED 
SIGNIFICANCE
Monoclonal gammopathy of undetermined significance 
(MGUS) is a term coined by Kyle in 1978 to account for the 
observation that patients found with small monoclonal proteins 
on electrophoresis without multiple myeloma (MM) or WM 
had a condition that could progress to these malignancies over 

time. These small proteins that persisted as such for years with-
out end-organ damage attributable to the plasma cell disorder 
progressed at a rate of approximately 1% per year to myeloma 
and related disorders.

Epidemiology
MGUS is the most common plasma cell proliferative disorder, with 
a prevalence of approximately 4% among adults 50 years or older.2 
Rates are higher in men than women, increase with increasing age, 
are more than twofold more common in African Americans than 
Whites, and twofold to threefold more common in first-degree rel-
atives of individuals with MGUS or MM. The annual incidence of 
MGUS in males is estimated to be 120/100,000 at age 50 and rises 
to 530/100,000 at age 90 years. The rates for women are 60/100,000 
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FIG. 79.1 Selected Techniques for Identifying Monoclonal Proteins. (A) Protein electrophoresis in a patient with multiple  
myeloma. (B) Immunoelectrophoresis in an immunoglobulin G (IgG) lambda patient. (C) MASS-FIX in a different immunoglobulin G (IgG)  
lambda patient. (C) Blue, purple, and turquoise represent lambda, kappa, and specified heavy chain camelids, respectively.

CLINICAL RELEVANCE
Accurate diagnosis is essential for each monoclonal gammopathy to 
determine whether observation or directed therapy is the appropriate 
management strategy. 
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at age 50, and 370/100,000 at age 90. The fact that the increased 
prevalence of MGUS with increasing age is not just related to accu-
mulation of new cases but due to an actual increase in incidence 
suggests that an age-related cumulative damage model is at play in 
the pathogenesis of MGUS.

Clinical Presentation and Diagnosis
By definition (Table 79.1), individuals with MGUS are asymp-
tomatic in terms of their plasma cell disorder, and it typically 
represents an incidental finding. A monoclonal protein may be 
found when an individual is found to have a high total serum  
protein or high erythrocyte sedimentation rate on routine blood  
work or when the patient has some indeterminant symptom-
atology, and a SPEP is performed as part of the evaluation. In 
this latter scenario, a patient may have symptoms and signs,  
but when the evaluation is complete, none of these are attrib-
uted  to the monoclonal gammopathy. To exclude other diag-
noses, an extensive review of symptoms looking for symptoms 
referable to monoclonal gammopathy of clinical significance  
(MGCS), MM, AL amyloidosis, etc., is required. In terms of 
testing, in addition to the SPEP and immunofixation which had 
already been done to diagnose the monoclonal gammopathy, 
the individual should have a complete blood count, a serum 
calcium, serum creatinine, alkaline phosphatase, spot urine 
looking for excess urinary protein, and serum FLC assay. The 
FLC assay is essential for MGUS prognostication. If there are 
cardiac symptoms, an N-Terminal proB-type natriuretic pep-
tide (NT-proBNP) blood test should also be done as an initial 
screen for AL amyloidosis cardiomyopathy. A bone marrow is 
not necessary if the patient has low-risk MGUS and is poten-
tially elective if the patient has low-intermediate–risk MGUS 
(see later).

Differential Diagnosis
The differential diagnosis for MGUS is as listed earlier. The 
monoclonal protein could be part of a malignant disease, a 
deposition disease, or a humoral-mediated disease (see later).

Management and Prognosis
Once the diagnosis is of MGUS is established, follow-up in 3 to 
6 months is important to exclude the possibility that the patient 
was on his or her initial trajectory toward a malignant disor-
der. Once again, an extensive review of systems and the same 
blood work done at diagnosis minus the immunoelectrophore-
sis and the bone marrow should be performed. If the results are 
stable, follow-up can be based on the MGUS risk assessment.3 
Patients are assigned a point for each of the following factors: 
immunoglobulin M (IgM) or IgA isotype; abnormal FLC ratio;  
and M protein greater than 1.5 g/dL. A score of zero is deemed 
low-risk MGUS, and these patients have a 0.5%/year risk of 
progression to MM or related disorders. A score of 1 is low-
intermediate risk, and these patients have a 1% per year risk for 
progression; 2 is intermediate risk with a 1.5% per year risk for 
progression; and a score of 3 is high-risk MGUS with a risk of 
2% per year for progression. Overall risk is considerably lower 
if one accounts for competing risk of death in this generally 
elderly population. Other risk factors for progression include 
suppression of uninvolved immunoglobulins, higher bone mar-
row plasmacytosis, and increased percent aberrant phenotype 
plasma cells in the marrow.

After stability has been demonstrated, it is quite reasonable 
to do no additional follow-up in the low-risk MGUS popula-
tion and annual follow-up for the remaining groups and/or  
additional special follow-up if there are symptoms worrisome for  
progression.

TABLE 79.1 Definition of Plasma Cell Dyscrasia

M Protein BM Clonal Cells Other

MGUS (all required)
Non-IgM (IgA, IgG, IgD, or IgE) Serum <3 g/dL PC <10%a No CRAB attributable
IgM Serum <3 g/dL LP <10% No CRAB attributable
Light chain Abn FLC ratio due to elevation of one of the FLCs.

No heavy chain
Urine M protein <0.5/24 h

PC <10% No anemia, hyperviscosity, adenopathy, 
organomegaly attributable

SMM (either M protein or BM 
criteria met)

Serum (IgA, IgG, IgD, or IgE) ≥3 g/dL or
urine M protein ≥ 0.5/24 h

PC 10%–60% No CRAB attributable

SWM (all criteria required) Serum (IgM) ≥3 g/dL or urine M protein ≥ 
0.5/24 h

LP ≥10%b No anemia, hyperviscosity, adenopathy, 
organomegaly attributable

Multiple myelomac (any criteria 
met)

Serum (IgA, IgG, IgD, or IgE) ≥3 g/dL
Urine M protein ≥ 0.5/24 h

PC ≥10%d CRAB attributable, >1 focal lesion on 
MRI, FLC ratio ≥100 with involved 
FLC also ≥100, or BMPC ≥60%

Waldenström macroglobulinemia  
(all required)

Serum IgM protein LP ≥10%b Anemia, hyperviscosity, adenopathy, or 
organomegaly attributable

Solitary plasmacytoma Any No clonal BM PC Biopsy proven solitary lesion of bone or 
soft tissue with clonal PC

Normal skeletal survey and MRI (or CT) 
of spine and pelvis (except for the 
primary solitary lesion)

No CRAB attributable

Solitary plasmacytoma with 
minimal  
marrow involvement

Any PC <10%

aBone marrow can be deferred in patients with low-risk MGUS.
bPhenotype (e.g., surface IgM+, CD5+/−, CD10−, CD19+, CD20+, CD23−) that satisfactorily excludes other lymphoproliferative disorders including chronic lymphocytic leukemia and 
mantle cell lymphoma.
cPlasma cell leukemia diagnosis is made if more than 20% plasma cells in periphery and a circulating absolute plasma cell count of 2 × 109/L.
dFew plasma cells may be present if biopsy proven bony or extramedullary plasmacytoma.
BM, Bone marrow; CRAB, hypercalcemia, renal dysfunction, anemia, bone lesions; CT, computed tomography; FLC, free light chain; Ig, immunoglobulin; LP, lymphoplasmacytic 
infiltrate; MGUS, monoclonal gammopathy of undetermined significance; MRI, magnetic resonance imaging; PC, plasma cells; SMM, smoldering multiple myeloma;  
SWM, smoldering Waldenström macroglobulinemia.
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SMOLDERING MULTIPLE MYELOMA
As shown in Table 79.1, smoldering multiple myeloma (SMM) is 
another asymptomatic condition. Patients who clinically look like 
MGUS, but who have either an M protein or plasmacytosis beyond 
what is allowable for MGUS, are designated SMM. These patients 
have a significantly higher rate of progression to MM and related 
disorders. SMM is not a true biologic entity but rather a gray zone 
between MGUS and MM. Genetic studies of bone marrow plasma 
cells from SMM patients and MM patients are indistinguishable.

Epidemiology
SMM accounts for approximately 15% of all cases of newly diag-
nosed myeloma. There are no epidemiologic studies defining 
SMM prevalence.

Clinical Presentation and Diagnosis
Like MGUS, SMM is an incidental finding. Individuals with 
SMM by definition should not have anemia, renal dysfunction, 
hypercalcemia, bone disease, or plasmacytosis more than 60%. 
Evaluation for these patients is similar to that of MGUS patients, 
but bone radiographs—preferably a computed tomography 
(CT) skeletal survey, or magnetic resonance imaging (MRI)—
should also be performed to exclude bone involvement.

Differential Diagnosis
The differential diagnosis is active MM, AL amyloidosis, and the 
other MGCS.

Management and Prognosis
Progression of SMM, based on a study of 276 patients with SMM, 
was 10% per year for the first 5 years, 5% per year for the next  
3 years, and then 1% to 2% per year thereafter.4 This pattern 
of progression in which there is a plateau after 10 years is con-
sistent with the heterogeneous nature of SMM; in the first 10 
years, the subset of patients with early MM declare themselves 
with symptomatic disease, while after 10 years, the remaining 
cohort of patients is identical to MGUS in biology and clinical 
behavior. A subset of patients can remain free of progression for 
several years.5

Risk factors for progression include level of the M protein, 
extent of abnormal FLC ratio, uninvolved immunoglobulin 
suppression, circulating plasma cells evaluated by flow cytom-
etry, extent of aberrant bone marrow plasmacytosis and overall 
bone marrow plasmacytosis, proliferative rate of bone marrow 
plasma cells, and cytogenetic changes. Patients with t(4;14) and 
deletion 17p have the highest risk of progression, and patients 
with no FISH abnormalities are at lowest risk.

Patients with SMM are generally observed with serial follow-
up blood tests and radiographs, the former of which are done 
quarterly and the latter typically every year.

The exception to the aforementioned observation strategy 
should be followed for those patients who are classified as having 
high-risk SMM defined by having two or three of the following 
risk factors: bone marrow plasma cells greater than 20%; M pro-
tein greater than 2 g/dL; and FLC ratio greater than 20.6 Patients 
with high-risk SMM have a median time to MM progression 
of 29 months as compared with patients with none or one risk 
factors, who have a progression to MM of 110 and 68 months, 
respectively. Two randomized trials have demonstrated improved 
progression-free survival (PFS) for the high-risk population when 
treated with lenalidomide or lenalidomide and dexamethasone 

therapy. In addition, therapy trials showed improvement in over-
all survival.7,8 There is controversy as to whether these patients 
be recategorized as active myeloma and treated as such, with on-
going trials underway to address this question.

MULTIPLE MYELOMA
MM is a neoplastic plasma cell dyscrasia (PCD) characterized 
by CRAB: (1) hypercalcemia; (2) renal insufficiency; (3) anemia;  
and (4) bone lesions and/or bone pain (Fig. 79.2). According  
to the World Health Organization (WHO) classification system, 
there is only one category for MM.9

Epidemiology
With the exception of MGUS, MM is the most common PCD, 
with an incidence of approximately 1 per 10,000 per year in the 
United States.10 The 2018 annual estimate in the United States 
for new cases of MM is 30,770 and for deaths is 12,770. The age-
adjusted rates in the United States show an incidence among 
African Americans that is approximately twofold higher than 
Whites and the incidence in men is approximately 1.6-fold that 
of women. The median age at diagnosis is 69 years. Since the turn 
of the century, 5-year survival rates in ethnic groups noted have 
equalized. Epidemiologic risk factors for MM include radiation, 
chronic antigenic stimulation, obesity, and low socioeconomic 
status.

Clinical Presentation and Diagnosis
The diagnosis is made according to criteria shown in Table 79.1, 
and one of the most important distinctions is whether the dis-
order is SMM or active MM requiring treatment. Anemia, bone 
disease, hypercalcemia, and renal dysfunction are the hallmarks 
of MM resulting in a typical clinical presentation of fatigue and/
or bone pain. Due to suppression of uninvolved immunoglobu-
lin production, patients with MM are at higher risk for infec-
tion. In addition, hyperviscosity occurs rarely and may be a 
cause for increased bleeding.

Essential testing at the time of diagnosis includes: SPEP 
and urine protein electrophoresis with isotype monoclonal 
protein using one of the methods discussed previously; com-
plete blood count; calcium; creatinine; serum albumin (found 
on SPEP); lactate dehydrogenase. In addition, a bone marrow 
biopsy with FISH, looking for IgH translocations (t(11;14), 
t(4;14), t(14;16), t(14;20)), evidence of hyperdiploidy (focus-
ing on odd chromosomes), copy number of 1q+, and deletions 
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FIG. 79.2 Lytic Lesions in Multiple Myeloma. (A) Lytic lesions 
in skull. (B) 18Fluorodeoxyglucose positron emission tomogra-
phy/computed tomography demonstrating two avid lytic lesions 
in right rib and vertebra. Yellow arrows refer to lesions.
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(chromosome 13, 17p, 1p).11 Additional testing such as gene 
expression profiling and flow cytometry looking for plasma 
cell phenotype and proliferative rate may also be done.

Two-thirds of myeloma patients have a monoclonal kappa 
clone. Approximately 1% of patients with MM have nonsecretory 
disease and have no detectable circulating or urinary monoclonal 
proteins. The Ig isotype has been reported to be IgG, IgA, IgD, 
and light chain only in 52%, 20%, 2%, and 16% of cases, respec-
tively. No individual bone marrow finding is pathognomonic for a 
malignant plasma cell process other than plasmacytosis of greater 
than 60%; the bone marrow diagnosis of MM relies on percent-
age of clonal bone marrow plasma cells, with 10% accepted as a 
cutoff to move a patient from MGUS to SMM or MM. However, 
a clinical diagnosis of MM can be made with fewer bone marrow 
plasma cells if CRAB or a myeloma-defining event is present.

Differential Diagnosis
The differential diagnosis is SMM, MGUS, AL amyloidosis, 
MGCS, solitary plasmacytoma, POEMS (polyradiculoneuropa-
thy, organomegaly, endocrinopathy, monoclonal plasma cell dis-
order, and skin changes) syndrome, plasma cell leukemia (PCL), 
and diseases that can cause reactive plasmacytosis with resultant 
polyclonal hypergammaglobulinemia (e.g., chronic infection and 
autoimmune diseases). Because a very small minority of MM 
cases (≤1%) can have an IgM monoclonal protein, it is unusual to 
confuse MM with WM.

Management and Prognosis
The management involves aggressive supportive care and treat-
ments directed at killing the myeloma cells. The complications 
of hypercalcemia and/or renal failure at presentation require 
aggressive treatment using hydration, occasionally with plasma-
pheresis, calcium-lowering agents, and urgent chemotherapy. 
There is an expanding repertoire of therapies for patients with 
myeloma. The two most important considerations are fitness 
(which often correlates with age) and genetic risk. Many will 
consider a pathway that includes autologous stem cell transplant 
(ASCT) in fit patients younger than age 75; alternate, effective 
strategies exist for less fit patients. In general, allogeneic stem 
cell transplant is not considered a standard therapy.

The mainstays of chemotherapy include the following different 
classes of drugs. Proteasome inhibitors include bortezomib, carfil-
zomib, and ixazomib. Immune modulators include thalidomide, 
lenalidomide, and pomalidomide. Alkylators include melphalan 
and cyclophosphamide. Corticosteroids include dexamethasone, 
prednisone, and methylprednisolone. Monoclonal antibodies 
include daratumumab, elotuzumab, and isatuximab. The most 
commonly used induction (first-line therapy) involves a combina-
tion of an immune modulator, a proteasome inhibitor, and a cor-
ticosteroid (e.g., bortezomib, lenalidomide, and dexamethasone). 
This highly effective regimen can be continued for approximately  
4 months in those patients headed for ASCT as part of their first-
line treatment and for approximately 6 months in those patients 
who are not ASCT candidates. In this latter group, maintenance 
with the single agent lenalidomide (or sometimes with dexameth-
asone) is continued for a minimum of 2 years but often indefinitely. 
For those patients intended for early transplant, their stem cells 
are collected before receiving myeloablative melphalan, followed 
by infusion of their stem cells. Maintenance with lenalidomide 
is then started around day 100 and continued for a minimum of  
2 years to indefinitely.12 With these strategies, the vast majority—
upwards of 75%—of patients achieve a very good partial response 

or better. Durations of response vary depending on risk, but with 
these strategies, median PFS is 3 years in the non-ASCT group 
and more than 4 years in the ASCT group. Alternate induction 
regimens gaining popularity include combinations of an immune 
modulator drug, daratumumab, and a corticosteroid.

Relapsing patients have a number of therapeutic options 
including combinations of the drugs already mentioned, as well 
as innovative clinical trial strategies including check-point inhibi-
tors, antibody-drug conjugates, chimeric antigen receptor T-cell 
(CAR-T) therapies and bi-specific T-cell engagers (BITE). Most 
commonly targeted antigens include B-cell maturation antigen 
(BCMA) and CD38.13 The drug venetoclax, which blocks the 
antiapoptotic B-cell lymphoma-2 (BCL-2) protein, has shown 
efficacy in myeloma patients with the t(11;14) as a single agent 
but also in combination with bortezomib. This drug is US Food 
and Drug Administration (FDA) approved for other hematologic 
malignancies. The check-point inhibitor strategy had initially 
looked promising in conjunction with immune modulator drugs 
at the level of response, but randomized trials showed higher 
mortality using check-point inhibitors, stalling these initiatives. 
GSK2857916 (belantamab mafodotin), an antibody-drug conju-
gate against BCMA studied in multiply refractory myeloma, has 
yielded 60% response rates with a PFS of nearly 8 months. The 
most common adverse events were thrombocytopenia and cor-
neal events. There are multiple CAR-T therapies in clinical tri-
als. The products with the most experience in the United States 
include the bb2121 CAR-T (idecaptagene cicleucel), which tar-
gets BCMA.

There are many prognostic factors recognized in myeloma, but 
the most universally used are based on the International Staging 
System (ISS) and the Revised ISS (R-ISS).11 The ISS is a simple 
system that incorporates the baseline serum albumin and beta-2 
microglobulin. In 2015 FISH (t(4;14), t(14;16), or deletion 17p) 
and serum lactate dehydrogenase (LDH) was added to the ISS to 
further stage patients.

PLASMA CELL LEUKEMIA
PCL is a rare form of PCD. By definition, there are more than 
20% plasma cells in the peripheral blood with an absolute 
plasma cell count of more than 2 × 109/L. Some authors accept 
the diagnosis with only one of these criteria. Less rigorous cut-
offs have been considered to establish the diagnosis of PCL. The 
presentation may be primary, de novo, or secondary, evolving 
from an existing case of myeloma as part of the terminal phase 
of the disease. The morphology and immunophenotype of the 
plasma cells in PCL are indistinguishable from that of myeloma, 
but CD56 is more frequently found to be expressed on myeloma 
cells and CD20 on PCL cells.

Epidemiology
Between 2% and 4% of malignant PCD cases are PCL, and 60% 
to 70% of these cases are primary. The incidence of PCL in a 
Danish registry was 1.2 cases per million persons.14

Clinical Presentation and Diagnosis
As compared with patients with myeloma, primary PCL patients 
tend to be younger and sicker and have higher rates of light chain–
only disease, high LDH, 17p deletion, and extramedullary disease.

The diagnostic work-up is similar to that of myeloma, but a 
positron emission tomography (PET)/CT may be warranted to 
enable better assessment for extramedullary disease.
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be done akin to the evaluation performed for patients with MM, 
but PET/CT or whole-body MRI is required to exclude addi-
tional disease. Careful evaluation of the random bone marrow 
biopsy for clonal disease is also required.

Differential Diagnosis
The SPB differential diagnosis includes MM and POEMS syn-
drome. For SEP, reactive plasmacytosis, plasma cell granuloma, 
and immunoblastic lymphoma should be excluded. Some cases 
of SEP may represent marginal zone B-cell lymphoma that has 
undergone plasmacytic differentiation.

Management and Prognosis
These are potentially curable diseases. For SPB the most com-
monly used therapy is radiation, 40 to 50 Gy. Surgery should 
be reserved for patients with mechanical instability. For SEP, 
treatment options include surgery or radiation, whereas adju-
vant chemotherapy is not recommended.16 Many risk factors for 
progression have been identified, including size of the lesion, 
a nonvertebral presentation, abnormal FLC ratio, nonsecretory 
disease, and depression of immunoglobulins at presentation. 
Local progression is rare (<10%), and the risk for progression to 
myeloma appears to be less common for patients with SEP than 
SPB, with 10% progressing to myeloma within 3 years.

IMMUNOGLOBULIN LIGHT-CHAIN AMYLOIDOSIS
AL amyloidosis (formerly called primary amyloidosis) is a 
complex plasma cell disorder that impacts patients through 
immunoglobulin deposition in vital organs in the form of amy-
loid fibrils. These 8- to 10-nm fibrils have a beta pleated sheet 
structure and are highly insoluble.17 Some immunoglobulin 
light chains are more prone to form amyloid, including the light 
chains from IGVL-6 gene; light-chain glycosylation may also 
be a risk factor for amyloid formation. Currently it is unknown 
why AL amyloid is formed.

There are two types of AL amyloidosis: a localized form and 
a systemic form. The former refers to the condition with little to 
no circulating clonal immunoglobulin and the amyloid depos-
its occur at the site of the cells producing the clonal protein. In 
systemic AL, there is circulating clonal immunoglobulin—most 
often in the form of an FLC—and the amyloid deposition is dis-
tant from the immunoglobulin-producing cells that reside in 
the bone marrow.

Epidemiology
There are limited data on the epidemiology of AL amyloido-
sis. The rates of the disease rise with increasing age, with the 
reported median in the 70 s. There is a male predominance 
ranging from 54% to 70%, and there are no identified risk fac-
tors for AL amyloidosis other than a preexisting monoclonal 
gammopathy. The incidence of AL has been estimated to be 
approximately 10.8 to 15.2 cases per million.

Clinical Presentation and Diagnosis
Systemic AL amyloidosis is an insidious disease that often goes 
undiagnosed for a year or longer. Approximately 70% have 
cardiac and/or renal involvement, and 15% have liver and/or  
15% nerve involvement. Patients will have symptoms refer-
able to these organ systems, including dyspnea, fluid retention, 
light-headedness, dysesthesias, and fatigue. Other symptoms 
may include periorbital purpura and jaw claudication (due to 

Differential Diagnosis
Myeloma or severe infection is in the differential diagnosis. 
Because high levels of circulating polyclonal plasma cells can be 
seen in severe infections and serum sickness, establishing clon-
ality of the plasma cells is important.

Management and Prognosis
The prognosis of primary PCL is worse than that of MM. In 
contrast, the survival of patients with secondary PCL is uni-
versally dismal. The most optimistic median survival rates are 
approximately 3 years, but those are in patients who lived long 
enough to make it to stem cell transplantation. Most other stud-
ies/reports estimate median survival of 1.5 to 2 years for patients 
with primary PCL. There is no clear guidance on what the most 
effective therapies are, but immune modulator drug (IMiD)-
proteasome inhibitor (PI) combinations have yielded good 
response rates, as have complex multidrug regimens including 
conventional chemotherapy. Consolidation with ASCT should 
be done if feasible, and all patients should have maintenance 
therapy. So far, there are no data to support allogeneic stem cell 
transplant over ASCT in PCL. There is an anecdotal report of 
a patient with relapsed primary t(11;14)-PCL who was treated 
with venetoclax monotherapy and who enjoyed remission for 
more than 9 months.15

PLASMACYTOMA
Solitary plasmacytomas come in two varieties: (1) bone (SPB) 
and (2) extramedullary spaces (SEP).16 In the old literature 
there was an overcall of SPB because immunohistochem-
istry of the bone marrow was not always done and imaging 
was primitive by current standards. Many of these older cases 
diagnosed as SPB were early myeloma with either low levels of 
MM in the marrow or multiple other bone lesions that were 
below the level of detection using imaging of the period. This 
yielded a falsely high rate of progression for true plasmacy-
toma of bone. Definitions were also not standardized in that 
some reports allowed for a patient to be diagnosed with SPB 
even if they had documented clonal plasma cells found on a 
random bone marrow biopsy. The International Myeloma 
Working Group developed more restricted diagnostic criteria 
and allowed for a new category called plasmacytoma of bone 
with minimal marrow involvement (see Table 79.1). In con-
trast, cases of SEP have increased over the decades, with better 
imaging and biopsy techniques, but this diagnosis still remains 
a rare entity.

Epidemiology
Good epidemiologic studies are lacking, but SPB and SEP 
account for approximately 2% to 5% of malignant PCD treated 
at large referral centers.

Clinical Presentation and Diagnosis
Criteria for diagnoses are shown in Table 79.1. For SPB, there is 
a male predominance and the median age of patients is 55 years. 
The axial skeleton is more often affected, and pain is the usual 
presentation. SPB can sometimes be associated with POEMS 
syndrome (see later). The presenting symptoms of SPE align 
with the location of the mass, with approximately 80% involving 
the oronasopharynx and paranasal sinuses, while other sites of 
involvement include the gastrointestinal tract, lung, liver, lymph 
nodes, skin, and central nervous system. Careful staging should 
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microvascular disease), macroglossia, vocal hoarseness, diar-
rhea, constipation, early satiety, hematochezia, weight loss, and 
carpal tunnel syndrome.

In contrast, localized AL amyloidosis occurs in one of the 
following systems: the respiratory tract, the genitourinary tract, 
the skin, the gastrointestinal tract, or the lymphatics. Symptoms 
are associated with the involved organ systems.

The diagnosis of AL amyloidosis is a tissue diagnosis. Biopsy 
of the affected organ in localized AL amyloidosis is required to 
make that diagnosis, but for systemic AL amyloidosis, surrogate 
tissues can provide a diagnosis in the right clinical situation. The 
fat aspirate is positive for AL amyloidosis in approximately 85% 
of cases demonstrating Congo red positivity and apple green 
birefringence on polarized light (Fig. 79.3). The application of 
mass spectrometry typing showing either kappa or lambda light 
chains is sufficient to make the diagnosis of systemic AL amyloi-
dosis. In such a patient, the presence of an enlarged, stiff heart 
is presumed to be associated with AL amyloid deposition in the 
tissue without the need for an endomyocardial biopsy.

Differential Diagnosis
The differential diagnosis for AL amyloidosis is MGUS, SMM, 
MM, light-chain deposition disease, and other types of amyloi-
dosis. Not all amyloid is AL amyloidosis, with more than 30 pro-
teins having been found to cause disease in humans. Once amy-
loidosis is identified on a biopsy, the causative protein must be 
typed to distinguish the type of amyloid present. A tissue mass 
spectrometry approach is preferable, but in some instances 
other techniques can be used. The importance of typing cannot 
be overemphasized, because the therapeutic strategy is different 
for patients with AL amyloidosis compared with other acquired 
or inherited forms of amyloidosis.

Management and Prognosis
Patients are staged using simple blood tests: troponin, NT-
proBNP, and immunoglobulin FLCs. The Mayo 2012 staging  
system assigns those patients with none of these markers  

elevated Stage I, with one elevated Stage II, with two elevated 
Stage III, and all three elevated Stage IV. Patients with Stage IV 
disease have very poor overall survival, whereas patients with 
Stage I disease have median survival of more than 6 years.

The mainstay of therapy for patients with AL amyloidosis 
is plasma cell–directed chemotherapy. The same drugs used to 
treat myeloma are used to treat AL amyloidosis, although often 
at slightly different doses and schedules. Patients with AL amy-
loidosis have more side effects due to their compromised organs. 
The flip side is that, because approximately half of patients with 
AL amyloidosis have such a low plasma cell burden, they often 
respond faster and more completely than myeloma patients and 
also have a longer time to progression. Daratumumab, a thera-
peutic monoclonal antibody directed against CD38, is espe-
cially active in patients with AL amyloidosis,18 and anecdotal 
evidence shows great promise for venetoclax,19 a BCl-2 inhibi-
tor, in the 50% of AL patients whose plasma cells harbor the 
t(11:14) translocation. However, for patients with AL amyloi-
dosis, therapy is a race against time because these patients can 
die if their disease is too advanced at diagnosis, due to organ 
dysfunction (most commonly cardiac) before (and even after) 
they achieve an effective hematologic response.

To date, there are no proven therapies that are effective in 
increasing removal of amyloid from tissues. Neod-001, a thera-
peutic antibody, was thought to be promising, but its develop-
ment was terminated when a phase III trial did not demonstrate 
efficacy. There is one antiamyloid antibody, Cael-01, that is cur-
rently being tested in clinical trials. The antibiotic doxycycline 
disrupts amyloid fibrils in vitro, and there are some clinical data 
that suggest it may reduce mortality.

WALDENSTRÖM MACROGLOBULINEMIA 
AND SMOLDERING WALDENSTRÖM  
MACROGLOBULINEMIA
WM is a rare hematologic malignancy characterized by accu-
mulation of malignant IgM-secreting lymphoplasmacytic lym-
phoma cells in the bone marrow and lymph nodes.20 MYD88 
L256P is the somatic point mutation that is found in more than 
90% of patients with WM. Those patients without the mutation 
appear to be at higher risk of transformation to diffuse large 
B-cell lymphoma. Approximately 30% to 40% of patients have 
mutations in CXCR4, and these patients typically have higher 
serum IgM levels and lower rates of lymphadenopathy and hep-
atosplenomegaly. The clonal lymphoplasmacytic cells express 
CD19, CD20, CD22, and CD79a (lymphoid population) and 
CD38 on the plasmacytic population.

Epidemiology
The age-adjusted incidence for males and females is approxi-
mate 0.9 and 0.3 per 100,000 person-years, respectively.21 
The median age at presentation is 69 years. It is more common  
in Whites than African Americans, and there is a familial pre-
disposition.

Clinical Presentation and Diagnosis
Most symptomatic patients present with anemia and fatigue 
and less often with symptoms and signs of hyperviscosity. 
A large proportion of patients are diagnosed when they are 
asymptomatic, and these patients are referred to as smolder-
ing WM.

FIG. 79.3 Congo Red Stain of a Bone Marrow. Positive Congo 
red stain (1000×) under polarized light demonstrating apple 
green birefringence.
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Differential Diagnosis
The differential diagnosis is smoldering WM, IgM MGUS, AL 
amyloidosis, cryoglobulinemia, Schnitzler syndrome, other lym-
phomas, and IgM myeloma.

Management and Prognosis
The International Prognostic Staging System for WM includes 
age plus serum albumin, lactate dehydrogenase, and beta-2 
microglobulin levels. The median diseases specific survival is 
approximately 10 years. The size of the M protein spike and the 
degree of anemia are also prognostic.

For patients who are symptomatic (e.g., bulky disease or the 
presence of cytopenias), either bendamustine and rituximab or 
ibrutinib with or without rituximab are the mainstays of first-
line therapy. If the patient has symptomatic hyperviscosity, plas-
mapheresis is indicated followed by the therapy noted earlier. 
For the elderly or less symptomatic patients, single-agent ritux-
imab with or without an alkylator can be tried, but more often 
these patients are given bendamustine and rituximab as well. In 
contrast, patients with smoldering WM are observed.

MONOCLONAL GAMMOPATHY OF CLINICAL 
SIGNIFICANCE
MGCS was coined after the expression monoclonal gammopathy 
of renal significance (MGRS, see later).22,23 It became increasingly 
apparent that a diagnosis was required for a patient with a small 
B-cell clone and low-level monoclonal protein who was present-
ing with serious and even life-threatening disease. Under these 
circumstances, diagnosing these patients with MGUS was inap-
propriate. In addition, some of these patients satisfied the defini-
tion for SMM or smoldering WM but did not require treatment 
directed at their clone because they did not have the classic end-
organ damage that defines active MM or WM. Although nearly 
half of AL amyloidosis cases could be called MGCS, the expert 
community decided that AL amyloidosis is discrete and complex 
enough to stand on its own as a separate diagnosis. The MGCS 
can be broken down into different systems that are affected, the 
most common of which are kidney, nerve, and skin (Table 79.2). 
There is overlap because some of these rare disorders can have a 
more systemic, multiorgan presentation and/or course.

Monoclonal Gammopathy of Renal Significance
This was the first consensus of monoclonal gammopathies of 
clinical significance. There have been multiple iterations since the 
first publication by Leung et al. in 2012.24 Fig. 79.4 demonstrates 
the spectrum of diagnoses based on location and type of deposits. 
All of these diagnoses are made by the renal pathologist.

With the exception of C3 glomerulopathy with monoclo-
nal gammopathy and thrombotic microangiopathy, all other 
MGRS are broken into either “nonorganized” or “organized” 
monoclonal immunoglobulin deposits. The nonorganized 
includes two disease entities: monoclonal immunoglobulin 
deposition disease (see later), and proliferative glomerulo-
nephritis with monoclonal immunoglobulin deposits (PGN-
MID). In contrast, the organized deposits can be further 
broken down into fibrillar deposits, which include AL amy-
loidosis (previously discussed) and monoclonal fibrillary 
glomerulonephritis (GN); and microtubular, which includes 
immunotactoid GN and cryoglobulinemia GN. Finally, there 
is the subcategory of inclusions or crystalline deposits, which 
includes light-chain proximal tubulopathy, crystal storing his-
tiocytosis, and cryocrystalglobulin GN.

This classification allows for a uniform vocabulary among 
nephrologists, renal pathologists, and hematologists such that 
diagnostic algorithms can be constructed, and natural history and 
therapeutic interventions can be analyzed. As an example, care-
ful study has clarified that patients with MGCS-associated fibril-
lary GN, immunotactoid GN, and PGNMID, who receive renal 
allografts, commonly have disease recurrence in the allograft. This 
is less commonly seen in patients with AL amyloidosis. Which 
diseases best respond to which plasma cell–directed therapies 
remains a work in progress. The most data exist on light-chain 
deposition disease, so that topic is described next. Cryoglobuline-
mia is discussed under dermatologic MGCS. An extensive review 
of MGRS was published by Leung and colleagues.24

Light-Chain Deposition Disease
Light-chain deposition disease shares similarities with AL amyloi-
dosis in that both are immunoglobulin deposition diseases. Both 
can rarely involve immunoglobulin heavy chains as well. Light-
chain deposition disease is less common than AL amyloidosis, is 
more often due to a kappa-restricted light chain (IGKV4), and 
presents with impaired creatinine clearance. This disease primarily  

TABLE 79.2 Summary of Disease Characteristics of Selected Monoclonal Gammopathies of 
Clinical Significance

Peripheral 
Nerves Kidneya Skin Heart Liver

Lymph  
Nodes Gastrointestinal Eyes Lungs

Systemic AL amyloidosisb + ++ ++ ++ + + + +b +
Light-chain deposition disease 0–+ +++ 0–+ + + 0 0–+ 0 0
POEMS syndrome +++ + ++ 0–+ ++ ++ + ++ ++
DADS-M PN +++ 0 0 0 0 0 0 0 0
Cryoglobulinemia +–++ + +++ 0 ++ + 0 + 0
Scleromyxedema + 0 +++ + − − ++ − +
Necrobiotica xanthogranuloma 0 − to + +++ 0–+ − − 0–+ +, ++c 0–+
Schnitzler syndrome 0 0 +++ 0 + ++ 0 0 0
TEMPI syndrome 0 +++ +++ 0 0 0 0 0 +++
Clarkson disease 0 ++ 0 + 0 0 0 0 ++

aMGRS diagnoses are not included in this table, since all by definition are renal diseases.
bNot officially deemed a MGCS.
cPeriorbital tissues only.
0, ~0%; +, 1%–39%; ++, 40%–99%; +++, ~100%.
AL, Immunoglobulin light chain; DADS-M PN, distal, acquired demyelinating, symmetric, neuropathy with M protein; MGRS, monoclonal gammopathy of renal significance;  
MGCS, monoclonal gammopathy of clinical significance; POEMS, polyradiculoneuropathy, organomegaly, endocrinopathy, monoclonal plasma cell disorder, and skin changes; 
TEMPI, telangiectasias; elevated erythropoietin and erythrocytosis; monoclonal gammopathy; perinephric fluid collections; and intrapulmonary shunting.
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FIG. 79.4 Monoclonal Gammopathy of Renal Significance. Monoclonal gammopathy of renal significance (MGRS)-associated 
lesions can involve one or more renal compartments. In immunotactoid glomerulonephritis, C3 glomerulopathy, and proliferative glo-
merulonephritis with monoclonal immunoglobulin deposits (PGNMIDs), MGRS-associated lesions involve only the glomeruli, whereas 
in light-chain proximal tubulopathy (LCPT), MGRS-associated lesions involve only the proximal tubules. MGRS-associated lesions in 
cryoglobulinemic glomerulonephritis mainly involve the glomeruli but can occasionally affect blood vessels in the form of intravascular 
cryoglobulin thrombi or endovasculitis. Immunoglobulin (Ig)-related amyloidosis and monoclonal immunoglobulin deposition disease 
(MIDD) usually affect all renal compartments, including glomeruli, vessels, and the tubulointerstitium. MGRS-associated lesions can 
involve one or more renal compartments. In immunotactoid glomerulonephritis, C3 glomerulopathy, and PGNMIDs, MGRS-associated 
lesions involve only the glomeruli, whereas in LCPT, MGRS-associated lesions involve only the proximal tubules. MGRS-associated 
lesions in cryoglobulinemic glomerulonephritis mainly involve the glomeruli but can occasionally affect blood vessels in the form of 
intravascular cryoglobulin thrombi or endovasculitis. Immunoglobulin-related amyloidosis and MIDD usually affect all renal compart-
ments, including glomeruli, vessels, and the tubulointerstitium. GBM, Glomerular basement membrane. (Redrawn with permission 
from Leung, N., Bridoux F, Batuman V, et al. The evaluation of monoclonal gammopathy of renal significance: a consensus report of the 
International Kidney and Monoclonal Gammopathy Research Group. Nat Rev Nephrol. 2019;15[1]:45–59.)

affects the kidneys but can occasionally affect other organs.  
As in the case of AL amyloidosis, glycosylation may be a risk fac-
tor for the disease.25 Also like AL amyloidosis, the median plas-
macytosis in the bone marrow is approximately 10%, making half 

with myeloma and the other half with a bone marrow that would 
appear to be MGUS (now classified as MGRS).

On immunofluorescence of the kidney biopsy, linear depos-
its of the involved monoclonal immunoglobulin are seen along 
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tubular and glomerular basement membranes. On electron 
microscopy, these deposits have a granular appearance.

Treatment is similar to that of patients with AL amyloidosis, 
and prognosis tends to be better because it is extraordinarily 
unusual for patients with light-chain deposition disease to have 
cardiac involvement, which is the major determinant of poor 
outcomes in patients with AL amyloidosis.

Monoclonal Gammopathy of Neurologic Significance
The three most common monoclonal gammopathies that have 
neurologic significance are POEMS syndrome, cryoglobuli-
nemia, and AL amyloidosis (see Table 79.2). The neuropathy 
associated with cryoglobulinemia and AL amyloidosis is not 
discussed here because these diseases are covered in other sec-
tions, but suffice it to say that the former is more often an axonal 
neuropathy due to vasculitis and the latter a small-fiber neu-
ropathy, which can eventually become axonal. Distal, acquired 
demyelinating, symmetric neuropathy with M protein (DADS-
M), previously known as MGUS-associated neuropathy, is an 
entity that probably has significance only among patients with 
IgM monoclonal proteins. Scleromyxedema can sometimes 
cause neuropathy. Finally, there is a condition called sporadic 
late-onset nemaline myopathy, which is not a neuropathy but 
causes severe motor issues as will be discussed.

POEMS Syndrome
POEMS syndrome is the acronym for polyradiculoneuropathy, 
organomegaly, endocrinopathy, monoclonal plasma cell disorder, 
and skin changes.26 It is a rare condition with a prevalence of 3 
per million people in Japan. Median age at presentation is in the 
50s, and there are slightly more men than woman affected. Symp-
toms and signs refer to the acronym as well as features covered 
by the other acronym associated with this syndrome, PEST (pap-
illedema, extravascular volume overload, sclerotic bone lesions, 
thrombocytosis, and erythrocytosis). Other findings not covered 
by either of the acronyms are elevated vascular endothelial growth 
factor, pulmonary hypertension, reduced diffusion capacity of 
lungs for carbon monoxide (DLCO), and arterial and venous 
thromboembolism. The dominant symptom in this disease is a 
progressive length-dependent ascending sensorimotor periph-
eral neuropathy. Diagnostic criteria are shown in Table 79.3.

The most significant risk factors in this disease are age, 
pleural effusion, reduced estimated glomerular filtration rate 
(eGFR), and pulmonary hypertension. Coexisting Castleman 
disease also is an adverse risk factor as is lack of complete hema-
tologic response. ASCT is a favored therapy, but lenalidomide 
and dexamethasone are also active. Data are emerging with 
proteasome inhibitors and daratumumab. Overall survival in 
patients with POEMS syndrome is excellent with plasma cell–
directed therapy, with estimated 10-year survivorship at 79%.

Distal, Acquired Demyelinating, Symmetric Neuropathy 
With M Protein
The IgM monoclonal gammopathy accounts for approximately 
60% of neuropathies associated with monoclonal gammopa-
thy.27 Pathologic studies in WM and IgM DADS-M have iden-
tified demyelination and widened myelin lamellae with IgM 
deposits detected in the widened lamellae of myelin fibers and 
myelin debris contained in Schwann cells and macrophages. 
These M proteins may bind to myelin-associated glycoprotein 
(MAG) or other gangliosides. However, anti-MAG antibodies 
are not specific for peripheral neuropathy, and reduction in 

anti-MAG antibody titers with rituximab or other anti-CD20 
antibodies has not correlated with clinical improvement.

Patients are more often male and in their 50s to 80s. They 
present with a distal, demyelinating symmetric neuropathy, with 
sensory ataxia the most common finding. The diagnosis is one of 
exclusion. Even in the presence of a monoclonal gammopathy, 
other explanations including inherited neuropathies, diabetes, 
alcoholism, and drugs should be ruled out, as should POEMS 
syndrome and AL amyloidosis. Anti-MAG antibodies can be 
ordered, but as mentioned, these are not specific. Treatments 
include intravenous immunoglobulin (IVIG) and rituximab.

Sporadic Late-Onset Nemaline Myopathy
Sporadic late-onset nemaline myopathy (SLONM) is a rare 
muscle disease that can be associated with a monoclonal pro-
tein or human immunodeficiency virus (HIV) infection. On 
biopsy, muscle fibers accumulate nemaline rods, with no associ-
ated inflammation. Patients present with predominantly proxi-
mal or axial muscle weakness, including respiratory muscle 
weakness.28 Treatment strategies include IVIG and plasma cell–
directed therapies, including ASCT.

Monoclonal Gammopathy of Dermatologic Significance
These conditions include Schnitzler syndrome, scleromyxedema, 
necrobiotic xanthogranuloma (NXG), TEMPI (telangiectasias; 
elevated erythropoietin and erythrocytosis; monoclonal gam-
mopathy; perinephric fluid collections; and intrapulmonary 
shunting) syndrome, cryoglobulinemia, capillary leak syndrome, 
and POEMS syndrome (Table 79.4). This last entity is described 

TABLE 79.3 Criteria for the Diagnosis 
of POEMS Syndromea

Mandatory 
major criteria

 1. Polyneuropathy (typically demyelinating)
 2. Monoclonal plasma cell-proliferative disorder

(almost always lambda)

Other major 
criteria

(one required)

 3. Castleman diseasea

 4. Sclerotic bone lesions
 5. Vascular endothelial growth factor elevation

Minor criteria  6. Organomegaly (splenomegaly, hepatomegaly, or
lymphadenopathy)

 7. Extravascular volume overload (edema, pleural
effusion, or ascites)

 8. Endocrinopathy (adrenal, thyroid,b pituitary,
gonadal, parathyroid, pancreaticb)

 9. Skin changes (hyperpigmentation, hypertri-
chosis, glomeruloid hemangiomata, plethora,
acrocyanosis, flushing, white nails)

  10.  Papilledema
  11. Thrombocytosis/polycythemiac

Other symp-
toms and 
signs

Clubbing, weight loss, hyperhidrosis, pulmonary 
hypertension/restrictive lung disease, thrombotic 
diatheses, diarrhea, low vitamin B12 values

aThere is a Castleman disease variant of POEMS syndrome that occurs without 
evidence of a clonal plasma cell disorder that is not accounted for in this table. This 
entity should be considered separately.
bBecause of the high prevalence of diabetes mellitus and thyroid abnormalities, this 
diagnosis alone is not sufficient to meet this minor criterion.
cApproximately 50% of patients will have bone marrow changes that distinguish it 
from a typical monoclonal gammopathy of undetermined significance (MGUS) or 
myeloma bone marrow.36 Anemia and/or thrombocytopenia are distinctively unusual 
in this syndrome unless Castleman disease is present.
The diagnosis of POEMS syndrome is confirmed when both of the mandatory major cri-
teria, one of the three other major criteria, and one of the six minor criteria are present.
POEMS, Polyneuropathy, organomegaly, endocrinopathy, monoclonal plasma cell 
disorder, and skin changes.
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earlier, but these patients have skin findings including hyperpig-
mentation, hypertrichosis, thickening, rubor, and white nails.

Schnitzler Syndrome
Schnitzler syndrome is a condition that is characterized primar-
ily by chronic urticaria and the presence of an IgM monoclonal 
gammopathy. It was described in 1972 by the French derma-
tologist Liliane Schnitzler and is currently classified as an auto-
inflammatory disorder. Interleukin (IL)-1β plays a critical role 
in in the disease, with aberrant NLRP3 inflammasome signal-
ing and cytokine pathway dysregulation having been identi-
fied. Schnitzler syndrome can rarely be associated with an IgG 
monoclonal gammopathy. Other features and diagnostic crite-
ria are shown in Table 79.4.29 Although the presence of a dermal 
neutrophilic infiltrate on skin biopsy became a minor criterion 
with the Strasbourg revision, such a biopsy finding is nonspe-
cific, and its relative importance in the diagnostic criteria has 
been questioned. Therapy with the anti–IL-1 monoclonal anti-
body anikinra and newer anti–IL-1 monoclonal antibodies 
(rilonacept and canakinumab) are effective.

Scleromyxedema
Scleromyxedema affects the skin primarily but can also affect 
other systems. It is characterized by generalized papular and 
sclerodermoid cutaneous eruptions and is typically associated 
with an IgG monoclonal gammopathy. Aside from cutane-
ous involvement, extracutaneous involvement can include the 
nervous system, joints, gastrointestinal system, and heart. The 
infiltrates are composed of mucin. The mechanism associated 
with a PCD and its monoclonal protein–inducing fibroblast pro-
liferation remains unknown but is gradually emerging through 
skin transcriptome analyses and the study of peripheral blood 
immune cells. Transforming growth factor β (TGF-β) is over-
expressed as well as other proteins, including collagen 1a and 

TABLE 79.4 Strasbourg Diagnostic 
Criteria of Schnitzler Syndrome

Obligate Criteria
 1. Chronic urticarial rash and
 2. Monoclonal immunoglobulin M (IgM) or IgG

Minor Criteria
 1. Recurrent fevera

 2. Objective findings of abnormal bone remodeling with or without
bone painb

 3. A neutrophilic dermal infiltrate on skin biopsyc

 4. Leukocytosis and/or elevated C-reactive protein (CRP)d

Definite Diagnosis
If IgM, both obligate criteria AND at least 2 minor criteria
If IgG both obligate criteria AND 3 minor criteria

Probable Diagnosis
If IgM, both obligate criteria AND 1 minor criteria
If IgG, both obligate criteria AND 2 minor criteria

aMust be greater than 38°C, and otherwise unexplained. Occurs usually—but not 
obligatory—together with the skin rash.
bAs assessed by bone scintigraphy, magnetic resonance imaging (MRI), or elevation 
of bone alkaline phosphatase.
cCorresponds usually to the entity described as “neutrophilic urticarial dermatosis”; 
absence of fibrinoid necrosis; and significant dermal edema.
dNeutrophils greater than 10,000/mm3 and/or C-reactive protein (CRP) greater than 
30 mg/L.
From Simon, A., Asli, B., Braun-Falco, M., et al. Schnitzler’s syndrome: diagnosis, 
treatment, and follow-up. Allergy. 2013;68:562–568.

TABLE 79.5 Rongioletti Diagnostic 
Criteria for Scleromyxedema

 1. Generalized papular and sclerodermoid eruption
 2. Evidence of monoclonal gammopathy
 3. Microscopic triad associating dermal mucin deposition, thickened

collagen, and fibroblast proliferation or an interstitial granuloma
 annulare–like pattern

 4. Absence of thyroid disease

From Rongioletti, F., Merlo, G., Carli, C., et al. Histopathologic characteristics of sclero-
myxedema: A study of a series of 34 cases. J Am Acad Dermatol. 2016;74:1194–1199.

several interferon-inducible proteins.30,31 Diagnostic criteria are 
shown in Table 79.5.

The two mainstays of treatment in this disease are IVIG and 
plasma cell–directed therapy. In one study, baseline levels of 
peripheral blood Tc17 cells (CD8+CCRγ+CXCR3+CCR4−) cor-
related with extent of skin involvement and decreased after IVIG 
therapy. RNA analysis of skin tissue before and after treatment 
revealed a decrease in gene expression of TGF-β–induced cyto-
kines and several interferon-inducible proteins.30 The combina-
tion of IVIG, dexamethasone, and either lenalidomide or bort-
ezomib seems to be effective therapy in the majority of patients.31 
IVIG is considered first-line therapy, with plasma cell–directed 
therapy added if no response or more severe disease.

Necrobiotic Xanthogranuloma
NXG is a non-Langerhans cell histiocytosis typically associated 
with monoclonal proteins attributable to PCD or lymphopro-
liferative disorders (LPDs).32 It was first described by Kossard 
and Winkelmann in 1980. The classic presentation is yellow to 
orange papules, plaques, and/or nodules involving the eyelids. 
Cutaneous lesions may also be found on other places of the face, 
the trunk, and the extremities. NXG plaques can occasionally 
be pruritic and also painful, especially if they ulcerate. Extra-
cutaneous involvement includes the eye, heart, gastrointestinal 
tract, liver, and lung but is relatively rare.

On biopsy, palisading granulomas are found with nonclonal 
lymphoplasmacytic infiltrates and zones of necrobiosis. Cho-
lesterol clefts and large bizarre foreign body giant cells are also 
classic. The pathogenesis of the disease is unknown, but it has 
been speculated that there is a monoclonal protein–lipoprotein 
interaction. Diagnostic criteria have been proposed (Table 79.6).  

TABLE 79.6 Proposed Diagnostic Criteria 
for Necrobiotic Xanthogranulomaa

Major Criteria
 1. Cutaneous papules, plaques, and/or nodules, most often yellow or

orange in color
 2. Histopathologic features demonstrating palisading granulomas with

lymphoplasmacytic infiltrate and zones of necrobiosis. Characteristic
features that are variably present include cholesterol clefts and/or
giant cells (Touton or foreign body)

Minor Criteria
 1. Paraproteinemia, most often IgG-κ, plasma-cell dyscrasia, and/or

other associated lymphoproliferative disorder
 2. Periorbital distribution of cutaneous lesions

aBoth major criteria and at least 1 minor criterion are required for diagnosis, appli-
cable only in the absence of foreign body, infection, or other identifiable cause.
From Nelson, C.A., Zhong, C.S., Hashemi, D.A., et al. A Multicenter Cross-Sectional 
Study and Systematic Review of Necrobiotic Xanthogranuloma With Proposed 
Diagnostic Criteria. JAMA Dermatol. 2020;156(3):270–279.
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The leading differential diagnosis is necrobiosis lipoidica, which 
is a necrotizing skin condition that most often occurs in patients 
with diabetes mellitus but can also occur in patients with rheu-
matoid arthritis.

Treatment with IVIG is one of the most promising thera-
pies, but limited success has also been reported with plasma 
cell–directed therapies, intralesional triamcinolone, and  
antimalarials.

Cryoglobulinemia
Cryoglobulinemia is a multisystem disease that can affect 
almost any organ system. It is discussed under dermatologic 
conditions because cutaneous manifestations are almost always 
present (see Table 79.2). A cryoglobulin is an immunoglobu-
lin that precipitates at a low temperature but that can dissolve 
upon warming. The Brouet classification divides cryoglobulins 
into three types: type I, a monoclonal protein; type II, poly-
clonal immunoglobulins that form immune complexes with 
one or more monoclonal immunoglobulins; and type III poly-
clonal immunoglobulins. Type I cryoglobulins are most often 
IgM followed by IgG. Type II cryoglobulins are typically IgM 
with rheumatoid factor activity that binds to the Fc of the IgGs, 
which are themselves bound to antigen—most often hepatitis C 
viral antigens. Type I cryoglobulins arise from PCD or LPDs. 
In contrast, type II and type III cryoglobulins may be related to 
PCDs or LPDs but are more often due to infections, particularly 
hepatitis C, or connective tissue disorders.

Manifestations are quite variable, as is the severity of dis-
ease. This is in part due to the immunoglobulin level and bio-
physical characteristics (see Table 79.2). Type I cryoglobulins 
more often cause occlusive symptoms due to occlusion of cap-
illary lumina, whereas vasculitis is uncommon.33 Low comple-
ment levels and rheumatoid factor are rare. Patients report 
cold-induced skin symptoms, including purpura, livedo, and 
cold urticaria. Ulceration can occur. Fewer than one-third of 
patients will have renal involvement, but as many as 50% may 
have peripheral neuropathy. In contrast, in type II/III cryo-
globulinemia or mixed cryoglobulinemia, small vessel vascu-
litis is the major mechanism driving morbidity. Skin symp-
toms including purpura occur in the vast majority of patients; 
arthralgia is also very common, as is peripheral neuropathy 
followed by renal involvement.

Treatment for cryoglobulinemia is based on the underly-
ing cause. For those driven by PCD or LPD, clone-directed 
therapy is appropriate. For patients with HCV, which com-
prises approximately 70% to 90% of these cases, treating the 
underlying hepatitis is most appropriate. Sustained virologic 
responses can be achieved in greater than 50% of these patients. 
For patients not responding to antiviral therapy, rituximab and 
other immunosuppressants can play an important role in treat-
ing the vasculitis. Plasmapheresis can be used in patients with 
severe end-organ damage and/or refractory disease. Other dis-
ease modifiers including corticosteroids and cyclophosphamide 
can also play a role in therapy. For disease driven by autoimmu-
nity, rituximab and corticosteroids are the best first-line option.

TEMPI Syndrome
TEMPI syndrome is a rare (22 reported cases as of December 
2019) acquired disorder characterized by the features that com-
prise the acronym: telangiectasias; elevated erythropoietin and 
erythrocytosis; monoclonal gammopathy; perinephric fluid 
collections; and intrapulmonary shunting.34 The underlying 

pathophysiology is not understood, but it is clear that plasma 
cell–directed therapy reverses the clinical manifestations.

Patients most often present with telangiectasias involving the 
face and upper body and erythrocytosis (see Table 79.2). Unlike 
the erythrocytosis of polycythemia rubra vera and of POEMS 
syndrome, patients with TEMPI syndrome have a high erythro-
poietin. Patients develop progressive hypoxia, but the underlying 
pulmonary shunting is not evident on high-resolution chest CT 
and is best demonstrated by 99mTc macro-aggregated albumin 
scintigraphy. The perinephric fluid collections have the same 
electrolyte composition as serum. Proposed diagnostic criteria 
are shown in Table 79.7. Unlike POEMS syndrome, there is no 
bias in clonality for lambda-restricted clones and there are no 
features of a myeloproliferative neoplasm.

Plasma cell–directed therapy appears to be useful, specifi-
cally bortezomib, daratumumab, lenalidomide, and high-dose 
melphalan. All of the features can improve upon achievement of 
a complete hematologic response.

Idiopathic Systemic Capillary Leak Syndrome 
(Clarkson Disease)
This devastating disease was described by Dr. Bayard Clarkson 
in 1960. Systemic capillary leak syndrome (SCLS) is character-
ized by capillary leak resulting in sudden-onset shock and ana-
sarca caused by plasma extravasation (up to 70% of total plasma 
volume). The diagnostic triad is composed of the “3 Hs,” hypo-
tension, hemoconcentration, and hypoalbuminemia, which 
occur in the absence of secondary causes. Sixty-eight percent of 
adult cases of SCLS have monoclonal proteins, most commonly 
IgG kappa. There is no clear pathologic role for the monoclonal 
protein in this disorder, other than its presence in the majority 
of cases. A recent review provides the current understanding of 
the disease mechanism(s) associated with the vascular endothe-
lial hyperpermeability in SCLS.35

The differential diagnosis for an acute attack includes sepsis, 
anaphylaxis, and hereditary angioedema. Treatment at the time 

TABLE 79.7 Proposed Diagnostic Criteria 
for TEMPI Syndrome

Major
 1. Telangiectasias
 2. Elevated erythropoietin and erythrocytosis
 3. Monoclonal gammopathy

Minor
 1. Perinephric fluid
 2. Intrapulmonary shunting

Other
 1. Venous thrombosis

ON THE HORIZON
• Innovative diagnostics will emerge that more precisely differentiate

the various forms of monoclonal gammopathies
• Novel immunotherapies are in clinical trials to treat multiple myeloma
• New approaches to therapy should eventually prove to be helpful for

managing AL amyloidosis and the spectrum of the monoclonal gam-
mopathy of clinical significance (MGCS)

• The MGCS represent a group of disorders whose pathogenic mecha-
nisms will be unraveled in the future
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of an acute attack is supportive with fluid resuscitation until the 
flare subsides, which typically occurs over the course of days. 
Empiric prophylaxis with IVIG is recommended based on the 
demonstration of fewer attacks with this therapy.
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Harnessing the immune response to target cancer has been a 
long-standing and elusive goal of cancer researchers. Several 
early advances suggested that such an approach was possible,  
including Coley toxins (heat-killed Serratia directly injected 
into tumors), cytokine therapy (specifically high-dose interleu-
kin-2 in melanoma and renal cell carcinoma), and hematologic 
stem cell transplants (for certain hematologic malignancies). 
Despite these proof-of-concept applications, most cancer pa-
tients lack benefit to any type of immune therapy.

Several discordant threads characterized cancer immunol-
ogy research over past decades. First, the concept of cancer im-
mune surveillance suggested that the immune system was able 
to suppress and eliminate nascent cancers. However, even “true 
believers” in this concept readily admitted that established tu-
mors seemed unimpeded by this immune surveillance. Second, 
a variety of immune suppressive mechanisms were identified 
in tumor cells, ranging from loss of antigen-presentation ma-
chinery (e.g., loss of major-histocompatibility complex [MHC] 
class I) to immunosuppressive subpopulations (e.g., regulatory  
T cells and myeloid derived suppressor cells) to promotion of 
immunosuppressive factors in the tumor microenvironment 
(e.g., hypoxia, indolamine dioxygenase). Overcoming this 
gauntlet of negative regulators was thought to be a daunting 
challenge. Third, repeated disappointing and thoroughly nega-
tive results of numerous tumor vaccine and cytokine studies 
further dampened enthusiasm for immunotherapy approaches.

Still, glimmers of hope remained and convinced a dedi-
cated group of researchers to continue searching for methods 
to harness the immune system to elicit effective antitumor re-
sponses. It remained clear that many, if not all, tumors harbored 
immunologically distinct molecular features from host tissue, 
including somatic mutations, cancer-testis antigens, and differ-
entiation antigens. Furthermore, many tumors were obviously 
infiltrated by immune cells, suggesting that these antigens might 
be driving an immune response. In addition, while most vaccine 
studies were negative, correlative data suggested that patients 
were mounting an immune response, and occasionally clinical 
evidence of antitumor and immune activation occurred, includ-
ing tumor shrinkage and development of vitiligo. Other clinical 
hints remained, including the durable complete responses gen-
erated by high-dose interleukin-2 (IL-2) in 5% to 8% of meta-
static melanoma and renal cell carcinoma patients. Other labor 
intensive, cellular therapy approaches also showed promise, 
with phase II studies of tumor-infiltrating lymphocytes show-
ing response rates as high as 50%. Still, the ability to routinely 
unlock effective antitumor immune responses remains limited.

IMMUNE CHECKPOINTS
T lymphocytes constitute a major portion of adaptive immunity. 
Expression of a unique T-cell receptor (TCR) is a hallmark of 
T cells and represents the mechanism by which they can iden-
tify pathogens and cancerous tissue. During development, each 
T cell obtains a unique TCR—composed of an alpha (α) and 
beta (β) chain arising from two independent genes—through a 
process called TCR V(D)J gene rearrangement (see Chapter 4).  
Positive and negative selection of immature T cells occurs in 
the thymus, ensuring that each uniquely generated TCR com-
bination can recognize an antigen with low affinity, while not 
completely activating against self-antigens. Breaks or failures in 
this process are one of the mechanisms at play in the generation 
of autoimmunity.

Each unique TCR, expressed in a single T-cell clone, can 
bind to a cognate antigen bound to a MHC on the surface of a 
cell. The interaction of a TCR with its MHC-antigen complex 
(present on the antigen-presenting cell; signal 1) together with 
the binding of T-cell CD28 receptor with a co-stimulatory li-
gand (also present on the antigen presenting cell; signal 2) can 
prime T cells and prepare them for functional activation. Fol-
lowing this initial activation, the primed T cell can activate and 
eliminate other MHC-antigen-presenting cells in the absence of 
signal 2 through a variety of cytotoxic mechanisms, or in the 
case of CD4 T helper cells, secrete critical supportive cytokines 
required for effective adaptive immune function (Fig. 80.1).

Potent and sustained inflammation has the potential to hy-
peractivate T cells, expanding T-cell clones with weak affinity 
for self-antigens. As such, development of self-reactivity in the 
form of autoimmunity can be a negative downstream con-
sequence. Thus, several safety mechanisms are programmed 
into the activation of adaptive immunity that aid in limiting or 
thwarting chronic inflammation and sustained T-cell activity, 
called immune checkpoints. Immune checkpoints are often in-
duced by signaling cascades parallel or even identical to those 
potentiating inflammation and cytotoxic activity or are present 
on regulatory cells that are recruited at later stages to a site of 
chronic inflammation. The expression of immune checkpoints 
and their binding to their cognate ligands negatively regulate 
T-cell function.

CTLA-4
CTLA-4 was identified in 1987 by the laboratory of Pierre Gol-
stein and was later found by the same group as having highly 
similar structure to CD28 (responsible for “signal 2”). 
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FIG. 80.1 Necessary components for generating an antitumor response against cancer. IFN γ, Interferon-γ; TCR, T-cell receptor.
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FIG. 80.2 Simplified schematic of mechanism of action of im-
mune-checkpoint inhibitors; anti-CTLA-4 is highlighted on the 
left, anti-PD-1/PD-L1 on the right. MHC, Major histocompatibil-
ity complex; TCR, T-cell receptor.

KEY CONCEPTS
Box A: CTLA-4 Inhibition in Cancer

• Anti-CTLA-4 antibodies are associated with relatively modest activity
in most cancers, although it was the first class of agents to improve
overall survival in melanoma.

• Ipilimumab demonstrated key proof of principle features of immune-
checkpoint inhibitor response, including atypical responses (including
growth before shrinkage), durability, and novel toxicity profiles.

• The role of ipilimumab moving forward is largely as combination
therapy.

However, its function as an immune checkpoint was not 
described until 5 years later by the laboratory of Jeffrey Blue-
stone, who found that a soluble CTLA-4 molecule could inhibit  
T-cell function. Eventually it was understood that CTLA-4 func-
tioned by competing with CD28 for co-stimulation, resulting 
in suppression of priming of new T-cell clones against antigen  
(Fig. 80.2). James Allison later applied this principle to cancer 
biology, demonstrating that inhibition of the CTLA-4 signal 
through anti-CTLA-4 antibodies could potentiate antitumor 
immunity, paving the way for an entire class of therapeutic mol-
ecules in cancer treatment.1

While there was initial skepticism about this approach clini-
cally, eventually a clinical trial of anti-CTLA-4 was initiated. 
Among 14 patients treated prior to 2003 with the agent that  

became ipilimumab (MDX-010), three patients experienced ob-
jective responses. This agent also was associated with a novel 
set of autoimmune toxicities, including colitis, hypophysitis, 
hepatitis, dermatitis, and others, which are discussed in depth 
subsequently. Several phase II studies were conducted as well, 
demonstrating an approximately 10% to 20% response rate in 
advanced melanoma and suggesting that responses were du-
rable in nature.

The responses from these studies set the stage for two ran-
domized phase III studies in patients with advanced or meta-
static melanoma, a cancer-type with no approved therapies that 
had demonstrated improved survival in the metastatic setting. 
The first was a randomized phase III study comparing ipilim-
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umab with a gp100 vaccine and the combination in 676 patients 
who had already received other treatments (chemotherapy or 
high-dose IL-2). Both ipilimumab containing arms improved 
overall survival (OS) compared with chemotherapy (median 
survivals of approximately 10 months vs. 6 months). The second 
was a randomized phase III study comparing ipilimumab (given 
at a higher dose: 10 mg/kg) and dacarbazine (850 mg/m2) ver-
sus dacarbazine alone in patients without prior treatment. The 
combination arm was also associated with improved survival 
(median 11.2 months vs. 9.1 months), although the combina-
tion was also associated with substantially high rates of liver 
toxicity. These studies ultimately led to the approval of ipilim-
umab (at the dose of 3 mg/kg for a maximum of four doses) for 
metastatic melanoma.2 A subsequent study showed that ipilim-
umab 10 mg/kg improved OS compared with 3 mg/kg, albeit at 
the cost of increased toxicities. These data show that both the 
efficacy and toxicity of ipilimumab appears to be dose depen-
dent. Currently, 3 mg/kg is the approved and widely used dose 
of ipilimumab for metastatic melanoma.

Subsequent studies have shown that ipilimumab responses 
are quite distinct from chemotherapy in many cases. Similar 
to the experience with IL-2, many responding patients expe-
rience long-lasting benefit, with responses now lasting more 
than 10 years.3 Distinct from IL-2, often partial responses or 
even stable disease were quite persistent. For patients who re-
spond but later relapse, retreatment with an additional course 
of ipilimumab may be effective. The phenomenon of “pseu-
doprogression” was also identified with ipilimumab. At times, 
the first scan obtained after starting treatment would demon-
strate increased tumor size, and patients would be considered 
as having progressed (Fig. 80.3). However, subsequent scans 
showed tumor shrinkage, and biopsies of these “progressing” 
lesions showed substantial immune cell infiltration. Thus,  

patients occasionally (5% to 10% of the time) experience tu-
mor growth prior to shrinkage when assessed early. Accord-
ingly, obtaining follow-up imaging for patients on ipilimumab 
is deferred until about 12 weeks on therapy to decrease (but 
not eliminate) the chances of observing this phenomenon. 
Novel methods of quantitating responses were generated to 
allow the possibility of pseudoprogression (immune-related 
response criteria; IRRC and immune RECIST).4 Of note, even 
among patients without pseudoprogression, responses were 
usually relatively slow in onset and rarely occurred in patients 
with rapidly progressing disease.

Ipilimumab was also tested in the adjuvant setting in high-
risk stage III melanoma patients who had disease that was re-
sected. Compared with placebo, ipilimumab improved OS (haz-
ard ratio 0.75). However, this setting and dose (10 mg/kg) was 
associated with high rates of severe toxicity (greater than 50% 
events requiring steroids and greater than 1% treatment-related 
deaths). Although this regimen was approved and briefly con-
sidered a standard of care, it has been supplanted by anti-PD-1 
antibody therapy.

Despite the efficacy of ipilimumab in some melanoma patients, 
most (more than 80%) failed to respond. Moreover, relatively lim-
ited activity was observed in other cancers, including negative stud-
ies in lung and prostate cancer, suggesting that other immune tar-
gets would be needed to more fully generate an effective immune 
response. Thus, anti-CTLA-4 as a single agent remains primarily 
useful in demonstrating the potential of immune-checkpoint in-
hibitors to produce durable antitumor responses.

Anti-Programmed Death-1/Programmed Death-L1
The second immune-checkpoint pathway to be discovered was 
that of the programmed death-1 (PD-1)/programmed-death-
ligand-1 interaction. 

A B

FIG. 80.3 Schematic showing pseudoprogression. Baseline scans (not shown) revealed no metastatic disease outside subcutane-
ous metastases in the scalp. 3-month scans (left), showed increased scalp lesion (blue arrow) and enlarged hilar and mediastinal lymph 
nodes (white arrow). Biopsy of both lesions showed inflammation and no tumor cells. These lesions resolved on next imaging (right).
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Patients treated with anti-PD-1 antibodies experienced statis-
tically significant improvements in OS (median of about 24 
months in initial trials), progression-free survival (PFS) (me-
dian 6 to 8 months), and objective-response rates (35% to 45%) 
compared with either ipilimumab or chemotherapy (depend-
ing on several different trials). Subsequent analyses have shown 
a 5-year survival of 44% for patients without prior treatment, 
with a 29% 5-year PFS.6 Largely equivalent efficacy and toxicity 
profiles were observed with both pembrolizumab and nivolum-
ab at various doses and schedules. Both agents are thought to 
have largely dose-independent effects and are now approved at 
a variety of doses and schedules.

Anti-PD-1 agents were also tested as adjuvant therapy in two 
phase III studies of patients with high risk, resected stage III-
IV melanoma. Pembrolizumab, compared with placebo, and 
nivolumab, compared with ipilimumab, were both associated 
with superior relapse-free survival in these patients (hazard ra-
tios 0.57 and 0.65, respectively). These agents are now standards 
of care for patients with high-risk, resected stage III-IV disease, 
and were the first anti-PD-1 agents successfully tested as adju-
vant therapy.7

Anti-Programmed Death-1/Programmed Death-L1 in 
Lung Cancer
As the leading cause of cancer-related mortality, developing im-
proved treatments in non-small-cell lung cancer (NSCLC) as 
well as SCLC have been major priorities. Intriguing responses 
were observed in initial phase I studies of nivolumab (approx-
imately 20%), setting the stage for future studies. As second-
line treatment, nivolumab was associated with improved OS 
compared with docetaxel (median 12.2 vs. 9.4 months in non-
squamous NSCLC) in patients who previously received plati-
num-containing chemotherapy. Subsequently, in the first-line, 
pembrolizumab improved OS compared with chemotherapy 
in patients with NSCLC with PD-L1 expression greater than 
1% (hazard ratio 0.81).8 Nearly all the benefit, however, was in 
the patients with PD-L1 expression greater than 50% (median 
20 months vs. 12 months). Of note, patients harboring epider-
mal growth factor receptor (EGFR) mutations and anaplastic 
lymphoma kinase gene (ALK) translocations were largely ex-
cluded from these trials, as these molecular subsets appear to 
have much lower rates of benefit from anti-PD-1 therapy. Thus, 
appropriate, molecularly-selected patients with NSCLC may re-
ceive chemotherapy-free front-line regimens. Along with che-
mo-immunotherapy combinations, (see Chemotherapy-con-
taining regimens section), pembrolizumab (front-line, PD-L1+) 
and nivolumab (second-line, irrespective of PD-L1 expression) 
are standard care regimens. Importantly, response rates and 
clinical outcomes appear largely similar in squamous vs. non-
squamous NSCLC.

Although stage IV NSCLC is the largest contributor to lung 
cancer mortality, patients with unresectable stage III NSCLC 
also have very poor outcomes, with long-term cure rates of less 
than 15%. One phase III study assessed durvalumab (anti-PD-
L1) compared with placebo following completion of chemo-
therapy and radiation and found prolonged survival (median 
28.3 months vs. 16.2 months, hazard ratio 0.53). Importantly, 
pneumonitis (which can occur with both radiation and anti-
PD-1/PD-L1) occurred in 4.8% of patients (compared with 
2.6% of placebo-treated patients).9 Adjuvant and neoadjuvant 
(e.g., treatment initiated prior to surgery) studies are ongoing 
for earlier stage (I and II) lung cancer.

KEY CONCEPTS
Box B: Anti-PD-1/PD-L1 Monotherapy in Cancer

• Anti-PD-1/PD-L1 antibodies are now approved in 17 different cancers,
producing often durable responses in ~10% to 80% of treated pa-
tients, depending on the cancer.

• The greatest clinical activity is seen in tumors with high rates of so-
matic mutations, T-cell infiltration, and PD-L1 expression, which in-
clude Hodgkin lymphoma, skin cancers, and renal cell carcinoma.

• Many other solid tumors, including urothelial, lung, head and neck,
and hepatocellular carcinomas have response rates in the range of
15%–20%

• Within most individual tumor types, PD-L1 expression on tumor or
infiltrating immune cells correlates with higher response rates and su-
perior clinical outcomes.

The PD-1 gene and gene-product were initially identified 
in the laboratory of Tasuku Honjo. The expression of PD-1 
was found to be induced on T lymphocytes following activa-
tion. Upon binding of its ligand PD-L1, also identified by the 
Honjo and Gordon Freeman laboratories, negative signals are 
transmitted to the T cell, forcing it into a state of temporary, and 
eventually terminal, exhaustion (see Fig. 80.2). In in vitro and in 
vivo preclinical models, blockade of this axis using either PD-1 
or PD-L1 blocking antibodies demonstrated therapeutic poten-
tial for modulating T-cell responses.5

Importantly, although PD-L1 may be expressed by numer-
ous tumor types in the setting of inflammation and interferon 
production, as well as in mediated tolerogenic states (e.g., by the 
placenta during pregnancy), it is particularly highly expressed 
in the tumor microenvironment. Thus, one might predict that 
responses generated by blocking the PD-1/PD-L1 axis might be 
more tumor-specific than blocking the CTLA-4 axis.

Indeed, early preclinical work using murine-tumor models 
overexpressing PD-L1, or using knockout mice lacking the PD-
L1 or PD-1 gene, demonstrated suppressive effects on tumor 
growth in a variety of settings. Later, more elaborate studies 
showed that these effects were driven by a renewal of activated 
T cells in the microenvironment that could elicit tumor control 
or even elimination. In contrast to the CTLA-4 axis which is 
largely thought to hold greatest activity in lymphoid tissue (e.g., 
tumor-draining lymph nodes and spleen), the PD-1/L1 pathway 
was primarily functioning as a peripheral tolerance mechanism 
at the site of inflammation, in this case the tumor microenviron-
ment. These differing mechanisms of action suggested not only 
therapeutic potential of PD-1/L1 blockade in cancer, but also 
potential for combinatorial activity between the two pathways.

Anti-Programmed Death-1 in Melanoma
In view of the success of IL-2, tumor-infiltrating lymphocytes, 
and ipilimumab in melanoma, melanoma was a logical start-
ing point for anti-PD-1/PD-L1 antibody trials. Early phase I 
data suggested response rates of greater than 30% in previously 
treated patients, exceeding that observed with ipilimumab. Im-
portantly, toxicities were also less frequent than with CTLA-4 
blockade, with high-grade events in 10% to 20% and requiring 
discontinuation in less than 5% of cases. Responses also oc-
curred more rapidly and with lower incidence of pseudopro-
gression (Table 80.1 for list of FDA-approved indications for 
anti-PD-1 agents in cancer).

These data set the stage for several phase III trials of both 
nivolumab and pembrolizumab, which are briefly summarized. 
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SCLC remains one of the more aggressive cancers and has 
very poor outlook despite high initial response rates to che-
motherapy. In previously treated patients, nivolumab demon-
strated a response rate of 10% to 12% in initial studies, leading 
to emergency FDA approval of nivolumab as third-line therapy 
for SCLC. However, subsequent confirmatory studies failed to 
confirm these early promising findings, leading to withdrawal 
of FDA approval of nivolumab for SCLC. Mesothelioma is an-
other treatment-refractory malignancy with poor long-term 
survival, particularly after failure of front-line platinum-based 
chemotherapy. Several small studies with pembrolizumab or 
nivolumab demonstrated responses in the range of 20% to 40% 
in patients progressing on chemotherapy.

Anti-Programmed Death-1/Programmed Death-L1 in 
Renal Cell Carcinoma
Along with melanoma, renal-cell carcinoma (RCC) has been 
classically considered among the most responsive tumors to im-

mune therapy, including to IL-2 and interferon. Distinct from 
both melanoma and NSCLC, which both have a high tumor-mu-
tation burden (a metric correlated with response to treatment, 
see Biomarkers section), RCC has a low/intermediate mutation 
burden. On the other hand, it is one of the more T-cell inflamed 
tumors (perhaps due to endogenous retroviral sequences which 
generate an immune response), which may partially explain 
the more immune responsive nature of this disease. Although 
responses to ipilimumab were infrequent, the phase I study of 
nivolumab demonstrated responses in 29% of previously treat-
ed RCC patients. This led to a phase III trial of nivolumab vs. 
everolimus in patients previously treated with anti-angiogenic 
therapy, which resulted in improved OS (median 25 months vs. 
19.6 months, hazard ratio 0.73), with a response rate of 25%.10 
Although monotherapy remains an option, the major impact 
of immune therapy in RCC has been in combination regimens, 
both with anti-angiogenic agents and with combination ipili-
mumab and nivolumab (see Combination Regimens section).

TABLE 80.1 FDA-Approved Indications for Anti-PD-1 Antibody Monotherapy in Metastatic/ 
Unresectable Malignancies

Drug Disease Indication Phase of Study [NCT Number]
Response Rate [95% 
CI]

Median Overall 
Survival (mon)

Nivolumab First-line melanoma Phase III [NCT01844505] 45% [39.1%–50.3%] 36.9
Pembrolizumab First-line melanoma Phase III [NCT01866319] 42% [38.1%–46.5%] 32.7
Nivolumab Second-line NSCLC Phase III (squamous) [NCT01642004]

Phase III (non-squamous) [NCT01673867]
20% [14%–28%] 

(squamous) and 19% 
[15%–24%] (non-squa-
mous)

9.2 (squamous) and 
12.2 (non-squa-
mous)

Pembrolizumab First-line NSCLC (PD-L1 
≥ 50%)

Phase III [NCT02142738] 44.8% [36.8%–53%] 30

Nivolumab Third-line SCLC Phase I/II
[NCT01928394]

12% [6.5%–19.5%] 4.4

Nivolumab Second-line RCC Phase III [NCT01668784] 25% [not mentioned] 25
Nivolumab Second-line UCC Phase II [NCT02387996] 19.6% [15.0%–24.9%] 8.74
Pembrolizumab Second-line UCC Phase III [NCT02256436] 21.2% [16.4%–26.5%] 10.3
Pembrolizumab First-line Merkel cell 

carcinoma
Phase II [NCT02267603] 56% [41.3%–70%] NR

Pembrolizumab Any refractory MSI-H 
tumor

Phase II
[NCT01876511]

53% [42%–64%] NR

Cemiplimab Cutaneous SCC not 
amenable to local 
resection

Phase I [NCT02383212] and 
[NCT02760498]

47% [34%–61%] NR

Nivolumab Later-line MSI-H CRC Phase II [NCT02060188] 31.1% [20.8%–42.9%] NR
Pembrolizumab Later-line MSI-H CRC Phase II [NCT02460198] 33% [21%–46%] 31.4
Pembrolizumab Third-line (PD-L1 ≥ 1%) 

gastric and gej adeno-
carcinoma

Phase II [NCT02335411] 22.7% [13.8%–33.8%] NA

Nivolumab HCC Phase I/II [NCT01658878] 20% [15%–26%] NR
Nivolumab Second-line head and 

neck SCC
Phase III [NCT02105636] 13.3% [9.3%–18.3%] 7.5

Pembrolizumab Second-line head and 
neck SCC

Phase III [NCT02252042] 14.6% [10.4%–19.6%] 8.4

Pembrolizumab First-line head and neck 
SCC (PD-L1 ≥ 1%)

Phase III [NCT02358031] 19% [not mentioned] 12.3

Nivolumab Relapsed/refractory cHL Phase II [NCT02181738] 69% [63%–75%] NR
Pembrolizumab Relapsed/refractory cHL Phase Ib [NCT01953692] 65% [48%–79%] NR
Pembrolizumab Relapsed/refractory 

PMBCL
Phase II [NCT02576990] 45% [32%–60%] NR

Pembrolizumab Second-line (PD-L1 ≥ 
1%) cervical carcinoma

Phase II [NCT02628067] 14.6% [7.8%–24.1%] 11

cHL, Classical Hodgkin lymphoma; CRC, colorectal cancer; GEJ, gastroesophageal junction; mon, months; MSI-H, microsatellite instability-high; NA, not available; NR, not reached; 
NSCLC, non-small cell lung cancer; PMBCL, primary mediastinal B-cell lymphoma; RCC, renal cell carcinoma; SCC, squamous cell carcinoma; SCC, squamous cell carcinoma; 
SCLC, small cell lung cancer; UCC, urothelial carcinoma.
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Anti-Programmed Death-1/Programmed Death-L1 in 
Urothelial Carcinoma
Historically, urothelial carcinoma has been associated with dis-
mal outcomes in patients who fail or are ineligible for platinum-
doublet chemotherapy. Multiple randomized phase III studies, 
however, have now demonstrated improved OS in patients pro-
gressing on chemotherapy, showing approximately 3-month 
improvement in median OS and response rates in the range of 
15% to 20%.11 Five agents (nivolumab, pembrolizumab, atezoli-
zumab, avelumab, and durvalumab) are all approved in this 
setting. Two phase III studies were also conducted in patients 
who were ineligible for first-line cisplatin-based chemotherapy. 
Notably, atezolizumab was not associated with improved OS 
compared with investigator’s choice chemotherapy (although 
improvements were observed in PD-L1+ tumors) (Table 80.2 for 
list of FDA approved anti-PD-L1 agents). Pembrolizumab was 
associated with improved OS in the front-line setting, however.

Anti-Programmed Death-1/Programmed Death-L1 in Skin 
Cancers
Although melanoma is the most frequently metastatic skin can-
cer requiring systemic therapy, Merkel-cell carcinoma (MCC), 
cutaneous-squamous-cell carcinoma (cuSCC), and basal-cell 
carcinoma may also present with locally advanced or metastatic 
disease. All of these tumors, with the exception of the MCCs, 
which are polyoma-virus associated, have extensive ultraviolet 
DNA damage signatures and high mutation burdens.

MCC is a neuroendocrine tumor with poor outcomes, par-
ticularly after failure of platinum-based chemotherapy. Pem-
brolizumab was tested as front-line therapy and was associated 
with a 56% response and nearly 50% 2-year PFS. Outcomes 
were similar in viral-positive vs. negative tumors. Avelumab 
(anti-PD-L1) was tested in previously treated patients and was 
associated with a 33% response rate; subsequent data showed 
a 62% response rate in untreated patients. Thus, these agents 
are now FDA approved and standard of care for advanced or 
unresectable MCC.

cuSCC is usually resectable but may occasionally present as 
metastatic or locally advanced disease. Cemiplimab (anti-PD-1) 
was associated with an approximately 50% response rate and is 
now an approved standard-of-care agent for this disease. Simi-
larly, basal-cell carcinoma may require systemic therapy occa-
sionally. Several case reports and small studies have reported 
responses in this disease, and phase II studies are ongoing.

Anti-PD-1/PD-L1 in GI Malignancies
Anti-PD-1 and anti-PD-L1 monotherapy has been trialed across 
GI malignancies, with relatively few successes.12 The several in-

stances where monotherapy has been effective include micro-
satellite-instability-high (MSI-H) colorectal adenocarcinoma, 
MSI-H refractory non-colorectal gastrointestinal malignancies, 
hepatocellular carcinoma (HCC), and gastric/gastroesophageal 
junction (GEJ) adenocarcinoma. In the nivolumab monother-
apy cohort of the phase II Checkmate-142 trial, 74 later-line 
MSI-H colorectal cancer patients (54.1% with 3 or more prior 
lines of therapy) treated with the anti-PD-1 antibody experi-
enced a 31.1% (20.8% to 42.9%) response rate. Median dura-
tion of response was not yet reached at the time of reporting, 
at which time all responding patients were alive. Median PFS 
and OS have not yet been reached for the cohort. In the phase 
II Keynote-164 trial, 63 MSI-H CRC patients (median two prior 
lines of treatment) were treated with pembrolizumab. The re-
sponse rate was 32% with a median PFS of 4.1 months and a me-
dian OS that was not reached. Median duration of response was 
not reached with a duration of response of 6 months or more in 
75% of responding patients.

In the landmark study13 that led to pembrolizumab’s tissue 
agnostic approval for refractory solid tumors, 53.4% of patients 
(46) had tumors of non-colorectal cancer origin. Of these pa-
tients, 58.6% (27) had GI origin primaries. Response rate in the 
non-colorectal cancer patients was 54% (39% to 69%). Median 
OS and PFS have not been reached in the study patients, with a 
2-year OS rate of 64%.

Pembrolizumab garnered accelerated approval in third-line 
gastric/GEJ adenocarcinoma patients with tumor PD-L1 ex-
pression (CPS of 1 or greater) based on findings from the Key-
note-059 study.14 In the pembrolizumab monotherapy cohort of 
the phase II trial, 259 patients were treated with the anti-PD-1 
antibody. Response rate in the entire cohort was 11.6% with a 
median duration of response of 8.4 months. Response rate in 
patients with PD-L1 positive tumors (CPS of 1 or greater) was 
15.5% with a median response duration of 16.3 months. Spe-
cifically, in third-line PD-L1 positive patients, response rate was 
22.7%.

The phase III Keynote-062 study explored pembrolizumab 
monotherapy versus platinum-doublet chemotherapy in treat-
ment naive metastatic gastric/GEJ adenocarcinoma patients 
with PD-L1 positive (CPS of 1 or greater) tumors.15 Patients 
treated with pembrolizumab demonstrated non-inferiority for 
OS when compared to patients treated with chemotherapy. In 
the MSI-H subgroup (33 patients), patients treated with pem-
brolizumab demonstrated markedly improved overall survival 
compared to patients treated with chemotherapy (12-month 
overall survival of 79% compared to 49%).

Nivolumab was tested in HCC patients (both with and with-
out viral hepatitis) who had progressed on sorafenib or were 
intolerant of the agent in the Checkmate-040 study. In this 

TABLE 80.2 FDA-Approved Indications for Anti-PD-L1 Antibody Monotherapy

Drug Disease Indication Phase of Study [NCT Number]
Response Rate 
[95% CI]

Median OS 
(mon)

Durvalumab Unresectable stage III 
NSCLC, post-consolida-
tion CCR

Phase III [NCT02125461] 30.0% [25.8%–34.5%] 28.3

Avelumab Platinum-refractory UCC Phase Ib [NCT01772004] 17% [11%–24%] 6.5
Durvalumab Platinum-refractory UCC Phase I/II [NCT01693562] 31% [17.6%–47.1%] NR
Avelumab Stage IV Merkel cell carci-

noma
Phase II [NCT02155647] 62.1% [42.3%–79.3%] NR

CCR, Concurrent chemoradiation; mon, months; NSCLC, non-small cell lung cancer; UCC, urothelial carcinoma.
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multi-cohort phase I/II trial,16 262 patients with Child-Pugh 
A or Child-Pugh B7 liver function were treated with the anti-
PD-1 drug. The response rate in treated patients was 20% (15% 
to 26%) and median duration of response was 9.9 months. The 
9-month OS rate was 74% (67% to 79%). The results from this 
study granted nivolumab accelerated approval in the post-
sorafenib setting in HCC patients.

Pembrolizumab was also tested in HCC patients in the single-
arm phase II study Keynote-224. In this study, 104 patients with 
Child-Pugh A liver function received the anti-PD-1 agent. The 
response rate in treated patients was 17% and median OS was 
12.9 months (9.7 to 15.5 months). The drug gained accelerated 
approval in second-line HCC patients based on findings from 
this study. In the confirmatory phase III study Keynote-240 of 
pembrolizumab versus best supportive care in HCC patients 
whose disease had progressed on sorafenib, pembrolizumab 
improved OS (HR 0.78; one-sided P = 0.024) and PFS (HR 0.78; 
one-sided P = 0.021) although neither of these endpoints met 
prespecified significance.17

Anti-Programmed Death-1/Programmed Death-L1 in 
Head and Neck Tumors
Nivolumab was initially tested in the second-line setting post-
progression on platinum chemotherapy in recurrent squamous 
cell carcinoma of the head and neck (HNSCC).18 Patients were 
randomized to nivolumab or physicians choice of chemotherapy 
(methotrexate, cetuximab, docetaxel). OS was longer in patients 
receiving the anti-PD-1 agent (HR 0.7, 97.7% CI 0.51 to 0.73; 
1-year survival 36% vs. 16.6%). Nivolumab was FDA approved 
based on findings from the study. Pembrolizumab also obtained 
accelerated approval in recurrent head and neck SCC based on 
findings from the Keynote-012 study. In this phase 1b expan-
sion cohort, 192 patients were treated with the anti-PD-1 agent. 
Of these patients 24% (47) received the checkpoint inhibitor in 
the second-line setting. In the entire cohort of treated patients, 
response rate was 18%. Similar response rates (17% and 15%) 
were reported between patients whose disease had progressed 
on prior platinum chemotherapy or patients whose disease had 
progressed on platinum chemotherapy plus cetuximab. Medi-
an duration of response was not reached and median OS was 
8 months. The findings from this study were confirmed in the 
subsequent confirmatory phase III study Keynote-040. In this 
495-patient study, first-line platinum progressive patients with 
HNSCC were randomized to pembrolizumab or standard-of-
care chemotherapy. A statistically significant difference in me-
dian OS was observed in the immunotherapy treated patients 
(HR 0.8, 95% CI 0.65 to 0.98; 1-year survival 37% vs. 26.5%).

A portion of the Keynote-048 study tested pembrolizumab 
monotherapy versus cetuximab, platinum and fluorouracil trip-
let chemotherapy in the first-line setting for metastatic HNSCC. 
In patients with tumors with PD-L1 expression (CPS of 1 or 
greater) or PD-L1 high expression (CPS of 20 or greater), pem-
brolizumab was associated with a statistically significant im-
provement in OS (HR 0.78, 95% CI 0.64 to 0.96 [CPS ≥ 1] and 
HR 0.61, 95% CI, 0.45 to 0.83 [CPS ≥ 20]). These findings led 
to the FDA approval for pembrolizumab in first-line metastatic 
HNSCC patients with tumors expressing PD-L1.

Anti-Programmed Death-1/Programmed Death-L1 in 
Lymphoma
Nivolumab was tested in relapsed/refractory classical Hodgkin 
lymphoma (cHL) patients in the multi-cohort Checkmate-205 

study.19 Most patients had disease that had progressed after au-
tologous stem cell transplant and brentuximab vedotin and had 
received a median of five prior lines of therapy. The response rate 
with nivolumab was 65% with a median duration of response 
of 8.7 months. Nivolumab was granted accelerated approval in 
patients with disease that had relapsed post-autologous trans-
plant and post-transplant brentuximab vedotin. In the longer 
term follow up from the study, response rate was 65% to 73% in 
each cohort, median duration of response was 16.6 months, and 
median PFS was 14.7 months.

Pembrolizumab was trialed in relapsed/refractory cHL pa-
tients in a cohort of the phase 1b Keynote-013 trial. In this co-
hort, 31 cHL patients, the majority of whom had received prior 
autologous stem cell transplant (71%) and failed brentuximab 
vedotin, were treated with the anti-PD-1 agent. Response rate 
in treated patients was 65% with 16% of patients achieving com-
plete responses. PFS rates at 1-year were 46%. Findings from 
this cohort led to the phase II Keynote-087 trial. This was a 
210-patient study where most enrolled patients had progressed 
after autologous stem cell transplant (ASCT; 61.4%), brentux-
imab vedotin (71.4%), and received a median of four prior treat-
ments. Response rate was 69%, median duration of response 
was not reached, and median OS was not reached in all treated 
patients. The 9-month OS in study patients was 96%. Pembro-
lizumab received accelerated approval in cHL patients who had 
disease that was refractory to three or more prior therapies.

Another cohort of the Keynote-13 trial explored pembroli-
zumab in non-Hodgkin lymphoma patients (primary mediasti-
nal B-cell lymphoma [PMBCL] specifically). In this cohort, 18 
patients received the anti-PD-1 agent. Of treated patients, 61% 
had received three or more lines of prior treatment and 33% had 
been pre-treated with ASCT. Response rate in treated patients 
was 41% and median duration of response was not reached. The 
subsequent Keynote-170 trial was a single arm phase II trial of 
relapsed refractory PMBCL patients. Among 53 patients whose 
data were reported, response rate was 45% (11% complete re-
sponse) and median duration of response was not reached. 
Based on these data, the FDA granted accelerated approval to 
pembrolizumab in PMBCL patients with refractory disease or 
those with disease that had relapsed after two or more prior 
lines of therapy.

Anti-Programmed Death-1/Programmed Death-L1 in 
Cervical Carcinoma
Pembrolizumab was tested in patients with recurrent or met-
astatic cervical cancer in a cohort of the phase II basket Key-
note-158 trial.20 In this cohort, 98 patients were treated with the 
anti-PD-1 therapy; of these patients, 83.6% had PD-L1 positive 
tumors (CPS of 1 or greater) and 65.3% were treated with two 
or more lines of prior therapy. Across all patients, the response 
rate was 12.2% (6.5% to 20.4%). However, no responses were 
seen in patients without PD-L1 expression. Median dura-
tion of response was not reached in treated patients. Median 
OS was 9.4 months (7.7 to 13.1 months) and 11 months (9.1 
to 14.1 months) in the entire population and patients with PD-
L1 positive tumors, respectively. Based on data from this study, 
the FDA granted accelerated approval to pembrolizumab in pa-
tients with PD-L1-positive cervical cancer that had progressed 
on chemotherapy. Although nivolumab has also demonstrated 
anti-tumor efficacy against progressive cervical cancer in the 
Checkmate-358 trial, the FDA has not yet provided a decision 
with regard to approval for the agent in this disease space.
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Immunotherapy Combinations
Despite the success of anti-CTLA-4 and anti-PD-1/PD-L1 
monotherapies, most cancer patients still fail to benefit from 
treatment. One potential method to extend the benefit of im-
mune checkpoint inhibitors (ICIs) is to combine them with 
other immune, targeted chemotherapies. 

The development of combination regimens that include 
ICI has rapidly expanded, and a comprehensive characteriza-
tion of each regimen is beyond the scope of this chapter. Thus, 
we will primarily focus on approved regimens and highlight a 
few regimens that may be cornerstones of therapy in the future  
(Table 80.3 for list of approved combination therapies).

Immune-Immune Combinations
The most obvious combination regimen was the first approved: 
combined PD-1 and CTLA-4 blockade. Pre-clinical and mecha-
nistic data suggested that the immune activation induced by each 
agent was non-overlapping and potentially synergistic. Further, 

patients who failed one class of therapy often responded to the 
other class following progression. Thus, after initial promising 
responses were observed in metastatic melanoma in phase I/II 
studies, a phase III study comparing nivolumab, ipilimumab, and 
the combination was conducted in metastatic melanoma patients. 
Study metrics were superior in both nivolumab containing arms, 
particularly in the combination for response rate (58%, 45%, and 
19% for nivolumab/ipilimumab, nivolumab, and ipilimumab, re-
spectively), PFS (median 11.5, 6.9, and 2.9 months, respectively), 
and OS (median not reached at 60 months, 36.9 months, and 
19.9 months). The difference in OS between the combination and 
nivolumab was not statistically significant, although of potential 
clinical significance (HR 0.83, 95% CI 0.67 to 1.03; 5-year survival 
52% vs. 44%), and the trial was not powered to find a difference in 
these arms. The increased efficacy was accompanied by increased 
toxicity (59% vs. 23% for high-grade toxicities).6

Ipilimumab and nivolumab have also improved demonstrat-
ed efficacy in other cancers. Among patients with intermediate 
or poor risk metastatic RCC, ipilimumab and nivolumab was 
superior to sunitinib in terms of OS (median not reached vs. 
26.6 months, HR 0.66) and response rate (42% vs. 29%). Thus, 
ipilimumab and nivolumab is now a standard of care for front-
line, metastatic RCC.21

Similarly, in NSCLC, ipilimumab and nivolumab improved 
outcomes for patients compared with cytotoxic chemotherapy. 
In untreated patients, ipilimumab and nivolumab was superior 
to platinum-based chemotherapy in both PD-L1+ patients (me-
dian OS 17.1 months vs. 14.9 months) with a more pronounced 
improvement in PD-L1− patients (median OS 17.2 months vs. 
12.2 months).22 Thus, one emerging paradigm in chemothera-
py-free regimens is to treat patients with PD-L1+ tumors with 
pembrolizumab monotherapy, and patients with PD-L1− with 
ipilimumab and nivolumab.

TABLE 80.3 FDA-Approved Indications for Immune Checkpoint Inhibitor Combinations in Meta-
static/Unresectable Malignancies

ICI Drug Partner Drug(s) Disease Indication
Phase of Study [NCT 
Number]

Response Rate 
[95% CI]

Median OS 
(Mon)

Nivolumab Ipilimumab First-Line Melanoma III [NCT01844505] 57.6% [52.0%–63.2%] NR
Nivolumab Ipilimumab Later-Line MSI-H CRC II [NCT02060188] 58% [49%–67%] NR
Nivolumab Ipilimumab First-Line Poor to Interme-

diate-Risk RCC
III [NCT02231749] 42% [37%–47%] NR

Atezolizumab Carboplatin and Etoposide First-Line Extensive-Stage 
SCLC

III [NCT02763579] 60.2% [53.1%–67%] 12.3

Pembroli-
zumab

Axitinib First-Line RCC III [NCT02853331] 59.3% [54.5%–
63.9%]

NR

Avelumab Axitinib First-Line RCC III [NCT02684006] 51.4% [46.6%–56.1%] NR
Pembroli-

zumab
Carboplatin and Peme-

trexed
First-Line NSCLC Adeno-

carcinoma
III [NCT02578680] 47.6% [42.6%–52.5%] NR

Pembroli-
zumab

Carboplatin and Nab-Pacli-
taxel/Paclitaxel

First-Line NSCLC Squa-
mous

III
[NCT02775435]

57.9% [51.9 
%–63.8%]

15.9

Atezolizumab Carboplatin and Nab-
Paclitaxel

First-Line NSCLC Adeno-
carcinoma

III [NCT02367781] 49·2% [44.5%–
54·0%]

18.6

Atezolizumab Carboplatin, Paclitaxel and 
Bevacizumab

First-Line NSCLC Adeno-
carcinoma

III [NCT02366143] 63.5% [58.2%–
68.5%]

19.2

Atezolizumab Nab-Paclitaxel First-Line PD-L1 (≥ 1%) 
TNBC

III [NCT02425891] NA 25

Pembroli-
zumab

Platinum and 5-FU First-Line Head and Neck 
SCC

III [NCT02358031] 36% [NA] 13

Pembroli-
zumab

Lenvatinib Second-Line Endometrial 
Cancer

II [NCT02501096] 39.6% [26.5%–
54.0%]

NA

CRC, Colorectal cancer; ICI, immune-checkpoint inhibitor; mon, months; MSI-H, microsatellite instability-high; NA, not available; NR, not reached; NSCLC, non-small cell lung cancer; 
RCC, renal cell carcinoma; SCLC, small cell lung cancer; TNBC, triple-negative breast cancer.

KEY CONCEPTS
Box C: Combination Checkpoint Blockade

• Combined PD-1/CTLA-4 blockade has demonstrated additive or syner-
gistic activity in several cancer types, although at a cost of increased
toxicity

• Anti-PD-1 plus chemotherapy has demonstrated improved survival in
several cancers, including NSCLC, HNSCC, and TNBC, although the
durability of the responses is unclear at this time.

• Kinase inhibitors, such as VEGF or BRAF/MEK inhibitors, also appear
to provide improved efficacy in combination with anti-PD-1 antibodies.

• Numerous clinical trials testing a wide variety of combinations are un-
derway in this rapidly evolving field.
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Other cancers have also demonstrated benefit from this 
combination, including MSI-H colorectal cancer (response 
rate 55%; 24-month OS rate 74%), SCLC (response rate 22%, 
compared with 11.6% with nivolumab), and urothelial bladder 
cancer (26% to 38%). Of note, the dose of ipilimumab appears 
important in determining the rate of high-grade toxicities. In 
renal, colorectal, and lung cancer studies, ipilimumab is usually 
given at 1 mg/kg, compared with the 3 mg/kg dose in melanoma 
studies. The lower dose seems to result in 10% to 20% fewer 
patients experiencing high-grade toxicities (approximately 30% 
vs. 40% to 50%), although with both regimens approximately 
1% of patients experience fatal toxicities.23

Other immune/immune combinations are being developed. 
A host of other alternative immune checkpoints, such as LAG-3, 
TIM-3, VISTA, B7-H3, and others have been discovered to have 
broadly similar roles as PD-1 or PD-L1 in suppressing T-cell 
function.24 Early data for PD-1/LAG-3 blockade have shown 
promise in metastatic melanoma, including in anti-PD-1 pro-
gressors. T-cell co-stimulators also are thought to have great 
promise, as “the other side of the coin” from immune check-
points. Inhibitors of IDO, which has many common properties 
to the immune checkpoints, have also been tested in combina-
tion with PD-1 blockade. Despite the anticipated promise, a 
phase III study of epicadostat plus pembrolizumab versus pem-
brolizumab alone in metastatic melanoma was negative for all 
prespecified endpoints. Agonist antibodies against OX40, 4-1BB 
activate T cells in preclinical data (both in vitro and in vivo) and 
produce antitumor responses. However, these agents seem to 
lack efficacy in early clinical trials.

Immune Checkpoint/Cytokine Combinations
The relative efficacy of IL-2 has spurred attempts to produce 
less toxic reformulations. Bempegaldesleukin is a pegylated 
recombinant IL-2 that has shown preliminary signs of efficacy 
with manageable toxicity (minimal hypotension and cytokine 
release) in combination with nivolumab in melanoma, RCC, 
NSCLC, and urothelial cancer. Larger studies are currently 
ongoing.25 Pegilodecakin (pegylated IL-10) promoted prolif-
eration, expansion, and reversal of exhaustion of CD8 T cells 
in preclinical models. Early data have suggested that pegilode-
cakin, in combination with pembrolizumab or nivolumab, has 
activity in NSCLC and RCC (greater than 40% response rates in 
approximately 30 patients each). This agent is associated with 
cytopenias rather than classical immune toxicities.26

Immune Checkpoint/Intratumoral Injection Combinations
Intratumoral injections have a long history in immune-oncol-
ogy, dating back to Coley toxins.27 Melanoma, with frequent 
cutaneous, subcutaneous, and palpable lymph node metastases, 
has been a particularly fertile ground for testing these agents 
and led to the first approved oncolytic virus. Talimogene laher-
perpvec (T-VEC) is a modified herpes simplex virus type one 
with neurovirulence components removed and the GM-CSF 
promoter inserted, which leads to durable responses in 15% to 
25% of melanoma patients. Early phase studies have showed 
excellent response rates in combination with either pembro-
lizumab (approximately 60%) or ipilimumab (approximately 
40%); a phase III study of pembrolizumab plus T-VEC versus 
pembrolizumab alone has completed accrual. Other oncolytic 
viruses are currently being developed with several early ongoing 

studies involving combinations of these agents with anti-PD-1/
PD-L1 antibodies.

Toll-like receptor agonists also may synergize with immune 
checkpoint inhibitors by activating innate immunity, specifically 
through stimulating type 1 interferons and promoting dendritic 
cell maturity and activation. Early data combining TLR7/8 ago-
nists with pembrolizumab have demonstrated response rates as 
high as 60% in phase II studies. Early data combining ipilimum-
ab with a TLR9 agonist (tilsotolimod) have shown 30% to 40% 
response rates in patients refractory to anti-PD-1 antibodies.

Immune Checkpoint/Chemotherapy Combinations
On the surface, the idea of combining chemotherapy (and its 
frequent attendant steroid premedications) with ICI appears 
counterproductive. Specifically, one would suppose that my-
elosuppressive and lympholytic agents would counteract T-cell 
activation/reinvigoration mediated by checkpoint inhibitors. 
Nonetheless, there was some preclinical rationale for this ap-
proach. First, cell-death mediated by chemotherapy could aug-
ment an antitumor immune response by releasing additional 
immunogenic peptides or neoantigens, and by inducing im-
munogenic cell death (with resulting T cells and additional im-
mune cell recruitment). Second, chemotherapy depletes pro-
tumor immune-cell populations, including myeloid-derived 
suppressor cells and regulatory T cells, thus potentially tipping 
the balance toward antitumor immunity.

Initial phase II studies in NSCLC demonstrated superior 
response rates for pembrolizumab and carboplatin plus peme-
trexed compared with chemotherapy alone (55% vs. 29%) with 
only modestly increased toxicities.28 This led to two phase III 
studies; pembrolizumab plus chemotherapy improved out-
comes in both squamous and non-squamous NSCLC irrespec-
tive of PD-L1 status compared with chemotherapy alone. In 
squamous NSCLC (using carboplatin plus paclitaxel as a back-
bone), the triplet was associated with improved overall survival 
(median 15.9 months vs. 11.3 months, HR 0.64), PFS (median 
6.4 months vs. 4.8 months, HR 0.56), and response rate (57.9% 
vs. 38.4%). In non-squamous NSCLC (using pemetrexed and 
platinum-based drug as chemotherapy backbone), the combi-
nation improved outcomes compared with chemotherapy for 
OS (12-month survival 69.2% vs. 49.4%, HR 0.49), PFS (me-
dian 8.8 months vs. 4.9 months, HR 0.52), and response rate 
(47.6% vs. 18.9%). In both trials, toxicities were only minimally 
increased with the combination. Atezolizumab, in combination 
with carboplatin and nab-paclitaxel, was also associated with 
superior OS (median 18.6 months vs. 13.9 months, HR 0.79) 
and PFS (median 7 months vs. 5.5 months, HR 0.64) compared 
with chemotherapy alone. A quadruplet combination (atezoli-
zumab, bevacizumab, carboplatin, and paclitaxel) was also 
superior to bevacizumab and chemotherapy (median OS 19.2 
months vs. 14.7 months, HR 0.78; median PFS 8.3 months vs. 
6.8 months, HR 0.62). In addition, in SCLC, atezolizumab plus 
chemotherapy improved survival (median 12.3 months vs. 10.3 
months, HR 0.7) and PFS (median 5.2 months vs. 4.3 months, 
HR 0.77) compared with chemotherapy alone. Similarly, dur-
valumab plus chemotherapy was associated with improved OS 
and PFS compared with chemotherapy alone in SCLC.29

Other cancers have demonstrated mixed outcomes when 
immune checkpoint inhibitors have been combined with che-
motherapy. In untreated, metastatic, PD-L1+, triple-negative 
breast cancer, atezolizumab plus nab-paclitaxel improved PFS 
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(median 7.5 months vs. 5 months, HR 0.62), and OS (median 
25 months vs. 15.5 months, HR 0.62) compared with nab-pacli-
taxel alone in a phase III trial. In the intention-to-treat analysis 
(not restricted to PD-L1+ tumors), there was also a trend toward 
improved survival (median OS 21.3 months vs. 17.6 months, 
HR 0.84, P = 0.08).30 In another portion of previously described 
Keynote-048 trial, pembrolizumab plus platinum doublet che-
motherapy was compared against cetuximab, cisplatin, and flu-
orouracil in patients with SCC of the head and neck. In the total 
population, patients treated with pembrolizumab plus platinum 
chemotherapy demonstrated improved overall survival com-
pared to patients treated with chemotherapy plus cetuximab 
(HR 0.77, 95% CI 0.63 to 0.93), in addition to demonstrating 
improved overall survival in patients with CPS of 1 or greater 
and CPS of 20 or greater tumors.

The superiority analysis of the Keynote-062 trial, where 
treatment-naïve gastric/GEJ adenocarcinoma patients with 
tumor CPS of 1 or greater were treated with either pembroli-
zumab plus platinum doublet chemotherapy or platinum dou-
blet chemotherapy, failed to demonstrate any survival difference 
between the two arms (HR 0.85, 95% CI 0.7 to 1.03). No OS 
difference was seen between the patient groups even in patients 
with tumors with CPS of 10 or greater (HR 0.85, 0.62 to 1.17). 
Furthermore, the grade 3/4 treatment-related toxicities were 
significantly greater in the combination arm than in the chemo-
therapy arm. Additional trials are ongoing in multiple cancer 
types with anti-PD-1/PD-L1 plus chemotherapy.

Immune Checkpoint/Targeted Therapy Combinations
Although “targeted therapy” is a broad category that encom-
passes widely divergent treatments, we will focus here on an-
tibodies or small molecules targeting mutated proteins or cell-
surface molecules harbored on or within the cancer cell. The 
rationale for this approach is similar to that of chemotherapy, 
in that an effective targeted therapy may induce cell death and 
potentially immune infiltration, thus potentially promoting an 
antitumor immune response.

The first approved immune/targeted combinations are in 
RCC.31 After early data suggested that axitinib and anti-PD-1/
PD-L1 treatments were tolerable and had high response rates, 
a phase III trial comparing pembrolizumab and axitinib with 
sunitinib was conducted in patients with untreated metastatic 
RCC. The combination arm was associated with improved sur-
vival (12-month OS 89.9% vs. 78.3%, HR 0.53) and PFS (me-
dian 15.1 months vs. 11.1 months, HR 0.69). Toxicities were 
slightly augmented (high-grade 75.8% vs. 70.6%), although only 
approximately 10% of patients had to discontinue both drugs. 
Similarly, avelumab and axitinib were associated with improved 
PFS compared with sunitinib, although no OS benefit was ob-
served. Both combinations are now approved and are common-
ly used options for metastatic RCC.

Among the first attempts to combine immune and targeted 
agents was a small study of ipilimumab and vemurafenib for 
BRAF mutant melanoma.32 This combination was associated 
with unacceptable hepatotoxicity. While dabrafenib and ipilim-
umab was more tolerable, a triplet combination of ipilimumab, 
dabrafenib, and trametinib was associated with several colon 
perforations among the first few patients treated. Several studies 
have now tested combinations of BRAF and MEK inhibitors and 
anti-PD-1 or PD-L1 agents. These studies have suggested at least 

additive efficacy with manageable toxicity and have led to several 
phase III studies of BRAF/MEK/PD-1 or PD-L1 inhibition.

Endometrial cancer has been associated with responses to 
immune-checkpoint inhibitors, especially in the subset of pa-
tients with MSI-H tumors. However, a recent phase II study of 
pembrolizumab plus lenvatinib demonstrated response rates in 
38% of MSI-low patients, leading to approval in metastatic endo-
metrial cancer with at least one prior therapy. In HCC, the anti-
PD-L1 agent atezolizumab has been combined with bevacizumab 
in treatment-naïve patients with advanced disease. In an initial 
phase 1b study, 26 patients were treated with the study combina-
tion. Among 21 patients evaluable for response, the response rate 
was 63% (all partial responses). These findings led to the first-line 
randomized phase III IMbrave150 trial where patients received 
atezolizumab plus bevacizumab or sorafenib. A recent press  
release suggests the combination arm demonstrated improved 
PFS and OS compared to sorafenib. Although the final data are 
pending, this will likely establish atezolizumab plus bevacizumab 
as the new first-line standard-of-care in advanced HCC patients. 
Many other immune/targeted combinations are currently being 
evaluated in clinical trials, including combinations with PARP in-
hibitors, EGFR inhibitors, and many others.

Biomarkers of Response
ICI are not effective in all cancer patients with advanced disease. 
A significant need exists to better identify the patients who are 
more likely to respond to these agents. Thus far, efforts to iden-
tify biomarkers of response have focused primarily on tissue-
based biomarkers such as PD-L1, MSI-H, and tumor mutation-
al burden (TMB) (Fig. 80.4). 

Emerging areas of interest include cell-free DNA-based bio-
markers and on-treatment biomarkers including immune-relat-
ed adverse events (IRAEs).

Programmed Death-L1 as a Biomarker
Across current approvals for ICI, PD-L1 expression has been 
found to be predictive of response in only 28.9% percent of 
cases.33 Among the other cases, PD-L1 expression has largely 
been found not to be predictive. Further complicating the issue 
is that different PD-L1 thresholds, PD-L1 assays and cells upon 
which PD-L1 is measured have been utilized in different dis-
ease sites. In gastric/GEJ adenocarcinoma and cervical cancer 
patients with metastatic disease, PD-L1 expression threshold of 
1% or greater on tumor cells plus immune cells (by IHC 22C3) 
is sufficient for patients to be treated with pembrolizumab. In 
patients with treatment naïve metastatic NSCLC, a PD-L1 ex-
pression threshold of 50% or greater on tumor cells (by IHC 

KEY CONCEPTS
Box D: Biomarkers of Response and Toxicity

• Predicting which patients will respond to treatment remains a key
challenge.

• Certain clinical parameters correlate with response, including low dis-
ease burden, lung and lymph node (vs. liver and brain) involvement,
and good performance status.

• Molecular correlates of response include PD-L1 expression on tumor
cells or infiltrating macrophages, high tumor mutation burden, tumor
cell expression of MHC class II, and T-cell infiltration

• While these factors may be clinically useful and may help with treat-
ment prioritization in some circumstances, more reliable biomarkers
are needed to improve prediction capacity.
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22C3) has been identified for the cutoff for first-line pembroli-
zumab therapy. In patients with cisplatin-ineligible bladder can-
cer, a PD-L1 expression threshold of 5% or greater on immune 
cells (by SP142) was used to garner approval for atezolizumab. 
The inter-assay and inter-disease variability make PD-L1 an in-
consistent biomarker.

Microsatellite-Instability as a Biomarker
MSI-H status is perhaps the most predictive existing biomarker 
for ICI response. MSI-H tumors display aberrant mismatch re-
pair, which results in spontaneous mutations; the propagation 
of these mutations during DNA replication leads to subsequent 
expression of numerous neoantigens. The volume of neoanti-
gen expression of these tumors allows for more ready immune 
recognition. In the seminal publications that garnered pembro-
lizumab a tissue-agnostic approval across refractory advanced 
malignancies, the response rate in MSI-H non-colorectal cancer 
patients was 34.3% with a median OS of 23.5 months (95% CI, 
2.4 to 4.9 months). In MSI-H colorectal cancer, ORR was 32% 
with a median OS not reached. Response rates with combina-
tion PD-1 and CTLA-4 blockade are even higher than with anti-
PD-1 inhibitors in MSI-H colorectal cancer, although it remains 
to be seen whether mature OS data will also be different.12,13

Tumor Mutational Burden as a Biomarker
TMB is a proxy for neoantigen expression and the principle for el-
evated TMB predicting response to immune-checkpoint inhibitors 
mirrors the mechanism by which MSI-H status is thought to influ-
ence immune-therapy response. In the original study highlighting 
the pooled benefit of pembrolizumab in refractory MSI-H tumors 
in 2015, TMB was significantly associated with progression-free 
survival and non-statistically associated with overall survival. In 
a 2017 NEJM Letter to the Editor, investigators examined the re-
lationship between TMB and response rate to anti-PD-1 or anti-
PD-L1 agents in studies in 27 tumor types and found a correlation 
coefficient of 0.74 (P < 0.001).34 Although data suggest that TMB is 

associated with anti-PD-1 or anti-PD-L1 response, defining an ap-
propriate TMB cut-off and consistent means of measurement has 
been more problematic. In different tumor types, different TMB 
thresholds suggest successful prediction of checkpoint-inhibitor 
response. In NSCLC, this threshold has been thought to be 10 
mutations/MB whereas in MSI-H colorectal cancer, this threshold 
may be 37 mutations/MB. Other publications suggest rather than 
looking at TMB by a single value across tumor types, using the top 
20% of TMB values for individual cancer types can perhaps serve 
as a better threshold for predicting response.35 TMB can be quan-
tified through next-generation sequencing (NGS) based panels or 
through whole exome sequencing, though in clinical practice, NGS 
is more readily utilized. A limitation between NGS assays is the 
variation in number of genes sequenced by each assay and the lack 
of a standard conversion of TMB estimates between them. Thus, al-
though higher TMB is suggestive of immune-checkpoint inhibitor 
responsiveness, the optimal means of measuring and standardizing 
TMB remain to be determined.36

Other Biomarkers
Other less prevalent biomarkers of immune-checkpoint in-
hibitor response include mutations in the genes encoding 
DNA polymerases epsilon (POLE) and delta 1 (POLD1). The 
polymerases play essential roles in proofreading during DNA 
replication, and mutations in them can lead to a hypermu-
tated molecular phenotype. In an analysis of outcomes in pa-
tients treated with immune-checkpoint inhibitors, patients with 
POLE/POLD1 mutations demonstrated significantly improved 
OS compared to patients without the genotype (median OS 34 
months vs. 18 months, P = 0.004).37 On multivariate regression, 
when tumor histology and MSI status were adjusted, POLE/
POLD1 mutations independently identified patients who ben-
efit from checkpoint inhibitors.

Tumor-infiltrating lymphocytes have also been explored 
as a possible predictive biomarker for immune-checkpoint in-
hibitor response. In melanoma, an immune cell infiltrate score  
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FIG. 80.4 Candidate biomarkers for response to immune-checkpoint inhibitors. ICI, Immune-checkpoint inhibitor; irAEs, immune-
related adverse events; MHC, major-histocompatibility complex; TCR, T-cell receptor; TGF-B, transcription factor beta; MDSCC, 
myeloid-derived suppressor cell; LDH, lactate dehydrogenase; BSA, body surface area.
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(Immunoscore) from primary tumor specimens of patients who 
later developed metastatic disease and were treated with either 
anti-PD-1 or anti-CTLA-4 antibodies was assessed with check-
point inhibitor treatment response. Among 22 patients who had 
primary resection specimens available, 59% had Immunoscore 
high tumors, while 41% had Immunoscore low tumors. Patients 
with Immunoscore high tumors exhibited a 5-year OS of 59.8% 
compared to 11.1% in patients with Immunoscore low tumors 
(P = 0.024). The predictive potential of tumor-infiltrating lym-
phocytes continues to be explored across other disease sites.

Toxicities from Immune-Checkpoint Inhibitors
Immune checkpoints, including PD-1, PD-L1, and CTLA-4, 
are key regulators of immune tolerance in the physiologic state, 
and thus restrain autoreactive T cells to prevent autoimmunity. 
When these molecules are inhibited, self-reactive T cells may be 
unleashed and produce inflammation. Essentially any organ sys-
tem can be affected, but skin, colon, lungs, liver, and thyroid are 
most commonly involved. It remains unknown why particular 
toxicities affect individual patients. Potential triggers include: (1) 
shared antigens between tumor and host tissue (or perhaps muta-
tions generating epitopes with high degrees of homology to host 
epitopes), (2) smoldering inflammation present in a particular 
organ prior to treatment (due to viral or autoimmune causes), (3) 
cytokine imbalances, (4) environmental exposures triggering in-
flammation, and (5) antibody deposition on particular organs (as 
has been suggested with anti-CTLA-4 hypophysitis).

The incidence of severe adverse events is approximately 20% 
with anti-PD-1/PD-L1 monotherapy and 50% with combina-
tion PD-1/CTLA-4 blockade; lower-grade events occur in ad-
ditional patients. 

Management consists of three components. First, ICIs 
should be discontinued (either permanently or temporarily). 
However, the lengthy half-lives, and still longer pharmacody-
namic effects of checkpoint inhibitors, will continue to provoke 
further inflammation. Thus, additional immune suppression 
is needed for severe events. Second, glucocorticoid treatment 
(prednisone 1 to 2 mg/kg or equivalent) will mitigate lympho-
cyte-mediated inflammation. Thus far, studies have suggested 
that high-dose steroids do not compromise cancer-specific 
outcomes; however, conclusively demonstrating any effect on 
the cancer is challenging. One study did suggest that low-dose 
steroids were associated with better outcomes in patients with 
hypophysitis, a condition that generally does not require high-
dose steroids. Toxicities that do not respond to steroids may 
improve with other immunosuppressants, including inflix-
imab for colitis and mycophenolate mofetil for hepatitis. Third, 
disease-specific supportive management, including electrolyte 

and fluid replacement for colitis, oxygen supplementation for 
pneumonitis, and hormone replacement for endocrinopathies, 
may be necessary.38 Although toxicities are usually manageable 
with these algorithms, between 0.35% (with anti-PD-1/PD-L1 
monotherapy) and 1.2% (with combination therapy) of treated 
patients experience fatal toxicities.23 While some fatalities likely 
stem from delays in obtaining optimal care, others are from 
fulminant events refractory to immunosuppression. In addi-
tion, patients with skin, joint, nerve, endocrine, and lung effects 
may ultimately evolve to more chronic toxicities. Most events 
(other than endocrinopathies), however, resolve with appropri-
ate management. Although a full review of immune-mediated 
toxicities is beyond the scope of this chapter, we will review four 
clinically relevant toxicities that offer a window into the nature 
of autoimmunity generated by these agents.

Colitis
The most common serious toxicity, particularly among anti-
CTLA-4 treated patients, is colitis. Although some similarities to 
inflammatory bowel disease exist, this entity tends to arise after 
several doses of therapy and is characterized by diarrhea, with 
much less frequent bloody stools or abdominal pain. Biopsies 
demonstrate infiltrating lymphocytes and neutrophils. Specific 
strains of microbial flora and IL-6 imbalance have been correlated 
with onset of colitis but have not been confirmed in larger series. 
Untreated colitis may lead to perforation, but this complication 
is usually steroid responsive. Infliximab, vedolizumab, or event 
fecal transplant may be effective in steroid-refractory settings.39

Myocarditis
Although uncommon (up to 1% to 3% with combination ipilim-
umab/nivolumab), clinically severe myocarditis may have fatality 
rates as high as 50% (Fig. 80.5). This toxicity tends to occur in the 
first month of therapy, frequently co-occurs with skeletal muscle 
inflammation (myositis) and a myasthenia-gravis-like condition, 
and presents with often fulminant arrhythmias.40 The early onset 
and severe nature suggest that pre-existing cardiac inflammation 
may be the cause of this entity. Indeed, studies have suggested that 
shared high-frequency T-cell clones are common to both heart, 
skeletal muscle, and tumor. High-dose steroids may be effective 
but worsening and death are still common even with prompt 
treatment. Case reports of resolution with abatacept (CTLA-4 
fusion protein) and alemtuzumab (anti-CD52) have been pub-
lished, thus suggesting potentially effective rescue approaches.

Pneumonitis
Lung inflammation occurs in 3% to 5% of patients treated with 
anti-PD-1 agents, although subsequent series suggest up to 20% 
of lung cancer patients may experience pneumonitis.41 Various ra-
diographic appearances are possible, including interstitial thick-
ening, groundglass opacities, and organizing pneumonia (see Fig. 
80.5). Bronchoscopic evaluation reveals CD4 T cells with central 
memory differentiation and type 1 polarization and increased ex-
pression of IL-1B. Although pneumonitis typically improves with 
steroids, refractory cases causing respiratory failure do occur.

Hypophysitis
Inflammation of the pituitary gland, or hypophysitis, is a medi-
cal condition almost exclusively linked with anti-CTLA-4 thera-
py, which occurs in up to 10% of patients receiving combination 
PD-1/CTLA-4 blockade. Preclinical and correlative studies have 
suggested that CTLA-4 is expressed in the pituitary, particularly 

KEY CONCEPTS
Box E: Toxicities of Immune-Checkpoint Inhibitors

• Clinically severe immune-related toxicities occur in 10%–20% of pa-
tients receiving anti-PD-1, and up to 50% of those with combined
PD-1/CTLA-4 blockade

• These autoimmune-like phenomena may affect any organ, most com-
monly the skin, thyroid, colon, lungs, liver, and joints.

• Rarer events may involve the heart, brain, peripheral nervous system,
and hematologic system, and may cause morbidity and mortality.

• The treatment of severe toxicities involves treatment cessation, high-
dose corticosteroids, and supportive management.
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on thyrotropin- and prolactin-secreting cells. With therapy, the 
drug is deposited on these cells, thus inducing ADCC and com-
plement deposition similar to a type II hypersensitivity. As with 
other endocrine toxicities, patients may continue ICI therapy 
uninterrupted since the toxicity is largely irreversible due to the 
inflammation-induced “burnout” of all hormone-producing 
cells. Patients usually require lifelong glucocorticoid replace-
ment and usually thyroid replacement.39

Specific Safety Considerations
Interestingly, several populations were excluded from clinical 
trials due to concern for either heightened immune activation 
and toxicity (e.g., those with pre-existing autoimmune disease 
or organ transplant), decreased immune function (HIV/AIDS, 
chronic steroid use, poor performance status), or difficulty 
identifying toxicities (e.g., pre-existing organ dysfunction).42 
Patients with pre-existing autoimmune disease seem to have 
somewhat higher risk of autoimmune adverse events, but these 
are manageable and associated with similar anticancer response 
rates as unselected patients. Patients with HIV/AIDS seem to 
have similar toxicity and response compared with unselected 
patients as well. Those with pre-existing steroid use or poor 
performance status have low response rates to treatment, which 
may reflect compromised immune function. However, these 
patients may respond to treatment and should not be excluded 
from treatment without a thoughtful consideration of risks and 
benefits. One near absolute contraindication to therapy is a pre-
existing solid organ transplant; patients have what appears to be 
greater than 50% risk of graft failure with anti-PD-1 treatment. 
Pregnancy is also considered a very high-risk consideration, as 
PD-L1 is highly expressed on the placenta, and likely mediates 
immune exclusion from the developing fetus. Somewhat sur-
prisingly, several case reports of healthy full-term births with 
excellent maternal and fetal outcomes have been reported in pa-
tients receiving anti-PD-1 treatment during pregnancy.
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The ability of T cells to eliminate tumors was clear from early 
bone marrow transplants (BMTs) in 1965, when T-cell deple-
tion to prevent graft versus host disease (GVHD) revealed 
that T cells also mediated a graft versus leukemia effect. The 
potential of adoptively transferred T cells to eliminate tumors 
was later demonstrated by the use of in vitro expanded tumor- 
infiltrating lymphocytes (TILs), demonstrating that contrary to 
earlier beliefs, T cells could be tumor specific. These studies led 
to the identification and validation first of tumor specific anti-
gens and later of neoantigens derived from mutations.1 How-
ever, tumor-specific T cells circulate with low frequency, and are 
difficult to selectively expand for therapy, especially when tumor 
biopsies are not available to provide a concentrated source of 
tumor-specific T cells. Hence, the idea to genetically modify  
T cells with tumor antigen-specific receptors arose. Although 
recombinant T-cell receptors (TCRs) have been cloned and used 
for tumor immunotherapy with some success, TCRs are MHC 
restricted and therefore must be customized to the HLA phe-
notype of each individual. Antibodies, by contrast, recognize 
unprocessed antigens and can target any tumor expressing the 
antigen of interest on its cell surface. Hence chimeric antigen 
receptors (CARs), in which antibody variable regions linked to 
TCR signaling domains were developed. CARs can render any 
T cell tumor-specific, regardless of its native TCR specificity and 
without the constraints of HLA restriction.

KEY CONCEPTS
Capacity of T Cells to Eliminate Tumors

• T cells
• Eliminate tumors with high specificity and low toxicity
• Migrate to tumor sites
• Immense capacity to expand and persist long-term

• Any T cell can be rendered tumor-specific by expression of a chimeric
antigen receptor transge 

The first CARs combined the variable heavy (VH) and light 
(VL) domains of antibodies with the constant (C)α and Cβ 
domains of the TCR, making a two-chain CAR. The following 
year, Gideon Gross and Zelig Eshhar published the CAR design 
that is most common today.2 In this design, the VH and VL 
antibody domains were linked in a single chain and combined 
with the zeta chain of the TCR to generate a cytotoxic CAR  
(Fig. 81.1A). Over the ensuing 30 years, CARs have been exten-
sively modified and optimized, producing second and third 
generation CARs that include costimulatory endodomains 

that trigger proliferation and cytokine secretion, as well as 
tumor-cell killing (see Fig. 81.1B).3 Of note, each CAR T cell 
also expresses its own TCR (Fig. 81.1C). Polyclonally activated 
CAR T cells comprise T cells with tens of thousands of differ-
ent TCRs, the specificities of which are usually unknown. The 
specificity of a TCR may profoundly affect the function of the 
CAR if, for example, it is specific for an infecting virus.

In 2013, CAR T cells were labeled “the breakthrough of the 
year” by Science magazine after CAR T cells targeting CD19 pro-
duced spectacular clinical activity in patients with B-cell acute 
lymphocytic leukemia (ALL).4,5 In 2017, the FDA approved 
CD19.CARs for the treatment of B-ALL and diffuse large B-cell 
lymphoma (DLBCL). CARs targeting other malignancies have 
been less successful, and CAR T-cell therapies face many chal-
lenges as investigators seek to increase potency without increas-
ing toxicity. It is clear that anti-tumor efficacy requires extensive 
expansion of CAR T cells after infusion, migration to tumor 
sites, resistance to the many inhibitory cytokines and ligands 
encountered within the tumor microenvironment (TME), func-
tional persistence despite a general lack of positive signals, and 
means to overcome heterogeneity of tumor antigen expression. 
These challenges will be discussed below. We will not discuss 
potential tumor target antigens since these have been described 
extensively in other reviews.6

KEY CONCEPTS
Tumors Develop by Avoiding the 
Immune Response

Tumors
• Downregulate major histocompatibility complex (MHC) molecules and

target antigens
• Lack costimulatory ligands and cytokines
• Recruit inhibitory cells that express inhibitory ligands and cytokines
• High metabolism competes with T cells for glucose and amino acids
• Tumor-specific T cells are rendered anergic at the tumor site 

CAR STRUCTURE
T-cell activation and proliferation requires at least three sig-
nals. The first is provided by ligation of the TCR (or CAR), the 
second by engagement of costimulatory receptors on T cells by 
complementary ligands expressed by professional antigen pre-
senting cells (pAPCs), and the third by cytokines, produced by 
T cells and pAPCs. Lack of signals 2 and/or 3 can result in T-cell 
anergy or tolerance, and neither signal is present in most TMEs.
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Inherent Problems of the Chimeric Antigen Receptor (CAR) 
Molecule. Most CAR ScFvs are derived from murine antibod-
ies that are immunogenic, and may cause immune elimination. 
Humanization of the framework or the use of phage display 
libraries of human antibodies can solve this problem. Many 
spacers are derived from antibody constant regions that may 
be polymorphic, and pre-existing antibodies to constant region 
allotypes may limit CAR T-cell persistence. Constant regions 
may also bind to Fc receptors on myeloid cells, resulting in acti-
vation leading to CRS or apoptosis. The length of the spacer is 
important, as it determines antigen binding and may affect the 
avidity of the CAR. Finally, antigen-independent CAR signaling 
may induce T-cell differentiation and exhaustion, particularly if 
CARs dimerize at the cell surface or recognize T-cell antigens. 
TCR, T-cell receptor.

The first generation (1 G) of CARs combines an antigen-
binding domain, usually from an antibody (but sometimes from 
a natural ligand), with the cytotoxic zeta chain of the TCR via a 
transmembrane domain and a hinge or spacer to facilitate anti-
gen binding (see Fig. 81.1B). 1 G CAR T cells can kill tumor 
cells, but do not proliferate or produce cytokines in response to 
CAR ligation and, as a result, have been ineffective in clinical 
studies despite the infusion of massive T-cell numbers. Second 
generation (2 G) CARs include costimulatory endodomains, 
usually from CD28 or 4-1BB, that mediate cytokine  production 
and proliferation and, as a result, show enhanced expansion 
and persistence. However, second generation CARs induce 
insufficient cytokines for sustained autonomous proliferation. 
Their true potential for both expansion and clinical efficacy is 
observed only when they are infused after lymphodepleting 
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FIG. 81.1 Chimeric Antigen Receptor (CAR) Structure. (A) A CAR comprises an extracellular antigen-binding domain, separated by 
a spacer from a transmembrane domain and the intracellular ζ chain of the T-cell receptor (TCR). The antigen-binding region usually 
combines the variable domains of the heavy and light chains of an antibody into a single-chain variable fragment (ScFv). The spacer is 
often derived from the constant CH2 and/or CH3 regions of an antibody. The transmembrane domain shown here derives from the 
ζ chain. As can be seen, the structure of the CAR is very different from the structure of the TCR and, although the CAR can form a 
functional immune synapse, its signaling is likely to be very different from that of the TCR. (B) CAR variants. Each component of a CAR 
has almost infinite variants. The extracellular antigen-binding domain may be a ligand for a tumor antigen or an ScFv. The spacer may 
be long or short, flexible or rigid, to allow access to the cognate epitope on the targeted antigen and production of a functional immune 
synapse. The transmembrane domain can be substituted to improve CAR function, and may derive from the costimulatory molecule 
or the spacer. One or more endodomain from costimulatory molecules may be placed between the transmembrane domain and the 
TCR ζ chain. (C) CAR-modified T cells have dual specificity for the antigens targeted by the TCR and the CAR. There may be hundreds 
of thousands or more different TCRs (clonotypes) within a population of CD3 and CD28 antibody-activated CAR T cells, depending on 
the starting number of T cells transduced. Different TCR sequences are indicated by colors.
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(LD) regimens,6, 7 most commonly cytoxan and fludarabine, 
that liberate the homeostatic cytokines IL7 and IL15, which 
maintain normal T- and B-cell numbers in the circulation.8 
After LD, these cytokines are available to infused CAR T cells, 
dramatically increasing their in vivo expansion and clinical effi-
cacy. However, endogenous hematopoietic cells usually recover 
within a few weeks, reducing the availability of IL7 and IL15, so 
that CAR T-cell expansion peaks at one or 2 weeks, often fol-
lowed by rapid decline in numbers.

The CAR is a non-physiological molecule that may pres-
ent problems for its host T cell. The choice of costimulatory 
endodomain has been the subject of many preclinical studies. 
The CD28 endodomain produces more rapid effector func-
tions than the 4-1BB domain, but the latter promotes longer 
T-cell persistence. Third generation CARs attempt to combine 
the benefits of both, and some studies indicated some clinical 
benefit.7 The transmembrane and spacer domains also affect 
CAR function, and each single-chain variable fragment (ScFv) 
must be tested in different CAR backbones to optimize its func-
tion. Other factors that can limit the function and persistence 
of a CAR include its ability to engage the antigen and form a 
robust synapse with the tumor. This is affected by the avidity 
of the CAR for its antigen, as well as the length and rigidity of 
the spacer. Spacer domains that are derived from IgG CH2.CH3 
domains may express allotypic antigens bound by pre-existing 
antibodies and may bind Fc receptors on NK cells and macro-
phages, resulting in activation or apoptosis of either partner. 
Other components of the CAR are immunogenic, such as the 
murine ScFv. The tendency of some CARs to dimerize, particu-
larly if highly expressed, results in tonic signaling that can lead 
to T-cell differentiation and exhaustion (see Fig. 81.1B).9 Finally, 
spatial and temporal differences in signaling through the TCR 
and the CAR are likely to affect the long-term function of CAR 
T cells.

Our strategy for optimizing a new ScFv is first to assess its 
ability to support T-cell proliferation, to kill tumor cells spe-
cifically, and to produce cytokines in response to the targeted 
antigen. Second, we measure the ability of the CAR to sup-
port continued T-cell proliferation and killing after repeated 
challenge with fresh tumor cells. Finally, the CAR is tested 
for its ability to eliminate tumors in murine xenograft mod-
els. Parallel experiments in which either the tumor or the T 
cells are labeled with bioluminescent dyes, such a luciferase, 
allow serial measurement of tumor responses, while biolu-
minescent T cells provide information of T-cell migration, 
expansion, and persistence, and may give an indication of 
tumor activity. However, preclinical models used for CAR 
optimization cannot predict the best outcome in patients, 
and even humanized mouse models cannot recreate the com-
plex TME.

CAR T-CELL TOXICITY
Cytokine release syndrome (CRS) and immune effector cell- 
associated neurotoxicity syndrome (ICANs). The efficacy of CAR 
T cells comes at a cost. CRS is the major common severe toxicity 
that accompanies the logarithmic CAR T-cell expansion seen 
in patients with a high tumor burden and who have received 
LD chemotherapy. The cytokines responsible for CRS are  
produced not from the expanding T cells, but from macro-
phages that are likely activated by cytokines like GM-CSF, 
TNFα and IFNγ produced by activated T cells, as well as by 

costimulatory interactions through CD40 and CD40 ligand. 
Macrophage activation syndrome is often observed. CRS can 
be ameliorated by antibodies to IL6 (tocilizumab) and ste-
roids. Initially, there was concern that blocking IL6 too early 
would inhibit the anti-tumor activity of the CAR T cells, but 
this has proved not to be the case; CRS is now considered an 
expected and manageable toxicity. ICANs is a heterogeneous 
group of neurotoxicities that sometimes follows CRS but does 
not respond to tocilizumab. Preclinical models of CRS and 
neurotoxicity suggested that the IL1 receptor α antagonist, 
anakinra, could block both CRS and neurotoxicity.10 IL1Rα 
acts upstream of IL6, and anakinra blocks the production of 
both cytokines from macrophages. When used preemptively, 
this did not inhibit the anti-tumor activity of CD19.CARs. In 
a small clinical study at MD Anderson, anakinra alleviated 
ICANS in 4 of 6 patients who had received a CD19.BBz CAR 
for relapsed or refractory large B-cell lymphoma. It was sug-
gested that earlier administration would likely produce bet-
ter responses.11 Several clinical trials are currently evaluating 
anakinra as a treatment for CRS and ICANs.

Despite the possibility of preventing CRS and ICANs, 
there are extensive efforts to prevent their occurrence. Ying 
et al. altered the structure of a clinically effective CD19-BBz 
CAR so that it produced lower levels of cytokines and prolif-
erated less in response to CAR ligation, while retaining kill-
ing activity.12 The authors treated 25 patients with relapsed 
or refractory lymphoma using escalating doses of T cells 
expressing the modified CAR. Six of the 11 patients on the 
highest dose levels receiving 2 to 4 × 108 cells achieved com-
plete responses (CRs), two had partial responses (PRs), none 
of the 25 patients infused had greater than grade 1 CRS, and 
none had neurotoxicity.

On-target, off-tumor toxicity. Finding an antigen that is 
expressed on tumors but not on normal tissues is not easy. 
Several studies have instead targeted antigens that are overex-
pressed on tumor cells, hoping that normal antigen-positive 
tissues will escape recognition, as can be the case for therapeu-
tic antibodies. Patients can survive complete loss of normal 
CD19+ B cells, often with gamma globulin supplementation, 
and although B cells recover as CD19.CAR levels decrease, 
this may take more than 2 years. Other CAR target tissues are 
not so forgiving; fatalities have occurred in patients receiving 
CARs targeting HER2neu, EGFR variant 3, and carbonic anhy-
drase IX (CAIX).13 A patient receiving a high dose of HER2.
CAR T cells for metastatic colon cancer at the NCI experi-
enced rapid pulmonary edema 15 minutes after infusion, pro-
gressing to multiorgan failure and death. This was considered 
a result of cytokine storm induced by CAR T-cell recognition 
of low levels of HER2 on normal lung tissue. At our center, 
patients with glioblastoma multiforme (GBM) and osteosar-
coma received T cells expressing a HER2.28ζ CAR with a dif-
ferent ScFv without experiencing toxicities, but also without 
major clinical efficacy.6 None of these patients received pre-
infusion LD, which seems to be essential for effective CAR 
T-cell therapy. In a follow-up phase I trial (NCT00902044), 
this group infused T cells modified with the same HER2.CAR 
after LD, and reported one CR for over 20 months in a child 
with metastatic rhabdomyosarcoma who received seven doses 
of HER2.CAR T cells.14 This patient experienced grade 1 CRS 
after each of the three infusions that were preceded by LD, but 
no pulmonary or cardiac toxicity despite the presence of CAR 
T cells in the circulation for over 200 days.
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Few CAR target antigens are as stable or homogeneously 
expressed as CD19, and the outgrowth of antigen-negative 
tumor cells after CAR T-cell treatment has been shown repeat-
edly in preclinical tumor models. To overcome this problem, 
investigators have combined CARs with different specificities, 
expressed on the same or different T-cell populations in sepa-
rate or single vectors. In innovative strategies, ScFvs have been 
combined with linkers to generate tandem CARs in single mol-
ecules that have proved effective in increasing the avidity of the 
CAR for tumors expressing low levels of antigens (Fig. 81.2). 
Hegde et al. showed that a tandem CAR with specificity for 
both HER2 and IL13Rα2 could engage both target antigens and 
produced greater control of GBM in xenograft models than T 
cells expressing both HER2.CAR and IL13Rα2.CAR. The same 
group17 showed that while HER2, IL13 receptor α2, and ephrin-
A2 were differentially expressed on primary GBM samples, a 
tricistronic vector encoding CARs specific for each of the three 
antigens was able to target most of the cells in primary tumors 
and showed improved tumor control in xenograft models, com-
pared to mono-or bi-specific CAR T cells.18

TARGETING HEMATOLOGIC MALIGNANCIES
CAR T cells targeting B-cell malignancies have so far surpassed 
other CAR T cells in efficacy, likely in part because B cells are 
professional antigen-presenting cells that express costimulatory 
molecules and cytokines that help CAR T-cell persistence and 
expansion, and in part because they share the B-cell lymphoid 
niche. Although costimulatory molecules are not expressed by all 
B-cell tumors, they are expressed by normal B cells in lymphoid 
tissues and may be upregulated on tumor cells exposed to cyto-
kines, such as IFNγ, TNFα, and GM-CSF, that are produced by 

Many preclinical strategies to overcome on-target, off-tumor 
toxicity have been described, including dialing down CAR 
T-cell avidity (so that only antigens overexpressed on tumor 
cells are recognized), or using Boolean gating, in which “and” 
“or” “not” gates are used to allow tumor-cell killing only when 
a predetermined pattern of antigens is present.13 In such strate-
gies, the T cell expresses two or more receptors for antigens dif-
ferentially expressed on tumors and normal tissues. A cytotoxic 
CAR might recognize and kill target cells only in the absence of 
second antigen present on a healthy cell that would deliver the 
inhibitory signal via an inhibitory CAR. In a second strategy, a 
1 G CAR is combined with a non-cytotoxic costimulatory CAR 
that delivers signal 2 so that the dual CAR T-cell proliferation 
occurs only if a tumor-specific combination of antigens is pres-
ent. Many of these strategies rely on cis expression of antigens, 
and it is not clear if co-inhibition by local or distant healthy 
cells could prevent tumor-cell killing. Roybal’s group designed 
a synthetic notch receptor that on ligation of an extracellular 
antigen-binding domain by an antigen in the TME, cleavage of 
the notch transmembrane domain releases a synthetic intracel-
lular transcription factor to trigger expression of genes designed 
to enhance the anti-tumor activity of the CAR T cells.15

As the potency of CAR T cells is increased genetically, sui-
cide genes that can be activated rapidly become increasingly 
important.15 Suicide genes were first evaluated for the treatment 
of GVHD mediated by allogeneic donor T cells after hematopoi-
etic stem cell transplantation (HSCT). Among the first was the 
herpes simplex thymidine kinase (TK) gene that could convert 
a nontoxic prodrug (ganciclovir) into a toxic metabolite. The 
problems with the viral TK enzyme are, first, that it is immuno-
genic, leading to unwanted immune elimination of transgenic 
T-cells, and second, that it precludes the use of ganciclovir as an 
antiviral agent. To solve these problems, we developed an induc-
ible human caspase 9 (icasp9), in which the native dimerization 
domain of human caspase 9 was replaced by a modified human 
FK binding domain that binds with high affinity to a small mol-
ecule chemical inducer of dimerization. Administration of the 
dimerizer led to rapid elimination of icasp9-expressing T cells 
both in preclinical models and in HSCT recipients who had 
received icasp9-modified donor T cells to enhance immune 
reconstitution. The dimerizer was infused in patients who 
developed GVHD, resulting in a 90% decrease of transduced 
cells within 30 minutes and an additional one log depletion in 
24 hours. Symptoms of GVHD resolved within 24 to 48 hours, 
and did not recur.16

ANTIGEN LOSS AND HETEROGENEITY
The heterogeneity of the targeted antigen expression and CAR 
T-cell-driven antigen loss are major challenges when a single epi-
tope in a single antigen is targeted. Unless the antigen and indeed 
the epitope are crucial for tumor survival, they may easily be down-
regulated, and antigen loss variants can be selected in the face of 
CAR T-cell killing. CD19 expression is essential for B-cell survival 
and is expressed on all resting and activated normal and malignant 
B cells during all phases of development, until it is downregulated 
on plasma cells. As a result, 70% to 90% of patients with relapsed 
or refractory B-cell acute lymphoblastic leukemia (B-ALL) enter 
CR in response to CD19.CAR T cells. Although 30% to 60% of 
these patients will relapse, only 10% to 20% relapse with CD19-
negative disease. Interestingly, a significant proportion of these are 
associated with myeloid lineage switch.
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FIG. 81.2 Overcoming Tumor Heterogeneity. (A) Multiple pop-
ulations of T cells, each expressing a different chimeric antigen 
receptor (CAR), can be infused to limit antigen heterogeneity or 
antigen loss. This strategy is limited only by the expense of the 
clinical grade vectors. (B) Shows a Tri-CAR T cell that recognizes 
three different tumor antigens. This strategy can also increase 
the avidity of a weak CAR for antigens expressed at low levels. 
If expressed from different vectors, this strategy may be chal-
lenged by FDA limits on vector copy number. This can be over-
come in (C), in which two ScFvs are linked in series in the same 
molecule. Tandem CARs must be designed based on biophysi-
cal properties to allow two different antigens to be targeted by 
a single molecule. TCR, T-cell receptor.
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CAR T cells on ligation of the CAR. T cells naturally circulate in 
lymphoid tissues in which B-cell tumors are located, and there-
fore are more likely to access tumor tissues; lymphoid tissues pro-
vide a supportive niche for T-cell expansion. CD19.CARs have 
shown outstanding success for the treatment of B-ALL, B-cell 
lymphoma, and chronic lymphocytic leukemia, while BCMA.
CARs for the treatment of multiple myeloma are also promising, 
producing tumor responses in up to 85% of patients including 
CRs in 45%.19 CD30.CARs have also been highly effective for 
B-cell lymphoma, and sequential trials at our institution clearly 
demonstrate the added value of lymphodepletion.7

T-cell and myeloid-cell malignancies are more challenging, 
as neither population is dispensable. Most antigens expressed 
on T-cell malignancies are also expressed on healthy T cells, so 
it is often difficult even to grow the CAR.T cells. Gomes-Silva 
et al. overcame this problem by knocking out CD7 on CD7.CAR 
T-cells to prevent fratricide, allowing CD7.CAR T cells to target 
both T-cell malignancies and AML.20 In contrast, CD5.CAR- and 
CD30.CAR T cells solved this problem for themselves. CD5 is 
downregulated on CD5 CAR T cells and CD30 is masked in cis by 
the CD30.CAR. However, without a suicide strategy, CARs target-
ing normal T cells may be limited to use as a bridge to transplant, 
which can be vital for patients who do not respond to standard 
therapies and hence are not eligible for HSCT. CD30 expression, 
in contrast, is limited to activated T cells; CD30.CAR T cells have 
been safe and effective for both T- and B-cell malignancies, nota-
bly without an increase in viral infections.21 However, this might 
be because CD30.CAR T cells peaked at one week after infusion, 
and by 8 weeks represented less than 0.1% of circulating PBMCs.

CARs targeting AML antigens like CD123, CD33, and CLL1 
are currently in clinical trials at multiple centers throughout the 
world. However, most are also expressed on healthy myeloid 
cells or their progenitors, so again are used as a bridge to trans-
plant, combined with suicide switches, or even with hematopoi-
etic stem cells knocked out for the target antigen. AML also suf-
fers from heterogeneous antigen expression, and multitargeted 
CARs will likely be required to sustain remissions.

SOLID TUMORS AND THEIR IMMUNOSUPPRESSIVE 
MICROENVIRONMENT
CAR T cells have had less success for the treatment of solid 
tumors. Access to solid tumors, in contrast with hematologic 
malignancies, requires T cells to extravasate into non-lymphoid 
tissues, which, in the absence of specific chemokine signaling, 
is slow. CAR T cells arriving at the tumor site are often found 
outside the tumor core, likely blocked by the multiple inhibi-
tory components of the TME, which includes suppressive 
myeloid cells, T regulatory cells, and tumor associated fibroblasts 
(Fig. 81.3). Within the tumor core, T cells are subject to suppres-
sive ligands such as PD-L1, galectin 9, ceacam 1, cytokines such 
as TGF-β and IL-10, and metabolic inhibitors like arginase 1 and 
indoleamine dioxygenase (IDO), while costimulatory ligands 
and growth-promoting cytokines are lacking. Clinical trials tar-
geting solid tumors have been disappointing, but PRs and rare 
CRs lend promise to their potential. It is now accepted that effec-
tive CAR T cells will require concomitant strategies to counter 
the suppressive TME. Many such strategies have been evaluated 
preclinically and are making their way to the clinic. These strate-
gies include additional genetic modifications of the CAR T cells 
and combination with monoclonal antibodies, small molecules 
that inhibit suppressive myeloid cells, and oncolytic viruses.
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FIG. 81.3 Suppressive Components of the Tumor Microenvi-
ronment. This figure shows just some of the immunosuppres-
sive components that promote tumor growth and metastasis, 
increase angiogenesis, and inhibit the infiltration and function of 
tumor-specific T cells. Targeting just one of these inhibitory fac-
tors may be insufficient to relieve T-cell inhibition, and inhibitors 
that interfere with multiple factors may be required.  Multiple 
factors may be tackled at once, for example, by eliminating 
suppressive myeloid cells that exert multiple inhibitory actions. 
IDO, Indoleamine dioxygenase; IL, interleukin; TGF, transform-
ing growth factor beta, VEGF, vascular endothelial growth factor.

KEY CONCEPTS
Suppressive Cells of the Tumor 
Microenvironment

• T regulatory cells
• Suppressive myeloid cells

• Tumor-associated macrophages, myeloid suppressor cells, imma-
ture dendritic cells

• Express inhibitory and cytotoxic ligands
• PD1, galactin 9, CD48, CD122, CD155, RCAS1, Fas ligand

• Produce metabolic inhibitors
• Indoleamine dioxygenase, ARG1, adenosine, lactic acid, hypoxia

COMBATING THE TME BY GENE MODIFICATION 
OF CAR T CELLS

Multiple strategies to improve CAR T-cell proliferation after 
infusion, homing to, and functional persistence at the tumor site 
have been evaluated   preclinically; several are in clinical trials. 
Homing of CAR T cells to the tumor site can be improved by 
co-expression of transgenic receptors for chemokines expressed 
within the TME, either by tumor cells or by tumor stroma. Main-
taining CAR T-cell persistence after the effects of lymphodeple-
tion have waned may be achieved by the systemic administra-
tion of cytokines, but since these have dose-limiting toxicities, 
several trials are evaluating CAR T cells producing cytokines 
either constitutively or in response to CAR ligation. To prevent 
excessive production of transgenic cytokines and their use by 
unwanted cell types, such as Tregs, constitutively active cytokine 
receptors can be expressed in CAR T cells (Fig. 81.4C).

TGFβ, produced by many tumors and by immunosuppres-
sive tumor components, is an important homeostatic cytokine 
that potently inhibits T cells. We expressed a dominant-negative 
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intracellular signaling domains of activating cytokines, such as 
IL-7 to convert an inhibitory signal into an activating signal (see 
Fig. 81.4B).6 Other strategies use CAR T cells to deliver immune 
modulating payloads such as mini-antibodies targeting check-
point molecules.

Sitkovsky’s group has long been a proponent of targeting 
hypoxia and adenosine in the TME.22 Hypoxia in the TME 
drives the expression of the ectoenzymes CD39, that converts 
extracellular ATP and ADP into AMP, while CD73 produces 
adenosine from AMP. Adenosine activates A2 adenosine recep-
tors (A2AR) on T cells, activating cyclic AMP and inhibiting 
T-cell-receptor signaling. Several groups have demonstrated 
the antitumor activity of A2R antagonists on their own and in 
combination with other immune modulators such as check-
point inhibitors.

A. Dominant-negative
receptor

B. Switch receptor C. Constitutively active
receptor

Inhibitory
receptor
exodomain

Cysteine mutations
induce spontaneous

dimerization

Activating receptor
endodomain

IL 7, IL 15

IL 10
TGF-

IL 13
IL 4

FIG. 81.4 Enhancing Chimeric Antigen Receptor (CAR) T-Cell Signaling. (A) A dominant-negative receptor for an inhibitory ligand 
in which the intracellular signaling domain is deleted, so the cell is not inhibited on ligand binding. In (B), the extracellular domain 
of an inhibitory receptor is linked to an intracellular signaling domain of an activating receptor, so activating signal can convert the 
inhibitory signal into a stimulatory signal. Both receptors can bind their ligand and deplete it from the environment. (C) A cysteine 
mutation in the transmembrane domain of the IL7 receptor leads to constitutive IL7 receptor signaling, leading to Jak1-STAT5 sig-
naling and supporting cytokine-independent T-cell proliferation. In (D), CARs can be introduced into virus-specific T cells so that ad-
ditional signaling can be induced via the virus-specific TCR. Viruses potently stimulate both adaptive and innate immunity via pattern 
recognition receptors on infected cells and innate responders. Hence, CAR virus-specific T cell (VST) stimulation may be provided 
by endogenous viruses such as EBV, viral vaccines such as the live-attenuated VZV vaccine, zostavax, or oncolytic viruses, such as 
adenoviruses that can also recruit CAR VSTs to the infected tumor site. IL, Interleukin; TCR, T-cell receptor.
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KEY CONCEPTS
Gene Modifications to Improve CAR T-Cell 
Function and Persistence

• Growth-promoting cytokines or constitutive cytokine receptors
• Dominant-negative or switch receptors for inhibitory ligands
• Multiple chimeric antigen receptors to avoid antigen heterogeneity

and downregulation
• Immune modulatory payloads, such as mini-antibodies to checkpoints 

or IL12
• Suicide strategies

TGFβ receptor (TGFβDNR) on EBV-specific T-cells (EBVSTs) 
and showed they were resistant to TGFβ in vitro and in preclini-
cal tumor models (see Fig. 81.4A). The removal of a homeo-
static mechanism from T cells was a safety concern since TGFβ 
knockout mice developed T-cell leukemia. However, these 
leukemias were restricted to IL2-independent pre-thymic T 
cells and the DNR was not oncogenic in mature post-thymic  
T cells. Indeed, TGFβDNR-EBVSTs were safe and produced 
CRs in patients with multiply relapsed or refractory EBV-
positive lymphoma and could be detected in patients for up 
to 5 years.15 Since then, the TGFβDNR has been used safely in 
HER2.CAR T cells, melanoma-specific TILs, and HPV-specific 
T cells. Clearly, there are multiple checkpoints for T-cell prolif-
eration; removing a single one is likely to be safe and worth test-
ing in patients with few, if any, other options. Switch receptors 
take this concept one step further and combine the extracellu-
lar domain for inhibitory cytokines, such as TGF-β, with the 

KEY CONCEPTS
Combination Strategies to Improve CAR T Cells

• Molecules that eliminate suppressive myeloid cells
• All-trans retinoic acid, Rank ligand inhibitors, bisphosphonates

• Epigenetics molecules that upregulate tumor antigens
• Histone deacetylase inhibitor (HDAC) inhibitors, methylation inhibitors

• Oncolytic viruses that debulk tumor and produce immunomodulatory
transgenes

• Checkpoint inhibitors to disable the suppressive tumor
microenvironment. 
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THE DIFFERENTIATION STATE AND SUBSET ORIGIN 
OF THE INFUSED T CELLS IS IMPORTANT
Generation of CAR T cells usually involves stimulating T cells 
with CD3 and CCD28 antibodies, followed by transduction 
with vectors expressing the CAR of interest, then expansion 
with cytokines until sufficient T cells for the patient dose, qual-
ity control (QC) testing for eligibility, and other analyses have 
been obtained. Within these parameters, there are multiple 
variables in addition to the structure and specificity of the CAR: 
the source of T cells may be peripheral blood or apheresis units 
that may be processed into PBMCs, purified CD3+ T cells, or 
more defined subsets. The vector may lentiviral, retroviral, or 
transposon and the media used may include fetal bovine serum, 
human serum, human platelet lysate, or serum-free formula-
tions, containing a range of cytokines and sometimes incor-
porating drugs such as Akt inhibitors or IL21 to inhibit T-cell 
differentiation. T cells may be expanded for just a few days or 
for up to 2 weeks in culture ware ranging from 24 well plates, to 
G-Rex flasks, the Wave bioreactor, or the Prodigy. Finally, cells 
may be infused fresh or after cryopreservation. The relative ben-
efits of most of these variables have not been directly compared 
in clinical trials, and preclinical in vitro or in vivo studies may 
have limited value. The commonly held theory is that the least 
differentiated T-cell phenotype is desirable, and that cells must 
proliferate and kill tumor cells over multiple in vitro stimula-
tions and be effective in murine xenograft models.

It has been suggested in preclinical studies that CD19 
.BB. CAR T cells with a defined T-cell subset composition of 
50% central memory (cm)-derived CD8+ T cells plus 50% CD4+ 
T cells from unseparated T cells had better preclinical antitumor 
activity than other subset combinations. This combination was 
later studied in a clinical trial for adult patients with heavily pre-
treated NHL,23 with half of patients receiving the CD19.BB.CAR 
after cytoxan and fludarabine preconditioning achieving CR. 
However, this study did not determine if this subset combina-
tion was more effective than unseparated subsets. To identify 
the characteristics of T cells with the greatest persistence and 
expansion after infusion, this group compared CD8+ T-cell clo-
notypes in the infusion product with the cells detected in patient 
blood at different times after infusion using single cell RNA seq. 
T cells in the infusion product fell into four groups associated 
with T-cell activation, effector function, metabolism, and cell 
cycle, and clonotypes that persisted fell into all four groups, but 
most commonly derived from groups with enhanced cell cycle 
and effector functions. The efficacy of memory-enriched CAR 
T cells is currently under evaluation in several clinical trials for 
B-cell malignancies and brain tumors, some in combination 
with PD-L1 blockade (NCT02706405).

We have evaluated CARs in virus-specific T cells (VSTs) that 
derive from the T-cell memory compartment. We hypothesized 
that CAR VSTs could be boosted in vivo by endogenous viruses, 
such as EBV, viral vaccines such as VZV, or oncolytic viruses 
(see Fig. 81.4D), and that if infused after HSCT, they could pro-
tect against both viral infections and leukemic relapse. An intra-
patient comparison of a first generation GD2.CAR expressed in 
EBVSTs or CD3-activated T-cells (ATCs) showed that GD2.
CAR-EBVSTs circulated with higher frequency in the 6 weeks 
after infusion than GD2.CAR ATCs and produced CRs in 3 
of 11 patients. However, neither population (CAR EBVSTs or  
CAR ATCs) expanded after infusion and persistence even at 
low levels of either population correlated positively with time 

to  progression. We also used CD19.28.CAR T cells specific 
for CMV, adenovirus, and EBV (CD19.CAR-VSTs) as adju-
vant therapy after HSCT for children with high risk B-ALL.24 
Patients did not receive lymphodepletion, were not lymphope-
nic at the time of infusion, and had circulating normal B cells. 
Virus reactivation correlated with much greater expansion of 
CAR-VSTs and loss of normal B cells, showing that viruses can 
expand CAR T cells via the TCR. This study also showed that in 
the absence of lymphodepletion, normal B cells were unable to 
induce substantial CD19. CAR.T-cell expansion.

INTRAPATIENT COMPARATIVE STUDIES CAN BEST 
IDENTIFY OPTIMAL CAR T CELLS
There are many different CAR structures and manufacturing 
strategies, and it remains unclear which is the best. Intra-patient 
comparisons, in which CAR T cells are introduced into the same 
patient environment, provide powerful means to compare post-
infusion expansion and persistence. In addition to comparing 
GD2.CAR EBVSTs with GD2.CAR ATCs within patients, our 
group compared first (1 G) and second generation (2 G) CD19.
CARs, and then 2 G with 3 G CD19.CARs. Each patient received 
two cell products simultaneously, and the relative expansion of 
each could be compared using quantitative PCR. As expected, 
the 2 G CD19.CARs expanded to a greater degree than 1 G 
CD19.CARs in patients with B-cell lymphoma, as measured by 
quantitative PCR of PBMCs. Although none of the six patients 
had CRs, the cells were infused without prior lymphodepletion. 
In the second study, 3 G CARs infused after lymphodepletion 
expanded to a greater degree than 2 G CARs, and persisted for 
longer, although both peaked at 2 weeks after infusion.7 Three 
of 11 patients with disease at the time of infusion had CRs and 
three had PRs. While powerful, these studies cannot determine 
precisely which product had the greatest clinical benefit, since 
T-cell expansion and persistence within the tumor site and lym-
phoid tissues could not be measured and may not be accurately 
reflected by the cells detected in the circulation. Hence, there is 
a great need for improved in vivo imaging and biopsy analyses.

OFF-THE-SHELF CAR T CELLS
The generation of autologous CAR T cells for every patient is 
an expensive and lengthy process, and patients cannot always 
wait the 4 months usually required to generate and QC test 
their product. Furthermore, individual CAR T-cell products 
cannot be standardized, and many fail the product eligibility 
criteria. Allogeneic off-the-shelf CAR T cells can be generated 
in bulk to treat multiple patients in the shortest possible time 
frame. Unfortunately, alloreactive T cells in the infusion prod-
uct may cause GVHD, while host alloreactive T cells can rap-
idly eliminate the infused cells. Despite this problem, partially 
HLA-matched, allogeneic VSTs have been almost as effective 
as stem cell donor-derived VSTS at controlling viral infections 
after HSCT, without causing GVHD. However, graft rejection is 
far more likely in fully immunocompetent hosts, and investiga-
tors have used gene-editing approaches to solve both problems. 
To prevent GVHD, they have deleted the TCR, and to prevent 
rejection, they have prevented the cell surface expression of 
HLA class I and II molecules. Since HLA-negative T cells are 
sensitive to NK-cell killing, NK-cell-inhibitory molecules such 
as HLA E must also be expressed. However, NK-cell-inhibitory 



1049CHAPTER 81 CAR T-Cell Therapy

receptors are heterogenous, and HLA E may not block all NK 
cells. Our group has evaluated alternative strategies such as 
allodefense receptors (ADRs), which comprise CARs that rec-
ognize molecules upregulated on activated T- and NK-cells. Co-
expression of an ADR of CD19.CAR T cells has proved effective 
in humanized xenograft models.25 We are also evaluating VSTs 
as hosts for ADRs, since allogeneic VSTs with their more limited 
array of TCRs have not caused GVHD in multiple clinical trials.

SUMMARY
CAR T cells hold great promise as a therapy with high tumor 
specificity that causes few, if any, long-term toxicities. If their 
anti-tumor efficacy in the immunosuppressive TME can be 
improved, CAR T cells would be infinitely preferable to most 
standard chemoradiotherapies and surgery. To achieve this 
goal, combination strategies that enhance the potency of CAR 
T cells and reverse the immunosuppressive TME will likely be 
required. Finally, an affordable and feasible model to bring cel-
lular immunotherapies into clinical practice is required.
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Over 70 years ago, a cold ethanol fraction of plasma that con-
tained an enriched fraction of gammaglobulin was used intra-
muscularly as passive immunotherapy for the treatment and 
protection of infectious pathogens and subsequently as anti-
body replacement therapy for patients with primary immune 
deficiency diseases (PIDDs). This Cohn ethanol plasma frac-
tion of immunoglobulin G (IgG) remained the principal form 
of therapy until 1981 when an intravenous (IV) preparation 
(i.e., intravenous immunoglobulin [IVIG]) became available. 
Subsequently, a Swiss physician observed that thrombocyto-
penia resolved when patients with immune deficiency were 
treated with IVIG. This observation led to the use of IVIG 
in patients with autoimmune idiopathic thrombocytopenic  
purpura (ITP), and an expansion on the use of IVIG as immu-
nomodulatory therapy in several US Food and Drug Admin-
istration (FDA) approved autoimmune disorders (Table 82.1). 
Most IVIG preparations are derived from plasma by the Cohn 
ethanol fractionation method or the Cohn-Oncley modifica-
tion. IVIG products are modified to prevent the formation of 
IgG aggregates and to make IVIG suitable for the IV route. Ex-
cipients, such as sugars (maltose or D-sorbitol) or amino acids 
(glycine or L-proline), stabilize the IgG molecules from aggre-
gation. Cold ethanol fractionation, as the first step in plasma 
processing, inactivates human immunodeficiency virus (HIV). 
Treatment with low pH, solvent and detergent, pasteurization 
or nanofiltration/depth filtration in combination, depending 
on the Ig product, is used as further five to seven steps for viral 

inactivation and removal. Commercial lots of IVIG are derived 
from approximately 15,000 donors (not to exceed 60,000 do-
nors according to the FDA and the Plasma Protein Therapeutics  
Association). Each lot must contain adequate levels of antibody 
to measles. These products may vary slightly among manufac-
turers and from lot to lot; however, they are generally compa-
rable with regard to clinical efficacy, but perhaps not tolerabil-
ity. The newer Ig formulations are iso-osmolar, low-sodium, 
and low-IgA liquid products. The characteristics of IVIG prep-
arations available in the United States are reviewed elsewhere  
(Immune Deficiency Foundation. Immunoglobin Products. Available 
at: https://primaryimmune.org/about-primary-immunodeficien-
cies-treatments/immunoglobulin-products [Accessed on March 
23, 2020]).

TABLE 82.1 FDA-Approved Indications 
for Intravenous Immunoglobulin

• Primary humoral immunodeficiency disease, as replacement therapy.
• Immune thrombocytopenic purpura, to prevent severe and/or control

bleeding
• Children with HIV/AIDS and recurrent infections, to prevent serious

bacterial infections
• B-cell chronic lymphocytic leukemia with recurrent infections and

humoral immune deficiency, to prevent bacterial infection
• Kawasaki disease, to prevent coronary artery aneurysms
• Bone marrow transplantation, to decrease risk of infection, interstitial

pneumonia, and graft-versus-host disease in the first 100 days after
transplantation

• Chronic inflammatory demyelinating polyneuropathy, to improve
neuromuscular impairment and for maintenance therapy to prevent
relapse

• Multifocal motor neuropathy, to improve neuromuscular impairment
and maintenance therapy to prevent relapse

AIDS, Acquired immunodeficiency syndrome; FDA, US Food and Drug Administration; 
HIV, human immunodeficiency virus.

KEY CONCEPTS
Properties of Intravenous Immunoglobulin and 
Subcutaneous Immunoglobulin

• Plasma fractionation (first step) by cold ethanol/Cohn-Oncley modification
(fraction II)

• >98% IgG; >90% monomeric IgG
• Traces of other immunoglobulins (i.e., IgA and IgM) and serum

proteins
• Addition of sugar or amino acids, stabilizes IgG from aggregation
• Multiple viral inactivation/removal steps:

• Cold ethanol fraction
• Chromatography
• Solvent/detergent treatment
• Caprylate fractionation
• Nanofiltration
• Depth filtration
• Pasteurization

• Intact Fc receptor important for biological function:
• Opsonization and phagocytosis
• Complement activation
• Antibody-dependent cytotoxicity

• Normal half-life comparable to serum IgG
• Normal proportion of IgG subclasses
• Broad spectrum of antibodies to bacterial and viral agents

In this chapter, the application of IVIG as replacement ther-
apy in patients with primary immune deficiency (PID) and the 
potential mechanisms of action of Ig therapy in the treatment 
of autoimmune and inflammatory diseases are reviewed. For 
more information on the use of Ig therapy in specific diseases, 
the reader is referred to an evidence-based review of the topic 
elsewhere.1

82
Immunoglobulin Therapy:  

Replacement and Immunomodulation
Mark Ballow
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being of the patient is a more important parameter. Clearly, with 
higher trough levels, the incidence of pneumonia and comorbid  
conditions (e.g., bronchiectasis and meningoencephalitis) is 
reduced. Pulmonary abnormalities are among the most frequent 
comorbid conditions associated with morbidity and mortality 
in patients with antibody immunodeficiencies. Periodic pulmo-
nary function testing and careful use of high-resolution chest 
computed tomography should be used to monitor pulmonary 
function and anatomy.

For replacement therapy in patients with PID, all brands of 
IVIG are probably equivalent for efficacy, although there are dif-
ferences in viral inactivation processes (see Immune Deficiency  
Foundation. Immunoglobin Products. Available at: https://
primaryimmune.org/about-primary-immunodeficiencies- 
treatments/immunoglobulin-products [Accessed on March 23, 
2020]). The choice of brands may be dependent on the hospi-
tal, payor, or home care formulary; the distributor availability 
and cost; and, most importantly, patient tolerability. The dose, 
manufacturer, and lot number should be recorded for each infu-
sion to facilitate review procedures for adverse events or other 
consequences. It is crucial to record all side effects that occur 
during the infusion. It is also recommended that liver and re-
nal functions be monitored once or twice a year. Changes in 
weight or growth in children or changes in clinical response 
or adverse events may necessitate a more frequent laboratory 
evaluation. More frequent serum IgG levels may be necessary 
for patients on home therapy, especially for those receiving 
subcutaneous immunoglobulin (SCIG) products to evaluate  
compliance.

In patients with active infection, especially patients with 
CVID, the initial (first) dose can be halved (i.e., 200 to 300 mg/
kg) and the dose repeated 2 weeks later to achieve a full dose. 
To minimize cost and inconvenience, self-administration and 
home treatment have been used successfully. For home therapy, 
patients need to be selected carefully. Infusions should be done 
only in the presence of a responsible adult who is ready to pro-
vide assistance. Home treatment has been reported to be as ef-
fective as hospital treatment in terms of the frequency of infec-
tions, days missed from school or work, antibiotics used, and 
Ig level achieved. Patients receiving home treatment should be 
seen regularly (i.e., approximately every 6 months) to monitor 
clinical status, liver function, and serum IgG level.

The first description on the use of the subcutaneous (SC) route 
for Ig replacement therapy was published in 1980. It was reported 
to be safe, well tolerated, and effective in achieving adequate 
serum IgG levels. In a multicenter study of patients with hypogam-
maglobulinemia receiving SC infusions at home, a significant 
reduction in adverse systemic reactions with SC administratiown, 
compared with the intramuscular (IM) or IV administration, was 
observed. Anaphylactoid reactions did not occur. Studies have 
shown enhancements in quality-of-life measurements.3 Local 
tissue reactions occur with SCIG infusions, including swelling, 
soreness, redness, induration, local heat, itching, and bruising. 
There are advantages and disadvantages for each of the routes of 
administration of replacement Ig therapy.

SCIG is a suitable alternative to IVIG and may present cer-
tain opportunities for optimizing care for patients with PIDD at 
home. SCIG is an excellent alternative to IVIG for those patients 
unable to tolerate the IV route of Ig replacement due to systemic 
side effects with IVIG administration. SCIG also leads to higher 
serum IgG steady-state levels and may eliminate the wear-off 
effects of IVIG replacement therapy.

REPLACEMENT THERAPY WITH INTRAVENOUS 
IMMUNOGLOBULIN
Several studies have shown that pulmonary abnormalities are 
the most important factors associated with morbidity and mor-
tality in patients with PIDs. The number of infections, days on 
antibiotic therapy, days missed from school or at work, and hos-
pitalized days may not be sufficient indicators of adequate treat-
ment. Therefore the improvement or maintenance of pulmonary  
function is an important measure of the success of therapy.  
Orange et al.2 examined the impact of serum IgG trough lev-
els on pneumonia incidence in patients with PIDDs receiving  
replacement IVIG therapy in a meta-analysis of published clini-
cal studies. The results of their analysis showed that trough IgG 
levels increased by 121 mg/dL for every 100 mg/kg increase in 
dose, which resulted in a decrease in pneumonia incidence by 
27%. There was a strong correlation between increasing trough 
IgG levels and a decrease in pneumonia. Clinicians should 
choose a “biological” trough level for the serum IgG related to 
the patient’s clinical course (i.e., frequency of infections) instead 
of arbitrarily choosing a trough value of ≥500 mg/dL. A longitu-
dinal study of patients with common variable immune deficien-
cy (CVID) and X-linked agammaglobulinemia with a follow-up  
of 22 years showed that the dose of IVIG needed to keep a  
patient free of infection varied among patients, emphasizing 
that the goal of replacement therapy should be improvement of 
clinical outcome, not a specific IgG trough level.

The overall consensus among clinical immunologists is that 
an IVIG dose of 400 to 600 mg/kg/month is a good starting 
point. Catabolism of infused Ig varies among individuals. The 
rate of elimination of IgG may be higher during a period of ac-
tive infection. For persons with a higher catabolism of infused  
IgG or more frequent infections, infusions every 3 weeks with 
smaller doses may be more efficacious. In the final analysis,  
trough levels are only a general guide, and the clinical well- 

KEY CONCEPTS
Treatment of Patients With Primary Immune  
Deficiency With Intravenous Immunoglobulin

• Starting dose 400–600 mg/kg every 4 weeks.
• Maintain a serum IgG trough level or steady-state serum IgG level that 

keeps the patient free of infections (i.e., biological trough level).
• Recent studies indicate that most patients may require a trough or

steady-state level of 750–850 mg/dL.
• Higher trough levels (>800 mg/dL) may be necessary to prevent

chronic pulmonary disease and enteroviral meningoencephalitis.
• Subcutaneous immunoglobulin (SCIG) offers an advantage in achiev-

ing higher steady-state plasma IgG levels.
• It may take ≥3 months to achieve a steady state after a change in dose.
• Monitor serum blood urea nitrogen (BUN) and creatinine and perform

liver function tests every 12 months.
• Keep a log of dose, manufacturer, lot number, and reactions for each

infusion. Reactions from IVIG are commonly due to rate of infusion,
change of product, concurrent infections or inflammation or other pre-
existing conditions (migraine headaches).

• For patients with rate-related adverse side effects consider pretreatment
with:
• Acetaminophen
• Diphenhydramine
• Nonsteroidal antiinflammatory drugs (NSAIDs)
• Corticosteroids

• Consider alternate administration of SCIG in patients with frequent
systemic adverse reactions to IVIG.

https://primaryimmune.org/about-primary-immunodeficiencies-treatments/immunoglobulin-products
https://primaryimmune.org/about-primary-immunodeficiencies-treatments/immunoglobulin-products
https://primaryimmune.org/about-primary-immunodeficiencies-treatments/immunoglobulin-products


1053CHAPTER 82 Immunoglobulin Therapy: Replacement and Immunomodulation 

SCIG products are 10%, 16.5%, or 20% formulations, the for-
mer being similar in composition to IVIG products. The calcu-
lated dose for SC administration is generally 100 to 150 mg/kg 
weekly. Depending on the weight or body mass of the patient 
and the concentration of the SCIG (i.e., 10% or 20%), infusions 
may have to be given more frequently than every 7 days. Phar-
macokinetics studies in clinical trials have suggested that upward 
adjustments by 37% of the IVIG dose may be needed to achieve 
comparable bioavailability, defined as the area under the serum 
concentration curve (AUC). This adjustment in dosing between 
IVIG and SCIG has not been mandated by European regulatory 
agencies, and in the United States some clinical immunologists 
select dosing based on optimization for prevention of infections, 
as noted above for the IVIG dosing. The SCIG schedule should 
be started 1 week after the last dose of IVIG, or in a new pa-
tient loaded with four or six doses of SCIG. Before home treat-
ment, patients need to be instructed on the correct technique, 
observed to apply it under close supervision, and educated about 
the recognition of possible side effects. SCIG infusion is safer, 
better tolerated, and preferred by some patients. More detailed 
information about SCIG administration has been published by 

Wasserman.4 Studies in Europe and Canada have shown that 
healthcare costs of SCIG therapy are lower compared with IVIG. 
It should be considered as an alternative, especially in those pa-
tients with systemic adverse reactions from IV administration. 
Another method for the administration of Ig by the subcutane-
ous route has been approved and has been referred to as facilitat-
ed SC infusion.5 In this approach, human recombinant hyaluron-
idase is used to enhance the volume of 10% liquid Ig that can be 
infused into the SC space, allowing for monthly doses of Ig to be 
administered in one or two sites. The hyaluronidase depolymer-
izes the hyaluronan temporarily, allowing the Ig greater access 
to the lymphatics of the SC space and facilitating the absorption 
of Ig. This method of administration of 10% Ig has been shown 
in pharmacokinetic studies to result in bioavailability of 93% of 
the IVIG dose and thus does not require an upward adjustment 
factor in calculating the dose of Ig replacement.

ADVERSE EVENTS ASSOCIATED WITH INTRAVE-
NOUS IMMUNOGLOBULIN THERAPY

Rate-Related Adverse Events
Typical rate-related adverse reactions with IVIG include tachy-
cardia, dyspnea, chest tightness, back pain, arthralgia, myalgia, 
hypertension or hypotension, headache, pruritus, rash, and low-
grade fever. Mild to moderate reactions occur in 5% to 15% of 
infusions; severe reactions occur in less than 1% of patients. Re-
actions may be delayed and occur several hours after the infu-
sion. Of course, in patients with autoimmune disorders, reaction 
rates are higher with higher IgG doses. Patients with more pro-
found immunodeficiency or patients with active infections also 
tend to have more severe reactions. Other factors that contribute 
to adverse reactions include change of IVIG products, concomi-
tant infections, higher concentrations or lyophilized products, 
and rapid infusion rates (reviewed in the report by Stiehm).6 The 
cause of the reactions is thought to be related to the anticomple-
mentary activity of IgG aggregates in the IVIG in which immune 
complexes form between infused antibodies and antigens of in-
fectious agents in the patient. The other possible mechanism is 
that the formation of oligomeric or polymeric IgG complexes that 
interact with Fc receptors and triggers the release of inflamma-
tory mediators. These rate-related reactions occur less frequently 
with the newer IVIG products that are liquid and iso-osmolar. 
Headaches are the most frequent symptom associated with IVIG 
infusions, occurring in 5% to 20% of infusions and one-third of 
patients. Slowing the infusion rate or discontinuing therapy until 
symptoms subside may diminish the reaction. Pretreatment with 
nonsteroidal antiinflammatory drugs (NSAIDs), acetaminophen 
(10–15 mg/kg/dose in a child), diphenhydramine (1 mg/kg/dose 
in a child; 25–50 mg 12 years and older), and/or hydrocortisone 
(6 mg/kg/dose, maximum 100 mg) 1 hour before the infusion 
may prevent adverse reactions. Oral hydration prior to the infu-
sion is often helpful. Switching IgG products may also lead to 
adverse events in 15% to 18% of patients and is discouraged. Per-
sistence of side effects with IVIG infusions despite rate changes, 
premedication, or even product changes should be a consider-
ation for switching to SCIG.

Central Nervous System–Related Adverse Events
Aseptic meningitis has been reported as one of the complica-
tions of IVIG, especially with large doses and rapid infusions, 
and in the treatment of patients with autoimmune disease. 

CLINICAL PEARLS
Comparison of Routes of Administration of  
Immunoglobulin Therapy in Patients With Primary 
Immune Deficiency

Intravenous Route
Advantages
• Can achieve rapid plasma levels.
• Can use this route in patients with bleeding disorders.
• Can give large volumes per infusion allowing intermittent dosing

(every 21–28 days).

Disadvantages
• Requires venous access and trained personnel in most situations.
• Interrupts patient’s schedule for 3–5-h period.
• Often needs patient to come to a hospital or infusion center for treatment.
• May have more frequent systemic side effects in some patients than

subcutaneous (SC) route.
• Large shift in immunoglobulin (Ig) levels during dosing may cause ad-

verse effects at or just after peak and during low troughs, e.g., “wear-
off” effects.

Subcutaneous Route
Advantages
• Avoids need for Intravenous (IV) access for patients with poor venous

access.
• Eliminates trough levels
• Achieves a stable serum level of IgG
• May eliminate 3rd–4th week fatigue (“wear off” effect) prior to next

infusion.
• Has fewer systemic adverse effects than IV route.
• Provides more flexibility for patient’s (and/or parent’s) schedule
• Convenient for those living at a distance from infusion center or hospital
• Helpful for young adults going to college.

Disadvantages
• Requires frequent dosing due to relatively small volume per infusion.
• Has common minor local reactions at the site of infusion.
• Depends on patient reliability.
• May require multiple infusion sites.
• Some equipment is complex, with need for an infusion pump, sterile

technique.
• Loss of dexterity in the elderly may make it difficult to set up equip-

ment and/or draw Ig out of bottles.
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Interestingly, this rarely occurs in subjects with immunodefi-
ciencies. Symptoms, including headache, stiff neck, and photo-
phobia, usually develop within 24 hours after completion of the 
infusion and may last 3 to 5 days. Spinal fluid pleocytosis occurs 
in most patients. Long-term complications are minimal. The 
etiology of aseptic meningitis is unclear, but migraine headache 
has been reported as a risk factor and may be associated with 
recurrence despite the use of different IVIG preparations and 
slower rates of infusion.

Renal Adverse Events
Acute renal failure is a rare but a significant complication of 
IVIG treatment and has been associated in the past with prod-
ucts containing sucrose. Histopathological findings of acute tu-
bular necrosis, vacuolar degeneration, and osmotic nephrosis 
were suggestive of osmotic injury to the proximal renal tubules. 
Most patients (95%) had received large doses for treatment of 
autoimmune diseases. The majority of the cases were treated 
successfully with conservative therapy, but deaths were reported 

in 17 patients, all of whom had serious underlying conditions. 
Most cases of this adverse event were associated with IVIG 
products containing sucrose as a stabilizer. Risk factors for this 
adverse reaction include pre-existing renal insufficiency, diabe-
tes mellitus, dehydration, patient age less than 65 years, sepsis, 
paraproteinemia, and concomitant use of nephrotoxic agents. 
Newer IVIG products are using alternative stabilizers (e.g., ami-
no acids) instead of sucrose; currently there are no Ig products 
in the United States that contain sucrose.

CLINICAL PEARLS
Adverse Events Associated With Immunoglobulin 
Therapy

Rate-Related
• Infusion site erythema, swelling, pain, itching
• Headache
• Myalgia, back pain, arthralgia
• Malaise, fatigue
• Chills, fever
• Pruritus
• Rash, urticaria
• Nausea, vomiting
• Tachycardia
• Dyspnea, chest pain, or tightness
• Hypotension
• Hypertension

Central Nervous System
• Severe headaches
• Trigger migraine headaches
• Aseptic meningitis*

Renal
• Azotemia
• Renal failure

Thromboembolic Eventsa

• Thrombosis, cerebral infarction
• Myocardial infarction
• Pulmonary embolism

Anaphylaxis From Anti-Immunoglobulin E Antibodies to 
Immunoglobulin A
Other (Isolated Reports)
• Cardiac rhythm abnormalities
• Coagulopathy
• Serum sickness
• Hemolysis, related to alloantibodies to blood type A/B
• Cryoglobulinemia
• Neutropenia
• Alopecia
• Uveitis
• Noninfectious hepatitis
• Progressive neurodegeneration

*See text for predisposing risk factors

CLINICAL PEARLS
Risk Factors for Adverse Events

• Infusion issues:
• Prior history of an infusion reaction with an immunoglobulin (Ig)

product
• First infusion in a patient with active infection or inflammation
• Changing Ig products
• Rapid infusion and/or large dose

• Patient factors:
• Preexisting renal insufficiency
• Prior history of thrombotic event
• Autoimmune disorder
• Diabetes mellitus
• Older age
• Hyperlipidemia or elevated cholesterol
• Dehydration with volume depletion
• Hypercoagulable state
• Indwelling catheters
• Paraproteinemia or other causes of hyper-viscosity
• Cardiac or peripheral vascular disorders
• Estrogen use
• Smoking

Thromboembolic Events
This adverse effect was observed mainly in patients receiving large 
doses of IVIG for autoimmune diseases, although there had been 
reported cases in patients with PIDD. Patients with elevated serum 
viscosity (e.g., cryoglobulinemia, hypergammaglobulinemia, and 
hypercholesterolemia) are at risk for developing a critical increase 
in serum viscosity with IVIG, especially high doses that predis-
pose them to thromboembolic events, such as myocardial infarc-
tion, stroke, deep vein thrombosis, or pulmonary embolism. 
Recently, a contaminating procoagulant factor (e.g., factor XIa) 
has been implicated in these thromboembolic events. Patients at 
risk are older (>65 years), on multiple drugs, and have comor-
bidities, such as diabetes or hypertension. Patients at risk should 
be well hydrated, IVIG should be administered at lower rates, and 
products with low sodium and an osmolality in the physiologi-
cal range should be selected. Ig manufacturers have taken steps to 
remove or reduce procoagulant activity from their products.

Transfusion Reaction Caused by Antibodies Against 
Immunoglobulin A
True anaphylaxis is rare in patients with selective IgA deficiency 
and CVID who develop IgE antibodies to IgA after treatment 
with Ig; this adverse event appears to be much less frequent than 
originally thought. In various studies 10% to 22% of patients 
with CVID have IgG antibodies to IgA, but there is no correla-
tion between the presence of these antibodies and adverse reac-
tions. Patients with anti-IgA antibodies who have had reactions 
to IVIG have tolerated SCIG.7

aSee Clinical Pearls Risk Factors for Adverse Events box.
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Hemolysis Caused by Isoagglutinins (Anti-A and Anti-B 
Antibodies) in the Immunoglobulin Products
Hemolysis following the administration of Ig products is uncom-
mon and occurs in approximately 1.6% of patients and more 
commonly in patients receiving large doses of Ig, e.g. autoim-
mune diseases. It usually does not lead to clinical adverse effects; 
however, if extensive, it can cause renal failure. IVIG infusion– 
associated hemolysis occurs from 12 hours to 10 days after the 
first infusion. Patients with blood type A or AB are particularly at 
risk. Labs include Coombs’ positivity, decreases in the hemoglo-
bin and haptoglobin levels, increase in lactate dehydrogenase, and 
increases in bilirubin and reticulocyte counts.8 Currently, isoag-
glutinins levels in Ig products have a limit of ≤1:64 by regulatory 
agencies. Additional manufacturing processes have been added by 
some manufacturers to reduce the level of isoagglutinins in their 
Ig products.

Other Adverse Reactions
A number of other adverse reactions have been reported in 
association with IVIG infusions, as noted in Clinical Pearls 2. 
These side effects are usually less common and are discussed in 
more detail elsewhere.6,8

Summary: Immunoglobulin Replacement in Treatment 
of Immune Deficiency
Ig replacement is the mainstay of treatment for primary humoral 
immune deficiency. The goal of treatment is to provide a broad 
spectrum of antibodies to prevent infections and chronic long-
term comorbid conditions such as chronic lung disease. The usual 
dose is 400 to 600 mg/kg/month, but this may vary among indi-
viduals, and some patients may require higher doses. A serum 
trough level above 500 mg/dL has been shown to be effective in 
the prevention of severe bacterial infections. However, recent 
studies have suggested that even higher doses (e.g., a “biological” 
trough level and achieving trough levels of IgG in the range of 
750 to 900 mg/dL) may be desirable.9 Ig can be given intramus-
cularly, intravenously, or subcutaneously. SCIG administration 
has been proven to be safe and is a good choice in some patients, 
especially those experiencing side effects of administration by the 
IV route. Generally, Ig replacement therapy is considered safe in 
the majority of patients. Side effects are usually mild and treatable 
with premedication. Good manufacturing practices, improved 
screening of plasma donors, testing of the source plasma, and 
additional viral inactivation and removal steps have made Ig a 
better and safer plasma-derived product. To optimize the care of 
patients with PIDDs, the Immune Deficiency Foundation has a 
helpful chart to facilitate the discussion between the patient and 
the healthcare provider (Table 82.2).

MECHANISMS OF ACTION OF IMMUNOGLOBULIN 
THERAPY IN AUTOIMMUNE AND INFLAMMATORY 
DISEASES
Although we still do not understand all the mechanisms by 
which IVIG has immunomodulatory effects, knowledge of the 
actions of IVIG in these diseases will allow for definition of ap-
propriate indications and schedules of administration of IVIG 
and the design of a new generation of IVIG products that are 
better able to target the immune perturbations in autoimmune 
and inflammatory processes. Furthermore, additional multi-
center placebo-controlled clinical trials are needed to confirm 

TABLE 82.2 Immunoglobulin Replace-
ment Treatment Options

Intravenous 
Immuno-
globulin

Subcutaneous  
Immuno-
globulin

Hyaluronidase-
Facilitated  
Immunoglobulin

Who? Indicated for 
adult and pe-
diatric patients 
with PI

Indicated for 
adult and 
pediatric pa-
tients with 
PI

Indicated for adult 
patients with PI

How? Usually admin-
istered by a 
nurse

Self-adminis-
tered

Either self- 
administered or 
given by a nurse

Where 
does it 
go?

Infused di-
rectly into the 
bloodstream 
through a vein

Infused or 
injected under 
the skin into 
the subcuta-
neous tissues 
of the arms, 
belly, outer 
buttock or the 
thighs

Infused under the 
skin into the sub-
cutaneous tissues 
of the belly, outer 
buttock or the 
thighs

When? Usually given 
every 3–4 
weeks

Can be given 
on a flexible 
schedule from 
daily to every 
2 weeks

Can be given every 
3–4 weeks

How 
long?

Can take 2–6 h 
to infuse

Can take 
5 min to 2 h 
to infuse or 
inject

Can take 1–2 h to 
infuse

Where 
is it 
given?

Can be infused 
at home, in 
a hospital or 
an outpatient 
infusion center 
depending on 
insurance and 
patient 
preference

Usually 
administered 
in a home 
setting after 
the patient is 
trained to be 
independent

Can be infused at 
home or in an 
outpatient infusion 
center depending 
on insurance and 
patient preference

Side ef-
fects?

Patients can 
have side ef-
fects that are 
often related 
to the rate of 
infusion and 
can be treated 
and prevented 
with other 
medications, 
given before 
or after the 
treatment

Skin can be red 
and irritated 
at the site of 
injections. 
This often 
improves with 
each injection

Skin can be red and 
irritated at the site 
of injections. This 
often improves 
with each injection. 
The volume per 
injection is larger 
than standard sub-
cutaneous (under 
the skin) injection, 
so the volume is 
more visible under 
the skin, and may 
take 48–72 h to 
totally absorb

PI, primary immunodeficiency. Epland, K., Perez, E.E. 
IDF Guide to Ig Therapy—Immunoglobulin Replacement Therapy for People Living 
with Primary Immunodeficiency Diseases. 4th ed. Immune Deficiency Foundation, 
2018.

 clinical efficacy. A more detailed discussion of the evidence-
based treatment of autoimmune and inflammatory disorders 
can be found elsewhere.1 This chapter does not review the 
 indications for IVIG therapy in these disorders; the reader is 
directed to other works, including comprehensive reviews and 
practice-based guidelines, for more details about the various 
 indications for IVIG therapy in autoimmune and inflammatory 
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disorders. This section adresses the possible mechanisms of ac-
tions of Ig therapy; more than one mechanism may be impor-
tant in the immune modulation of these autoimmune disorders.

a role in the long-term immune effects in ITP. IVIG contains 
anti-idiotypic antibodies to a number of disease-associated au-
toantibodies including anti-DNA, anti-factor VIII, antineutro-
phil cytoplasmic antibody (ANCA) autoantibodies, antithyroid 
autoantibodies, acetylcholine receptor, and others. A proposed 
mechanism of action of IVIG in ANCA-positive vasculitis is 
binding or neutralization of the ANCA autoantibodies by anti-
idiotypic antibodies in IVIG. Studies have shown that IVIG 
contains antibodies with idiotypic specificities that can bind 
and neutralize potentially pathogenic autoantibodies in autoim-
mune neurological diseases, such as Guillain-Barré syndrome 
(GBS), chronic inflammatory demyelinating polyneuropathy 
(CIDP), and myasthenia gravis (MG). Anti-idiotypic antibodies 
in IVIG directed against idiotopes on the anti-GM1 Ig molecule 
block the binding of the anti-GM1 antibodies to its target anti-
gen. Support for a similar mechanism in acquired factor VIII 
deficiency comes from the fact that IgG or F(ab′)2 fragments 
in IVIG preparations are capable of binding to autoantibodies 
to factor VIII. Thus the anti-idiotypic antibodies in IVIG may 
be beneficial by restoring the idiotypic control network in these 
autoimmune diseases.

The Role of the FcRn Receptor on Immune Modulation
The FcRn receptor (neonatal Fc receptor) was identified as the 
receptor responsible for protecting IgG from catabolism in the 
endocytic vesicles of the endosome, and this explains the rela-
tively long half-life of this plasma protein. IVIG may accelerate 
the catabolism of IgG autoantibodies by saturating these protec-
tive receptors in direct proportion to the relative concentration 
of exogenous plasma levels of IgG from IVIG.10 In a rat model of 
immune thrombocytopenia IVIG enhanced the clearance of an-
tiplatelet antibodies in a dose-dependent manner by saturation 
of the FcRn receptor. Approximately 50% of the overall effect of 
IVIG in ITP may be attributed to IVIG-mediated acceleration of 
the elimination of antiplatelet antibodies by the FcRn saturation 
mechanism. In FcRn knock-out mice, IVIG failed to increase 
the clearance of antiplatelet antibodies. Although very little 
data are available in human autoimmune disease to support this 
mechanism, recent developments of monoclonal antibodies to 
the FcRn receptor and high-affinity FcRn binding engineered Fc 
fragments are now in clinical trials.11

KEY CONCEPTS
Mechanisms of Action of Intravenous 
Immunoglobulin in Autoimmune and  
Inflammatory Diseases

• Blockade of Fc receptors on macrophages of the reticuloendothelial
system of liver and spleen.

• Restoration of idiotypic/anti-idiotypic network.
• Suppression or neutralization of cytokines by specific antibodies in the 

intravenous immunoglobulin (IVIG); augmenting immune modulating
cytokines, e.g. interleukin (IL)-1RA, IL-10.

• Block the binding of adhesion molecules on leukocytes to vascular
endothelium.

• Inhibition of complement deposition and formation of the C5b-C9
membrane-attack complex on endomysial capillaries in dermatomy-
ositis, and interaction with effector fragments C3b and C4b of the
complement cascade.

• Neutralization of microbial toxins (superantigens).
• Inhibit Fas-mediated keratinocyte apoptosis by anti-Fas antibodies

(toxic epidermal necrolysis).
• Induction of apoptosis with anti-Fas antibodies at high concentrations

of IVIG.
• Neutrophil apoptosis by anti-Siglec-9 antibodies in IVIG.
• IVIG saturation of FcRn receptors to accelerate degradation of IgG

autoantibodies.
• Induction of inhibitory FcγRIIb receptors on effector macrophages by

the binding of sialylated IgG to DC-SIGN on antigen-presenting cells
via IL-33 induction of IL-4 by basophils.

• B-cell modulation through the IL-22 receptor, FcγRIIB receptor, and
neuralization of BAFF cytokine (e.g., B cell–activating factor [BAFF]).

• Inhibition of T-cell proliferative responses.
• Expansion and/or activation of a population of regulatory T cells (Tregs) 

by enhancement of the cyclooxygenase 2 (COX-2) pathway and in-
creasing prostaglandin E2 (PGE2) from dendritic cells (DCs).

• Inhibition of leukocyte recruitment into inflammatory tissues by inhib-
iting selectin and integrin binding.

• Downregulation of the T-helper 17 (Th17) pathway.
• Modulation of DC function through C-type lectin receptors (DCLRs):

the DC-specific intercellular adhesion molecule-grabbing nonintegrin
(DC-SIGN; spleen) and DCLR (lung and lymph nodes).

Blockade of Fc Receptors of the Reticuloendothelial 
System
ITP results from accelerated platelet destruction attributable to 
an immunological process resulting in bleeding that may be life 
threatening. Studies have shown that IVIG leads to the rapid re-
versal of the thrombocytopenia in ITP. Autoantibody-opsonized 
platelets are destroyed in the spleen and the liver by FcγR-mediated 
phagocytic clearance. One of the first mechanisms proposed was 
that IVIG blocks the FcγRs on monocytes, macrophages, and the 
cells of the reticuloendothelial systems to reduce immune medi-
ated destruction of antibody-coated platelets.

Interactions of Idiotype and Anti-Idiotype as Immune 
Modulation
Idiotype–anti-idiotype interactions between antiplatelet gly-
coprotein IIb (GPIIb)/IIIa autoantibodies and IVIG may be 
another mechanism by which IVIG could affect autoantibody 
production and effector function in ITP and may be playing 

KEY CONCEPTS
Proposed Mechanisms of Action of Intravenous 
Immunoglobulin in Autoimmune Idiopathic  
Thrombocytopenic Purpura

• Fc receptor blockade of reticuloendothelial system.
• Fcγ receptor downregulation.
• Idiotype–anti-idiotype interaction between antiplatelet GPIIb/IIa autoanti-

bodies and the anti-idiotypic antibodies in intravenous immunoglobulin.
• Activation of inhibitory receptor FcγRIIB.
• Saturation of FcRn receptor to accelerate the catabolism of antiplatelet 

autoantibodies.

Modulation of Immunoregulatory Function Through the 
Fc Receptor
The FcγRIIB receptor provides an inhibitory signal to cells through 
a pathway mediated by an immunoregulatory tyrosine-based 
inhibition motif (ITIM). Studies have shown that IVIG stimulates 
these inhibitory FcγRIIB receptors found on a variety of cell types, 



1057CHAPTER 82 Immunoglobulin Therapy: Replacement and Immunomodulation 

including macrophages, B cells, and a subpopulation of T cells. 
Samuelsson et al.12 using a murine model of ITP, showed that the 
administration of IVIG prevented platelet destruction by a patho-
genic monoclonal autoantibody. Protection was associated with 
the induction of the expression of FcγRIIB receptors on splenic 
macrophages. This inhibitory FcγRIIB receptor was required for 
the protection of the animals against the monoclonal autoanti-
body, since disruption of the receptor by either genetic deletion or 
a blocking monoclonal antibody (mAb) reversed the therapeutic 
effects of IVIG. Kaneko et al.13 showed that the inhibitory prop-
erties of IVIG were linked to the sialylation of the glycan compo-
nent of the Fc fragment. The important glycan moiety in the IgG 
molecule is located at the asparagine (Asn297) site in the second 
domain of the constant region. The sialylated fraction accounts for 
approximately 10% of the total IgG. Using a K/BxN serum-induced 
arthritis model in mice, Kaneko et al.13 showed that IVIG at  
1 g/kg inhibited the inflammatory arthritic process. De-glycosyl-
ated or neuraminidase-treated IVIGs were unable to inhibit this 
inflammation. IVIG enriched for the sialylated glycan moiety had 
comparable inhibitory effects on the inflammatory process at only 
10% of the dose used with intact IVIG. This inhibitory activity was 
dependent on FcγRIIB expression on effector macrophages. An 
engineered recombinant/sialylated human IgG1 Fc protein had 
a 35-fold enhanced immune-modulating activity compared with 
native IVIG. A splenic marginal zone macrophage expressing the 
C-type lectin receptor (i.e., SIGN-R1) was required for the anti-
inflammatory activity of IVIG in concert with its ability to bind to 
sialylated Fc domains. The interaction between sialylated IgG Fc 
and SIGN-R1 led to the upregulation of the inhibitory FcγRIIB 
receptor on effector cells. DC-SIGN (dendritic cell [DC]-specific 
intercellular adhesion molecule-grabbing nonintegrin), the human 
orthologue of SIGN-R1, may have a comparable role in the anti-
inflammatory effects of IgG Fc fragment on human macrophages 
and DCs. Anthony et al.14 presented data in their murine model 
that this immune-modulating pathway may be mediated by the 
production of interleukin-33 (IL-33) by DCs, which, in turn, pro-
duces IL-4 from basophils, leading to the increased expression of 
the FcγRIIB receptor on effector macrophages. Others, however, 
have questioned whether this pathway of immune modulation is 
important in humans.15,16 Studies by von Maddur et al.17 showed 
that basophil expansion did not occur with IVIG treatment of 
patients with autoimmune disease, and that IVIG did not induce 
IL-33 production by DC-SIGN+ APC in humans. Furthermore, the 
effects of IVIG on the activations of DC-SIGN+ human cells were 
independent of IgG-Fc sialylation.15 Nevertheless, these exciting 
studies define, at least in mice, an important mechanism by which 
IVIG modulates immune processes mediated through sialylated Fc 
on the IgG molecule and the receptors on DCs and effector mac-
rophages (i.e., SIGN-R1 and FcγRIIB) involved in this antiinflam-
matory process.

Neutralizing Antibody Activity in Intravenous 
Immunoglobulin Against Bacterial Toxins

Kawasaki syndrome (KS), an acute multisystem disease of un-
known etiology, primarily affects infants and young children. 
Although KS occurs worldwide in children of all racial groups, 
it is most prevalent in Japan and in children of Japanese ances-
try. Although the acute illness is generally self-limiting, coro-
nary artery abnormalities related to a generalized inflammation 
and immune activation of small and medium-sized blood ves-
sels develop in up to 25% of untreated patients. Although the 

etiology remains unknown, the clinical features and laboratory 
findings suggest an infectious or post-infectious process. The 
administration of high-dose IVIG, together with aspirin, is the 
standard of care in the treatment of KS.

KS is associated with marked activation of T cells, monocytes, 
and macrophages. On the basis of immunological and clinical 
features of KS overlapping with those of bacterial toxic shock-like 
syndrome, studies were carried out to determine if KS is associated 
with exposure to a superantigen, such as a bacterial toxin. Acute KS 
is associated with marked immune activation and increased cir-
culating cytokine levels. Some of these cytokines elicit proinflam-
matory and prothrombotic responses by inducing the expression 
of leukocyte adhesion molecules, which localize inflammatory 
cells to vascular endothelial cells. The expression of endothelial– 
leukocyte adhesion molecules has been demonstrated in acute KS, 
and its downregulation correlates with favorable response to IVIG 
treatment. The magnitude and persistence of proinflammatory 
cytokine synthesis have been reported to constitute a risk for the 
development of coronary artery abnormalities.

IVIG has been shown to contain high titers of specific antibodies 
inhibitory to the activation of T cells by staphylococcal and strep-
tococcal superantigens. These findings may account for the obser-
vation that treatment of acute KS with IVIG results in a marked 
reduction of macrophage and T-cell activation. In this regard, the 
efficacy of IVIG in suppressing the immune activation associated 
with KS and, more importantly, its ability to prevent the develop-
ment of coronary artery abnormalities in this illness may relate to 
the neutralizing antibody activity of IVIG against these bacterial 
toxins. Toxin neutralization is unlikely to be the only beneficial ef-
fect of IVIG in KS. Blocking or neutralizing cytokines by the anti-
cytokine antibodies in IVIG may modulate the local inflammatory 
responses of blood vessels in KS by modifying leukocyte adhesion 
after increasing the expression of cell-surface determinants on vas-
cular endothelial cells.

IVIG may have therapeutic value in the treatment of patients 
with toxic shock syndrome secondary to Staphylococcus aureus 
or Streptococcus pyogenes exotoxins. In an open study by the 
Canadian Streptococcal Study Group IVIG appeared to be 
beneficial in patients with streptococcal toxic shock syndrome. 
In a meta-analysis of IVIG treatment of neonatal sepsis, there 
was a six-fold decrease in mortality. IVIG inhibits Staphylococ-
cus exotoxin-induced T-cell activation and contains antibod-
ies against exotoxins responsible for toxic shock syndrome. 
Great variations in neutralizing activity against streptococcal 
pyrogenic exotoxins can be found in different brands and even 
among different lots of IVIG. However, these findings suggest 
that it is possible to select an IVIG preparation that contains 
high levels of neutralizing activity against a wide variety of 
group A streptococcal superantigens, which could be used in 
the treatment of streptococcal toxic shock syndrome. The neu-
tralizing capacity of IVIG against these bacterial superantigens 
is important because of their potential to stimulate the produc-
tion of proinflammatory cytokines that lead to clinical disease. 
A number of in vitro studies have shown that IVIG can inhibit 
the production of, or bind to and neutralize, a number of cyto-
kines and growth factors from various cell types.18,19 Thus IVIG 
may exert its antiinflammatory effects in many different types of 
inflammatory diseases by interrupting or modifying a number 
of different steps in the inflammatory cascade, from the inhibi-
tion of effector cell function to reduction in cytokine-induced 
endothelial cell activation, or the “neutralization” of proinflam-
matory cytokines.
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Modulation of Adhesion Molecules on Endothelial Cells 
and Antibodies in Intravenous Immunoglobulin to 
Cell-Surface Receptors
IVIG contains a number of natural autoantibodies that may 
have immune-modulating activities (e.g., antibodies to CD4, 
major histocompatibility complex [MHC] class I molecules, 
cytokines, adhesion molecules, and Siglec molecules on leuko-
cytes and other cell-surface molecules). The “natural” antibod-
ies in IVIG have also been shown to bind to a number of plasma 
and tissue proteins, including B cell–activating factor (BAFF), 
granulocyte macrophage–colony-stimulating factor (GM-CSF), 
liver antigens, and beta-amyloid peptide.19 The binding of na-
tive IgG can be significantly increased by mild denaturing con-
ditions (e.g., mild pH treatment and cold ethanol precipitation 
used during the manufacturing of IVIG).

IVIG contains specific antibodies to a 10-peptide sequence, 
including the RGD (Arg-Gly-ASP) motif that is expressed in 
adhesion molecules on a variety of cell surfaces. Most integrins 
bind to this RGD sequence. IVIG can inhibit leukocyte recruit-
ment into inflammatory tissues by inhibiting selectin and integ-
rin binding. In a mouse model of sickle cell vaso-occlusive crisis, 
IVIG was shown to inhibit neutrophil adhesion to the vascular 
endothelium, resulting in an increase in capillary blood flow 
and reversal of the vessel occlusion.20 IVIG could modulate this 
cytokine-mediated endothelial cell activation by neutralizing 
the effects of the cytokines, inhibiting endothelial cell responses 
to the cytokines, or inhibiting the production of cytokines and 
growth factors. These mechanisms of IVIG may be playing an 
important role in preventing coronary artery abnormalities in 
patients with KS.

Toxic epidermal necrolysis (TEN) and Stevens-Johnson syn-
drome (SJS) are severe drug-induced skin diseases. TEN results 
in apoptotic epidermal cell death, in which there is separation 
of large areas of the skin at the epidermal junction, producing 
the appearance of scalded skin. Keratinocyte apoptosis that 
precedes epidermal detachment is an early event in TEN. A 
number of drugs, including sulfonamides, anticonvulsants, and 
NSAIDs, can cause TEN and SJS. The mortality rate can be as 
high as 30%. Viard et al.21 studied serum samples from patients 
with TEN and found that the sera of these patients had very 
high levels of soluble Fas ligand (sFasL). Keratinocytes normally  
express the death receptor Fas. The keratinocytes of patients 
with TEN also express very high levels of active Fas ligand. In 
in vitro studies, IVIG completely inhibited Fas-mediated kerati-
nocyte apoptosis. This effect was related to the presence of natu-
rally occurring Fas-blocking antibodies in IVIG, which inhibit 
Fas-mediated keratinocyte cell death. In a large multicenter ret-
rospective study, early infusion of high-dose IVIG (mean total 
dose 2.7 g/kg) was well tolerated and effective in improving the 
survival of patients with TEN.

Modulation of Complement Effector Function
The principal inflammatory mechanism in dermatomyositis 
(DM) is complement (C)-dependent microangiopathy with 
activation of C3 and deposition of the complement C5b-9 mem-
brane attack complex (MAC) on the endomysial capillaries. In 
patients with DM who were treated with IVIG, C3 deposition 
was reduced with corresponding decreases in complement 
expression on endomysial capillaries. IVIG prevents the uptake 
of complement components and formation of the MAC on the 

endomysial capillaries in the muscle tissues of patients with 
DM. Consequently, IVIG allowed neovascularization to occur 
with reversal of the ischemic process, resulting in muscle tissue 
healing. This effect of IVIG on complement deposition may be 
relevant to other autoimmune neurological diseases, such MG, 
GBS, and CIDP, in which a complement may be playing a role 
in the tissue damage.22 IVIG may also protect the brain against 
acute ischemic injury mediated by a complement.23

Effects of Immunoglobulin on the Regulatory T-Cell 
Pathways
In a mouse model of multiple sclerosis (MS), IVIG has been 
shown to expand and enhance the function of FoxP3+ regulatory  
T cells (Tregs) while inhibiting the differentiation of T-helper 
17 (Th17) and Th1 cells. This protective effect of IVIG was lost 
in mice that were depleted of Tregs.24 These changes were inde-
pendent of FcγRIIB and the Fc domain, since F(ab′)2 fragments 
led to similar changes in Th17 cells, Tregs, and clinical efficacy 
in this experimental allergic encephalomyelitis (EAE) model. 
De-sialylated IVIG had the same immune-modulating effects as 
“native” IVIG.25 Investigations by Trinath et al.26 suggested that 
the mechanism by which IVIG induces Tregs was the enhance-
ment of the cyclo-oxygenase 2 (COX-2) pathway via increased 
expression of prostaglandin E2 (PGE2) from human DCs.

IVIG therapy in an ovalbumin (OVA)-sensitized mouse 
model of asthma markedly attenuates lung inflammation, de-
creased bronchial hyperresponsiveness to methacholine, and 
suppressed the Th2 pathway.27 The draining pulmonary lymph 
nodes of IVIG-treated mice showed a significant increase in 
CD4+CD25+FoxP3+ Treg cells. IVIG-primed DCs on adoptive 
transfer to OVA-sensitized and challenged mice abrogated air-
way hyperresponsiveness and induced Tregs cells. In their mod-
el system, Massoud et al.28 reported that sialylated IgG bound to 
a novel C-type lectin receptor (i.e., dendritic cell immunorecep-
tor [DCIR]) led to the induction of Tregs cells. Thus, a number 
of studies have demonstrated the importance of the induction 
of FoxP3+ Tregs by IVIG in modulating the autoimmune/anti- 
inflammatory process. In contrast, Ig therapy in this murine 
model downregulated the Th-17 pathway. The effects of IVIG 
on Th17 cells are not due to neutralization of the Th17 cyto-
kines but mediated through STAT3.29 In patients with KS and 
GBS, clinical improvement with IVIG therapy correlated with 
increased number and function of Tregs.30 B cells also express 
the inhibitory FcγRIIB receptor. Of note, observations in  
patients with CIDP treated with high-dose IVIG demonstrat-
ed upregulation of the FcγRIIB receptor on peripheral blood  
B cells and monocytes.31 IVIG also inhibits IL4/CD40-, Toll-
like receptor (TLR)-, and B-cell receptor (BCR)-mediated 
activation of B cells. IVIG contains antibodies to BAFF, an 
important regulatory cytokine for B-cell survival. IVIG treat-
ment of patients with CIDP decreased elevated serum levels  
of BAFF.

Effects of Intravenous Immunoglobulin on B Cells
The effects of IVIG on B cells is mainly mediated through in-
teraction with the CD22 receptor, a receptor belonging to the 
Siglec superfamily. The CD22 receptor is important in modu-
lating signaling thresholds for B-cell activation. Sialylated IgG 
binds to CD22 on B cells to affect B-cell inhibition through sev-
eral BCR signaling pathways.



1059CHAPTER 82 Immunoglobulin Therapy: Replacement and Immunomodulation 

Summary: Intravenous Immunoglobulin in Treatment of 
Autoimmune and Inflammatory Diseases
Clearly, IVIG (IgG) has a number of immune-modulating ef-
fects and has been found to be an effective treatment for a wide 
spectrum of autoimmune and inflammatory diseases.19 At pres-
ent, IVIG is FDA approved for only a few autoimmune and in-
flammatory diseases. In autoantibody-mediated disease, the Fc 
domain appears to be the important IgG moiety that leads to im-
mune modulation. The importance of sialylation of the Fc frag-
ment remains controversial, as do the mediators involved (e.g., 
IL-33 and IL-4). Differences in animal models, IVIG source, 
route and timing of the administration of the IVIG, mouse 
strain, and other variables may account for the differences in the 
experimental observations of laboratories. In T-cell-mediated 
animal models of disease, such as EAE, there is strong evidence 
that there is upregulation of Tregs and inhibition of the Th17 
pathway. These effects may be mediated by the F(ab′)2 portion 
of the IgG molecule, and not the Fc domain. Furthermore, there 
is also controversy over the receptor on antigen-presenting cells 
(APCs), such as macrophages and DCs, which are involved in 
the immune-modulating process mediated by IVIG. In cer-
tain animal models, the SIGN-R1 (or in humans DC-SIGN) is 
important, and in other models (e.g., murine asthma), a novel 
C-type lectin receptor (DCIR) appears to be important. These 
differences undoubtedly relate to the disease model. Two stud-
ies have demonstrated the importance of the PGE2 pathway on 
IVIG-induced immune modulation mediated by the F(ab′)2 
portion of the IgG molecule. These observations may point to 
the possibility of alternative treatment regimens that employ the 
selective increase in PGE2 in certain autoimmune or inflamma-
tory disorders to increase Tregs and inhibit the production of 
certain cytokines. Further clarification in human disease mod-
els using in vitro human cells is important. These mechanisms 
are not mutually exclusive, and probably more than one mecha-
nism is playing a role in the efficacy of Ig therapy in an autoim-
mune disease process. A better understanding of the pathogenic 
mechanisms involved in these diseases will undoubtedly lead to 
a more effective therapy with IVIG and more specific, modified 
forms of this biological product.
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ON THE HORIZON
Translational Research Opportunities Related to 
Immunoglobulin Therapy
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• Clarification of the mechanisms of action of intravenous immunoglob-
ulin (IVIG) in autoimmune and inflammatory diseases should lead to
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• Development of innovative approaches to the delivery of Ig products, such
as pre-filled syringes, to patients will enhance safety and compliance. 



1060 PART IX Medical Management of Immunological Diseases

 23. Thom V, Arumugam TV, Magnus T, Gelderblom M. Therapeutic potential 
of intravenous immunoglobulin in acute brain injury. Front Immunol. 
2017;8:875.

 24. Othy S, Hegde P, Topcu S, et al. Intravenous gammaglobulin inhibits 
encephalitogenic potential of pathogenic T cells and interferes with their 
trafficking to the central nervous system, implicating sphingosine-1 
phosphate receptor 1-mammalian target of rapamycin axis. J Immunol. 
2013;190(9):4535–4541.

 25. Othy S, Topcu S, Saha C, et al. Sialylation may be dispensable for recipro-
cal modulation of helper T cells by intravenous immunoglobulin. Eur J 
Immunol. 2014;44(7):2059–2063.

 26. Trinath J, Hegde P, Sharma M, et al. Intravenous immunoglobulin
expands regulatory T cells via induction of cyclooxygenase-
2-dependent prostaglandin E2 in human dendritic cells. Blood. 
2013;122(8):1419–1427.

 27. Massoud AH, Guay J, Shalaby KH, et al. Intravenous immunoglobulin 
attenuates airway inflammation through induction of forkhead box 
protein 3-positive regulatory T cells. J Allergy Clin Immunol. 2012;129(6)
1656–1665.e3.

 28. Massoud AH, Yona M, Xue D, et al. Dendritic cell immunoreceptor: a 
novel receptor for intravenous immunoglobulin mediates induction of 
regulatory T cells. J Allergy Clin Immunol. 2014;133(3):853–863.e5.

 29. Maddur MS, Sharma M, Hegde P, et al. Inhibitory effect of IVIG on IL-17 
production by Th17 cells is independent of anti-IL-17 antibodies in the 
immunoglobulin preparations. J Clin Immunol. 2013;33(Suppl 1):S62–S66.

30. Maddur MS, Othy S, Hegde P, et al. Immunomodulation by intravenous immu-
noglobulin: role of regulatory T cells. J Clin Immunol. 2010;30(suppl 1):S4–S8.

 31. Tackenberg B, Jelcic I, Baerenwaldt A, et al. Impaired inhibitory Fcgamma 
receptor IIB expression on B cells in chronic inflammatory demyelinating 
polyneuropathy. Proc Natl Acad Sci U S A. 2009;106(12):4788–4792.



1061

83

(Figs. 83.1 and 83.2). Their lipophilic structure and low molecular 
mass allow GCs to pass easily through the cell  membrane and 
bind to cytosolic glucocorticoid receptors (cGCRs). Ultimately 
this either induces the synthesis of regulatory proteins (“transac-
tivation”) or inhibits their synthesis (“transrepression”).5  Between 
10 and 100 genes per cell are directly regulated by glucocorticoids 
but many other genes are regulated indirectly, through interac-
tion with transcription factors and co-activators (see below).6 It 
has been estimated that glucocorticoids influence the transcrip-
tion of approximately 1% of the entire genome.

Structure of the Cytosolic Glucocorticoid Receptor
The unactivated cGCR (cGCRα) is a 94 kDa protein held in the 
cytoplasm as a multiprotein complex, consisting of  several heat 
shock proteins (hsp), including hsp90, hsp70, hsp56, and hsp40 
(chaperones) (Fig. 83.3). The cGCR interacts with immunophilins, 
p23. and several kinases of the mitogen- activated protein kinase 
(MAPK) signaling system, including Src, which also act as molecu-
lar (co)chaperones (see Figs. 83.1 and 83.3).1,7 The general function 
of molecular (co)chaperones is to bind and stabilize proteins at in-
termediate stages of folding,  assembling, translocation, and degra-
dation. With regard to cGCR, they also regulate cellular signaling, 
which includes (1) stabilizing a high-affinity conformational state of 
cGCR; (2) opening the glucocorticoid binding cleft to access by gluco-
corticoids; and (3) stabilizing the binding of GCR to the promoter.1

The first step in assembling the multiprotein cytosolic  complex 
is ATP- and hsp40(YDJ-1)-dependent formation of a cGCR-hsp70 
complex that primes the receptor for subsequent ATP-dependent 
activation by hsp90, Hop, and p23.5 The glucocorticoid receptor 
consists of different domains with distinct functions: an N-termi-
nal domain, a DNA-binding domain (DBD), and a ligand-binding 
domain (LBD) (see Fig. 83.3). The N-terminal domain harbors 
transactivation functions, especially within the “τ1” region. The 
zinc finger motif, a sequence common to many DNA-interacting 
proteins, is found twice within the DBD. The LBD consists of 12 α 
helices, several of which help form a hydrophobic ligand-binding 
pocket.6 The cGCR contains another major transactivation re-
gion (“τ2”) that can interact with the above-mentioned cofactors 
(see Fig. 83.3). Following GC/cGCR binding, the hsp90 molecules 
and other molecular chaperones are rapidly shed. This allows 
translocation into the cell nucleus, where the GC/cGCR com-
plex binds as a homodimer to consensus palindromic DNA sites  
(GC- responsive elements [GREs]).7

Translocation Into the Nucleus
Nuclear translocation of the GC/cGCR complex occurs with-
in 20 minutes. This may be caused by hormone-directed 

• Physiologically relevant
• Therapeutically effective at all dosages, even very small ones

 (low-dose therapy).
• Slow; significant changes in the regulator protein concentrations are

not seen within less than 30 min because of the time required for
cGCR activation/translocation, transcription, and translation effects.

• The GC-induced synthesis of regulator proteins can be prevented by
inhibitors of transcription (e.g., actinomycin D) or translation (e.g.,
 cycloheximide).

KEY CONCEPTS
Characteristics Applying to Genomic Actions

Glucocorticoids
Anthony J. Frew†and David B. Corry

† Deceased.

Glucocorticoids are among the most commonly prescribed drugs 
and are used for a wide range of medical conditions.1 More than 
60 years after their introduction into clinical practice, they remain 
the most important and most frequently used class of antiinflam-
matory drug, and their use continues to increase especially with 
the introduction of intranasal glucocorticoids that do not require 
prescription. Community survey data suggest that 1.2% to 3% 
of the general population and up to 7% of the elderly are tak-
ing oral glucocorticoids.2,3 Between 56% and 68% of patients with 
rheumatoid arthritis (RA) are more or less continuously treated 
with glucocorticoids.4 Although glucocorticoids are relatively in-
expensive, total market volume is about US$10 billion per year.2 
Glucocorticoids are widely used because they are the most effec-
tive (and cost-effective) antiinflammatory and immunomodula-
tory drugs available. However, glucocorticoids can cause serious 
adverse effects, especially when used  incorrectly.

MECHANISMS OF ACTION
The way in which glucocorticoids are used in different clinical 
conditions is essentially empirical, as there is only limited evi-
dence to support current practice in specific clinical settings.4 
In general, glucocorticoid dosages are increased in parallel with 
the clinical activity and severity of the disease under treatment. 
The rationale for this approach is that higher dosages increase 
glucocorticoid receptor saturation in a dose-dependent manner  
(Table 83.1), which intensifies the therapeutically relevant, genom-
ic actions of glucocorticoids. Moreover, with increasing dosages, 
additional and qualitatively different, nonspecific,  nongenomic 
actions of glucocorticoids come into play (see Table 83.1).

Genomic Actions of Glucocorticoids
The antiinflammatory and immunomodulatory effects of gluco-
corticoids (GCs) are mainly mediated by genomic mechanisms 
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FIG. 83.1 Mechanisms of the Cellular Action of Glucocorticoids. As lipophilic substances, glucocorticoids pass very easily through 
the cell membrane into the cell, where they bind to ubiquitously expressed cytosolic glucocorticoid receptor (cGCR). This is followed 
by either the classic cGCR-mediated genomic effects (1) or by cGCR-mediated nongenomic effects (2) Moreover, the glucocorticoid 
is very likely to interact with cell membranes, either specifically via membrane-bound glucocorticoid receptor (mGCR) (3) or via non-
specific interactions with cell membranes (4). HSP, heat shock protein. (From Buttgereit F, Straub RH, Wehling M, Burmester GR. 
Glucocorticoids in the treatment of rheumatic diseases. An update on mechanisms of action. Arthritis Rheum. 2004;50:3408–3417.)

 recruitment of an immunophilin (FKBP51, FKBP52, or  CyP-40) 
or the protein phosphatase PP5 and dynein to the GCR.7 
Depending on the target gene, transcription is then either ac-
tivated (transactivation via positive GRE) or inhibited (transre-
pression via negative GRE) (see Fig. 83.2, A and B).

Interactions With Transcription Factors
As well as the interactions of GC/cGCR complexes with GREs, 
a further important genomic mechanism of GC action is the 
 interaction of activated cGCR monomers with transcription 
factors. Accordingly, although the GC/cGCR complex does not 
 inhibit their synthesis, it modulates the activity of AP-1 (acti-
vator protein-1), NF-κB (nuclear factor-kappa B) and NF-AT 
(nuclear factor for activated T cells). This leads to inhibition 
of nuclear translocation and/or function of these transcrip-
tion factors, and hence to inhibition of expression of many 

 immunoregulatory and inflammatory cytokines. Possible 
 mechanisms include:8

• Synthesis of IκB (a specific inhibitor of NF-κB) induced through
GC/cGCR complex–GRE interaction (see Fig. 83.2, A).

• Protein–protein interaction of the GC/cGCR complex with
transcription factors through binding to their subunits (see 
Fig. 83.2, C), which prevents their DNA binding.

• Competition for nuclear co-activators between the GC/
cGCR complex and transcription factors (see Fig. 83.2, D).
Inhibition of transcription factor function and the resultant in-

hibition of protein expression are referred to as transrepression. Nu-
merous genes are regulated by this mechanism. Many adverse effects 
of GC are caused by transactivation (induced synthesis of regulator 
proteins), whereas most  antiinflammatory effects are mediated by 
transrepression (inhibited synthesis of regulator proteins). This dif-
ferential molecular regulation underlies current drug-discovery 
programs aimed at developing dissociated cGCR-ligands.9

TABLE 83.1 Current Knowledge on the Relationship Between Clinical Glucocorticoid 
Dosing and Cellular Glucocorticoid Actions

Terminology (mg  
Prednisone Equivalent 
per Day) Clinical Application

Genomic  
Actions (Receptor 
Saturation)

Unspecific 
Nongenomic 
Actions

cGCR-Mediated 
Nongenomic 
Actions

Low dose (≤7.5) Maintenance therapy for many rheumatic diseases + (< 50%) – ?
Medium dose (>7.5–≤ 30) Initially given in primary chronic rheumatic diseases ++ (> 50–<100%) (+) (+)
High dose (>30–≤100) Initially given in subacute rheumatic diseases ++ (+) (almost 100%) + +
Very high dose (>100 mg) Initially given in acute and/or potentially life- 

threatening exacerbations of rheumatic diseases
+++ ([almost] 100%) ++ + (+?)

Pulse therapy (≥250 mg for 
1 or a few days)

Particularly severe and/or potentially life-threatening 
forms of rheumaticdiseases

+++ (100%) +++ + (++?)

cGCR, Glucocorticoid receptor.
From Buttgereit F, Straub RH, Wehling M, Burmester GR. Glucocorticoids in the treatment of rheumatic diseases. An update on mechanisms of action. Arthritis Rheum. 
2004;50:3408–3417, with permission.
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FIG. 83.2 (A–D) Genomic Mechanisms of Glucocorticoids. 
(A–D) The different mechanisms by which the activated glu-
cocorticoid receptor complex leads to the induction or to the 
inhibition of transcription and finally translation/synthesis 
of specific regulator proteins. Details are given in the text. 
cGCR, Cytosolic glucocorticoid receptors; GRE, glucocorticoid-
responsive elements. (From Buttgereit F, Straub RH, Wehling M, 
Burmester GR. Glucocorticoids in the treatment of rheumatic 
diseases. An update on mechanisms of action. Arthritis Rheum. 
2004;50:3408–3417.)

τ τ

FIG. 83.3 Structure of the Cytosolic Glucocorticoid Receptor 
(cGCR). The unactivated (unligated) cGCR is a 94 kDa protein 
retained in the cytoplasm as a multiprotein complex consisting 
of several heat shock proteins (hsp), including hsp90, hsp70, 
hsp56, and hsp40 (chaperones). Furthermore, the cGCR inter-
acts with immunophilins, p23, and several kinases of the mito-
gen-activated protein kinase (MAPK) signaling system, including 
Src, which also act as molecular (co-)chaperones. An important 
function of molecular (co)chaperones is to stabilize a specific 
conformational state of the GC which binds ligand with high 
affinity (see text). The receptor protein itself consists of differ-
ent domains: an N-terminal, a DNA-binding domain (DBD), and 
a ligand-binding domain (LBD). The N-terminal domain harbors 
transactivation functions, especially within the so-called τ1 
region. Another major transactivation region is τ2, which can 
interact with the above-mentioned cofactors. (From Buttgereit 
F, Straub RH, Wehling M, Burmester GR. Glucocorticoids in the 
treatment of rheumatic diseases. An update on mechanisms of 
action. Arthritis Rheum. 2004;50:3408–3417.)

The Cytosolic Glucocorticoid Receptor β Isoform
The cGCRβ isoform is an alternative splicing variant of cGCRα 
that does not bind GC or activate gene expression. This isoform is 
thought to function as a negative inhibitor of cGCRα and it may 
play a role in the clinical phenomenon of GC-resistance. cGCRβ 
lacks the GC-binding domain, which is needed for activation, and 
as it does not undergo ligand-dependent downregulation, it has 
a longer half-life than the active form (cGCRα). It is thought that 
the likely mechanism of the dominant negative activity of cGCRβ 
is through the formation of inactive heterodimers with cGCRα.8

Post-Transcriptional and Post-Translational Mechanisms
Glucocorticoids also act through post-transcriptional and post-
translational mechanisms, including reduction of the half-life 
of cytokine mRNA and downregulation of GCR, via reduced 
mRNA levels and reduced stability of the GCR protein.

• Inhibit leukocyte traffic and access of leukocytes to the site of
 inflammation.

• Interfere with functions of leukocytes, fibroblasts, and endothelial cells.
• Suppress the production and actions of humoral factors involved in

the inflammatory process.

KEY CONCEPTS
Glucocorticoid Effects on Immune Cells

Glucocorticoid Receptor Resistance
Several different mechanisms may explain the clinical find-
ing of GCR resistance, among them alterations in the num-
ber, binding affinity, or phosphorylation status of GCR. 
Other  possible explanations are polymorphic changes and/
or overexpression of (co-)chaperones, increased expression 
of inflammatory transcription factors, overexpression of the 
GCRβ isoform, the  multidrug  resistance pump, and altered 
mGCR expression.10

Nongenomic Actions of Glucocorticoids
Some regulatory effects of glucocorticoids occur within seconds 
or minutes. These are too rapid to result from genomic actions, 
and therefore must be due to nongenomic mechanisms of action. 
Three different rapid nongenomic actions of glucocorticoids 
have been described.

Cytosolic Glucocorticoid Receptor–Mediated 
Nongenomic Actions
Dexamethasone can rapidly inhibit epidermal growth factor-
stimulated cPLA2 (cytosolic phospholipase A2) activation with 
subsequent arachidonic acid release.11 This effect is thought to 
be mediated by occupation of cGCR, rather than changes in 
gene transcription, as the observed effect is RU486-sensitive 
(i.e., glucocorticoid receptor dependent) but actinomycin- 
insensitive (i.e., transcription independent). Chaperones or  
co-chaperones of the multiprotein complex may act as signaling 
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hormones).4,16 Small numbers of mGCRs can be demonstrated by 
immunofluorescence on human peripheral blood mononuclear 
cells (monocytes and B cells) obtained from healthy controls.16 
The monoclonal antibody used to detect mGCR also recognizes 
cGCR, suggesting that mGCRs are probably variants of cGCRs 
produced by differential splicing or promoter switching. Immu-
nostimulation with lipopolysaccharide increases the percentage 
of mGCR+ monocytes and this can be prevented by inhibiting the 
secretory pathway with brefeldin A. This suggests that mGCRs 
are actively upregulated and transported through the cell follow-
ing immunostimulation. These in vitro findings are consistent 
with observations that the frequency of mGCR+ monocytes is in-
creased in patients with rheumatic disorders and is positively cor-
related with disease activity in RA.16 It remains unclear whether 
mGCRs are involved in pathogenesis. Alternatively, and perhaps 
they may more  likely, cause negative feedback regulation.

GLUCOCORTICOID EFFECTS ON IMMUNE CELLS
Through the above mechanisms, glucocorticoids mediate a wide 
range of antiinflammatory and immunomodulatory  effects, 
with virtually all primary and secondary immune cells affected 
to some  extent (Table 83.2).8

components to mediate this effect. Following glucocorticoid 
binding, the cGCR is released from this complex to mediate 
classic genomic actions. However, there is also a rapid release 
of Src and other (co-)chaperones of the multiprotein complex, 
which may cause rapid inhibition of arachidonic acid release. 
Similarly, dexamethasone has been reported to have cardio-
vascular protective effects which are neither genomic (because 
they occurred too quickly and were actinomycin insensitive) 
nor nonspecific-nongenomic effects (because they occurred at a 
very low concentration (100 nM)).12 These may involve binding 
of glucocorticoids to the cGCR, leading to nontranscriptional 
activation of phosphatidylinositol 3-kinase, protein kinase Akt, 
and endothelial nitric oxide synthase.

Nonspecific Nongenomic Actions
Glucocorticoids are sometimes administered at very high doses. 
Systemic daily dosages greater than 100 mg prednisone equiv-
alent are regarded as “very high dose.” “Pulse therapy” is the 
daily administration of ≥250 mg prednisone equivalent for one 
or a few consecutive days13 (see Table 83.1). At a daily dose of 
100 mg prednisone equivalent, almost all cGCR are completely 
saturated, which implies that specificity (i.e., the exclusivity 
of receptor-mediated effects) is lost. Nonspecific nongenomic 
actions occur in the form of physicochemical interactions with 
biological membranes, which probably contribute to the thera-
peutic effect.4 Intercalation of glucocorticoid molecules into 
cell membranes is thought to alter cell function by influencing 
cation transport and increasing mitochondrial proton leak. The 
resulting inhibition of calcium and sodium cycling across the 
plasma membrane of immune cells is thought to contribute to 
rapid immunosuppression and to reduced inflammation.

Such high GC doses are only used in a few clinical special-
ties, and this practice has been criticized by endocrinologists 
and pharmacologists. Unfortunately, there are no randomized 
controlled trials of high-dose glucocorticoid therapy, but it is 
often used with clinical success in acute exacerbations of life-
threatening diseases and various clinical conditions resistant to 
other therapies. For example, pulsed intravenous (IV) methyl-
prednisolone is effective in the treatment of systemic lupus ery-
thematosus (SLE) and rapidly immunosuppresses patients with 
organ- and/or life-threatening manifestations of SLE. However, 
the  standard regime (1 g/day for 3 consecutive days) is associ-
ated with significant risks of infection, and lower doses may be 
just as effective.14

High-dose glucocorticoids are also often used in immune 
thrombocytopenia associated with SLE, although comparative 
studies are lacking15 It has been calculated that, in situations 
like these, the concentrations achieved in vivo are high enough 
(around 10−5 mol/L) to cause immediate nonspecific nongenomic 
effects on immune cells.4 Intraarticular injections also bring high 
concentrations of glucocorticoids into contact with inflammatory 
cells, although it is difficult to assess locally achieved concentra-
tions because crystal suspensions are most often used.

Specific Nongenomic Actions
Glucocorticoids can also induce specific nongenomic actions, 
mediated through membrane-bound glucocorticoid receptors 
(mGCRs). The existence and function of membrane-bound re-
ceptors have been demonstrated for various steroids (including 
mineralocorticoids, gonadal hormones, vitamin D, and thyroid 

TABLE 83.2 Important Effects of  
Glucocorticoids on Primary and Secondary 
Immune Cells
Monocytes/Macrophages
↓ number of circulating cells (↓ myelopoiesis, ↓ release)
↓ expression of MHC class II molecules and Fc receptors
↓ synthesis of proinflammatory cytokines (e.g., IL-2, IL-6, TNF-α) and 

prostaglandins

T Cells
↓ number of circulating cells (redistribution effects)
↓ production and action of IL-2 (most important)

Granulocytes
↓ number of eosinophil and basophil granulocytes
↑ number of circulating neutrophils

Endothelial Cells
↓ vessel permeability
↓ expression of adhesion molecules
↓ production of IL-1 and prostaglandins

Fibroblasts
↓ proliferation
↓ production of fibronectin and prostaglandins

IL, Interleukin; MHC, major histocompatibility complex; TNF-α, tumor necrosis factor 
alpha.
From Buttgereit F, Saag K, Cutolo M, et al. The molecular basis for the effectiveness, 
toxicity, and resistance to glucocorticoids: focus on the treatment of rheumatoid 
arthritis. Scand J Rheumatol. 2005;34:14–21, with permission.

Low dose ≤7.5 mg prednisone equivalent per day
Medium dose >7.5 mg, but ≤30 mg prednisone equivalent per day
High dose >30 mg, but ≤100 mg prednisone equivalent 

per day
Very high dose >100 mg prednisone equivalent per day
Pulse therapy ≥250 mg prednisone equivalent per day for 1 or 

a few days

KEY CONCEPTS
Definition of Conventional Terms 
for Glucocorticoid Dosages
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THE ROLE OF ENDOGENOUS GLUCOCORTICOIDS 
IN INFLAMMATORY ARTHRITIS
Exogenous (therapeutic) and endogenous (physiological) gluco-
corticoids differ in several respects. The most important differ-
ences are in their relative mineralocorticoid and glucocorticoid 
(anti-inflammatory) activities. Exogenous and endogenous glu-
cocorticoids also differ in their pharmacological characteristics, 
such plasma kinetics, metabolism, biological half-life,  lipophilicity, 
drug-receptor interactions, and nongenomic  potencies.17

The actions of exogenous glucocorticoids as described above 
are well established. In contrast, we know relatively little about 
the role of endogenous glucocorticoids in arthritis. While gluco-
corticoid actions on target tissues are thought to be determined 
by glucocorticoid plasma concentrations and the tissue-specific 
density of glucocorticoid receptors, it seems that endogenous 
glucocorticoids are subject to extensive pre-receptor metabo-
lism. Within target cells or tissues, glucocorticoid action depends 
not only on plasma hormone levels, receptor expression, and 
receptor-effector coupling but also on local glucocorticoid me-
tabolism. Specifically, 11β-hydroxysteroid dehydrogenases ap-
pear to govern access of glucocorticoids to their cognate receptors 
by changing the balance between active and inactive glucocor-
ticoids within the cell (reviewed in Buttgerit et al.17). Thus, the 
predominant reductase activity of 11β-hydroxysteroid dehydro-
genase type 1 (11βHSD1) catalyzes the formation of bioactive 
cortisol from inactive cortisone (in humans) and corticosterone 
from 11-dehydrocorticosterone (in rodents). This NADP+(H)-
dependent enzyme is present in many tissues and usually in-
creases the intracellular availability of active glucocorticoids. In 
contrast, 11β-hydroxysteroid dehydrogenase type 2 (11βHSD2) 
only possesses dehydrogenase activity: it inactivates active gluco-
corticoids and therefore decreases the intracellular concentration 
of bioactive glucocorticoids.

Proinflammatory cytokines such as interleukin-1β (IL-1β) 
and tumor necrosis factor alpha (TNF-α) stimulate 11βHSD1 
and downregulate 11βHSD2 expression. Hence, specific proin-
flammatory cytokines can modulate local intracellular glucocor-
ticoid metabolism, which may affect their own  proinflammatory 

effects. More recently, substantial glucocorticoid metabolism has 
been shown in joints since TNF-α and IL-1β induce 11βHSD1 
activity in primary cultures of synovial fibroblasts isolated 
from synovial tissue biopsies from rheumatoid arthritis (RA) 
 patients.18

In a rodent model of immune-mediated arthritis, targeted 
disruption of glucocorticoid signaling in osteoblasts attenuates 
joint inflammation and cartilage destruction.19 These results 
suggest that, under the control of endogenous glucocorticoids, 
osteoblasts modulate immune-mediated inflammatory re-
sponses, and, as a consequence, inflammation-induced cartilage 
damage and bone integrity. These findings are supported by re-
cent evidence suggesting that the effects of glucocorticoids fol-
low a dose–response curve with permissive or even stimulatory 
effects at physiological concentrations, and suppressive effects at 
pharmacological concentrations.18

THERAPEUTIC USE
A wide range of GC molecules are available for clinical use: the 
common basic structure has been modified to improve their 
usefulness in various clinical applications (Fig. 83.4). Despite 
their widespread use, the designation of GC treatment regi-
mens is often imprecise. Recommendations for a standardized 
 nomenclature for GC therapy are summarized below.13

Terminology
Although the term “steroids” is widely used to describe this 
class of drugs, it is too broad, as it simply describes chemical 
compounds characterized by a common multiple-ring structure 
(including cholesterol, vitamin D, and sex hormones). Similarly, 
the terms “corticosteroids” or “corticoids” are not sufficiently 
precise, as the adrenal cortex synthesizes not only glucocor-
ticoids but also mineralocorticoids and androgens. For these 
reasons, the terms “glucocorticoid” or “glucocorticosteroid” are 
preferred, but “glucocorticoid” is the more widely used term.

When describing the use of glucocorticoids, it is necessary to 
define the drug, the dosage, the route of administration, and the 
timing, frequency, and duration of treatment.
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the cortisone molecule.
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and partly to recognize that glucocorticoid actions are strongly 
dose-dependent, both quantitatively and qualitatively. The fol-
lowing standardized nomenclature for glucocorticoid dosages 
and glucocorticoid treatment regimens is now recommended.13

Low Dose
Treatment with doses of up to 7.5 mg prednisone equivalent 
per day is considered low-dose glucocorticoid therapy because 
these doses occupy less than 50% of the receptors. Such courses 
are frequently used for maintenance therapy; and have relatively 
few adverse effects (such as osteoporosis). As there may be rela-
tive hypocortisolism in chronic inflammatory conditions such 
as RA and polymyalgia rheumatica, low-dose glucocorticoids 
act in part as replacement therapy for reduced adrenal gluco-
corticoid production.

Medium Dose
Glucocorticoid doses of more than 7.5 mg but less than 30 mg 
prednisone equivalent per day are considered to be medium-
dose therapy because they lead to a significantly higher recep-
tor engagement between 50% and less than 100%. These doses 
are effective in modulating disease activity in various rheumatic 
diseases but may have considerable and dose-dependent  adverse 
effects if given for longer periods.

High Dose
Treatment with doses of more than 30 mg and up to 100 mg of 
prednisone equivalent per day is considered high-dose therapy 
because these doses significantly increase receptor saturation, in 
a dose-dependent manner. At approximately 100 mg prednisone 
equivalent per day, receptor saturation is almost complete and 
it is likely that genomic glucocorticoid effects are fully exerted 
(see Table 83.1). High-dose therapy can be successfully given as 
initial treatment for subacute diseases such as non-life-threat-
ening exacerbations or visceral complications of RA or other 
connective tissue diseases but cannot be administered long term, 
because of the danger of severe adverse effects.

Very High Dose
Doses above 100 mg of prednisone equivalent per day are con-
sidered “very high.” At this level, there is virtually 100% satu-
ration of cytosolic receptors, so any further increase in dose 
may affect the pharmacodynamics (e.g., receptor off-loading 
and re-occupancy), receptor synthesis, and expression. At these 
doses nongenomic effects may deliver additional therapeutic 
benefit, although it remains unclear whether these effects have 
any direct therapeutic relevance. Experimental data suggest 
that these differential effects come increasingly into play above 
~100 mg/day (see Table 83.1). Doses of greater than 100 mg of 
prednisone equivalent per day are frequently (and successfully) 
given as initial treatment for acute or life-threatening exacer-
bations of connective tissue diseases, vasculitis, and RA. These 
doses cannot be administered long term because of their severe 
adverse effects.

Pulse Therapy
Pulse therapy involves administration of ≥250 mg predni-
sone equivalent per day (usually IV) for a short period of time 

Different glucocorticoid drugs have different potencies and 
they differ in their ability to produce the distinct therapeutic 
effects discussed above. Drug potencies are usually described 
by the equivalent dosages (relative potencies) to produce clas-
sic genomic effects (Table 83.3). These values have been used 
for decades, although the experimental and clinical evidence 
for their precise relative potency is weak. In practice, relative 
potencies are useful as a general therapeutic guideline in daily 
clinical practice, as long as they are not used dogmatically. It 
has therefore been suggested that we should continue to use 
relative potencies until more exact data are available, and that 
doses of different glucocorticoids should be expressed in terms 
of “prednisone equivalent”: that is, doses of different glucocor-
ticoids are expressed as equivalent to milligrams of prednisone 
(or prednisolone, as the potency of prednisone is equal to that 
of prednisolone).

However, recent data indicate that the concept of equiva-
lent dosages is only valid for doses less than 100 mg prednisone 
equivalent, because nongenomic effects come into play at higher 
doses. This reason is important because the relative potencies of 
different glucocorticoids to produce these nongenomic effects 
are completely different from their classic genomic effects 
(see Table 83.3). For example, methylprednisolone is used for 
pulse therapy of exacerbations of immunologically mediated 
disorders. Prednisolone and methylprednisolone have similar 
genomic potency, but when used for high-dose therapy the non-
specific nongenomic effect of methylprednisolone is more than 
three times stronger. This may explain the apparent superiority 
of high-dose methylprednisolone. In contrast, betamethasone 
has very low nongenomic potency, which may be why this drug 
is considered less effective systemically, even though it has the 
same genomic potency as dexamethasone. In summary, the 
clinical usage of different glucocorticoids is clearly determined 
by the magnitude of their clinical efficacy, but another impor-
tant factor in selecting which one to use is their nongenomic 
potency.

GLUCOCORTICOID TREATMENT REGIMENS: 
GENERAL ASPECTS
For many decades there has been confusion surrounding the 
terms used to describe dosage (very low, low, mild, mild to 
moderate, moderate, high, very high, ultra-high, and mega) and 
by loose usage of terms such as “low-dose therapy,” “high-dose 
therapy,” and “pulse therapy.” A 2002 consensus statement has 
clarified this situation, partly to achieve scientific consistency 

TABLE 83.3 Drug Potencies of Selected 
Glucocorticoids

Cortisol 1 (per definition)

Prednyliden 3.5
Predniso(lo)ne 4.0
Methylprednisolone 5.0
Dexamethasone 25
Betamethasone 25

Drug potencies describe the potency of the respective drug to produce classical 
genomic (antiinflammatory) effects relative to cortisol. These potencies provide the 
basis for calculating equivalent dosages.
Data from Lipworth BJ. Therapeutic implications of non-genomic glucocorticoid 
 activity. Lancet. 2000;356:87–89.
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 (typically 1 to 5 days, rarely longer). At such high doses, the 
nongenomic potencies of glucocorticoids come into play. It is 
likely that these explain the success of very high doses and pulse 
therapy in acute exacerbations of immunologically mediated 
diseases. The immediate effects of very high doses may be addi-
tive to the genomic effects mediated by cytosolic GC receptors. 
These additional effects may make a crucial contribution to the 
therapeutic effect by helping to terminate acute exacerbations. 
Circumstances where very high doses or pulse therapy can be 
successful include acute episodes or particularly severe forms 
of rheumatic diseases such as systemic lupus erythematosus, 
vasculitis, polymyositis, and RA (see below).

Alternate-Day Regimens
Alternate-day regimens were introduced for long-term oral 
GC therapy with the aim of minimizing undesirable adverse 
effects, such as suppression of the hypothalamo-pituitary–
adrenal (HPA) axis. Instead of daily dosing, a single dose is ad-
ministered every other morning, usually in a dose equivalent 
to, or somewhat higher than, twice the usual daily dose. The 
idea behind this regimen is to allow the HPA axis to remain ac-
tive by exposing the body to exogenous GC on alternate days 
instead of suppressing it every day. This strategy only works 
if the HPA axis is still active, and, unfortunately, patients of-
ten experience breakthrough symptoms on the second day of 
treatment. Alternate-day regimens are used rarely these days 
except in patients with juvenile idiopathic arthritis, in whom 
alternate-day  glucocorticoid regimens cause less inhibition of 
body growth.

Glucocorticoid Withdrawal Regimens
Because of their significant adverse effects, GCs are usually 
reduced or stopped as soon as the disease is under control. This 
needs to be done carefully in order to avoid a relapse in dis-
ease activity and to permit recovery of adrenal function. There 
are no controlled comparative studies to support a specific 
regimen for weaning patients off GCs, as this process needs 
to be adjusted according to disease activity, dose/duration of 
therapy, and clinical response. When patients with rheumatoid 
arthritis are treated with up to 10 mg/day of prednisone, the 
daily dose can be reduced by 2.5 mg every month until 5 mg/
day is reached. Thereafter, doses can often be reduced by 1 mg 
per month. When higher doses have been used, a reduction by 
5 mg every 1 to 2 weeks down to 20 mg/day is often well toler-
ated, followed by further reductions of 1 to 2.5 mg/day every 
2 to 3 weeks. Addition of immunomodulatory drugs such as 
methotrexate and azathioprine may allow further dose reduc-
tions. Short courses of GC for conditions such as asthma may 
be ceased without tapering if the total treatment course was 
less than 14 days in duration. With longer periods of treatment, 
the dose should be reduced gradually to allow the HPA axis to 
recover, but the rate of reduction is usually quicker than for 
rheumatological conditions.

Glucocorticoids in Rheumatoid Arthritis: An Example
Glucocorticoids are crucially important in the management of 
rheumatoid arthritis and are used in various dosages at different 
disease stages. RA is therefore a useful example to  discuss GC 
therapy in more detail.

Low-Dose Maintenance Therapy
In early RA, GC in doses less than 10 mg are highly effective for 
relieving symptoms in patients with active arthritis. Many patients 
are functionally dependent on this low-dose therapy and continue 
it long term.20 Improvement has been documented in all clinical pa-
rameters, including pain scales, joint scores, morning stiffness, and 
fatigue, but also in acute inflammatory markers such as erythro-
cyte sedimentation rate (ESR) and C-reactive protein (CRP). After 
6 months of therapy the beneficial effects of GC seem to diminish, 
but if therapy is then tapered and stopped, patients often experience 
an exacerbation of symptoms within a few months.

The disease-modifying properties of GC were first described 
in 1995, in a 2-year trial of 7.5 mg prednisolone in patients with 
RA of short/intermediate disease duration who also were treat-
ed with nonsteroidal antiinflammatory drugs (NSAIDs) (95%) 
and disease-modifying antirheumatic drugs (DMARDs) (71%). 
Presently, GC are considered to have disease-modifying proper-
ties in early RA, but it is less clear whether they inhibit the pro-
gression of erosions in RA of longer duration. A meta-analysis 
of 15 studies that included 1414 patients concluded that GC 
given in addition to standard therapy can substantially reduce 
the rate of erosion progression in RA.21 Another meta-analysis 
of 70 randomized placebo- or drug-controlled studies found 
similar effects of DMARDs, glucocorticoids, and biologicals on 
radiographic progression in RA.22

Glucocorticoid Pulse Therapy
GC pulse therapy is used to treat some serious complications of 
RA and to induce remission in active disease: for example, when 
initiating second-line antirheumatic treatment. Pulse therapy 
with methylprednisolone 1 g/day, dexamethasone 200 mg/day, 
or equivalent, given intravenously for 1 to 3 days, was effective 
in most studies with a beneficial effect that generally lasts for 
about 6 weeks, albeit with large variations. This means it is not 
sensible to apply pulse therapy in active RA, unless the thera-
peutic strategy is changed (e.g., DMARD treatment introduced 
to maintain the remission induced by pulse therapy).

Intraarticular Glucocorticoid Injections
Intraarticular injections with GC are often used in RA. The ben-
efit achieved varies according to several factors, such as the joint 
treated (size, weight-bearing, or non-weight-bearing), inflamma-
tory activity, the volume of synovial fluid in the joint, whether or 
not synovial fluid was aspirated before the injection, the choice 
and dose of GC preparation, injection technique, and whether the 
joint is rested after the injection.23 In order to prevent GC-induced 
joint damage, it is recommended that intraarticular GC injections 

The risk–benefit ratio of low-dose GC has been shifted in the last few years:
• GCs can now be considered as disease-modifying antirheumatic

drugs, especially in early RA.
• Adverse effects of low-dose GCs are less abundant and less severe

than previously suggested, and some (e.g., osteoporosis) can be well 
managed.

• The goal of antirheumatic treatment in early RA is to induce  remission 
of disease by aggressive management: GCs are part of this aggres-
sive strategy.

KEY CONCEPTS
Glucocorticoid Therapy in Rheumatoid Arthritis
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should not be repeated more often than once every 3 to 4 weeks, 
and no more than 3 to 4 times a year in a weight-bearing joint.

Adverse Effects
Studies of GC toxicity tend to be retrospective and observational. 
This can make it difficult to differentiate unfavorable  outcomes 
attributable to GCs from those occurring due to the underlying 
disease or other comorbidities. Furthermore, there is a strong 
selection bias for GC use, as physicians are more inclined to use 
them in patients with more severe disease. Frequent, but less 
serious adverse effects (such as skin thinning, Cushingoid appear-
ance) may be of great concern to patients, whereas more debili-
tating toxicities such as osteoporosis,  cataracts, and GC-induced 
hypertension may initially go unrecognized or be asymptomatic. 
Interpretation of toxicity data is further confounded by the use 
of GCs at variable points in the disease course, limited data de-
fining “threshold” doses for particular adverse events, and the 
fact that toxicity reports cover a heterogeneous group of GC-
treated diseases.

Compared to other antirheumatic agents, GCs have a low inci-
dence of short-term symptomatic toxicity and patients rarely dis-
continue therapy for these reasons. Despite over 60 years of use, 
we still lack robust data on the longer-term toxicities of glucocor-
ticoids from large randomized controlled trials with long-term 
follow-up. The commonest GC toxicities are  summarized below.

Some progress has been made by formulating recommen-
dations on which adverse effects of glucocorticoid treatment 
should be monitored in rheumatoid arthritis, how to monitor 
them, and how often.24 Two levels of monitoring GC adverse 
events have been proposed. (1) For routine clinical practice, de-
tails are given on how to identify adverse events in a systematic 
and practical way. This should result in preventive and thera-
peutic measures in order to minimize the risks of glucocorti-
coid therapy. (2) For clinical trials, recommendations have been 
made on how to accurately assess the frequency and severity of 
a wider range of adverse events.25

Osteoporosis
Glucocorticoid-induced osteoporosis (GIOP) is the most 
important potential complication of prolonged GC therapy. 
Chronic GC treatment results in rapid and profound reductions 
in bone mineral density, with most bone loss occurring during 
the first 6 to 12 months of treatment.9

GIOP initially affects trabecular bone, but cortical bone is also 
affected with more chronic use, at sites such as the femoral neck. 
Precisely how GCs affect bone remains obscure. GCs decrease 
calcium absorption, increase renal calcium loss, diminish sex and 
growth hormone production, induce muscle wasting, and modu-
late RANKL/OPG, NF-κB, and AP-1 signaling in bone.9 All of 
these changes lead to enhanced osteoclast function and life span, 
and hence to increased bone resorption. Consequently, markers 
of bone resorption are often increased in patients treated with 
GCs.9 However, reduced bone formation due to reduced osteo-
blast function is likely to be a more important effect of GCs on 
skeletal health. Oral doses of prednisone as low as 2.5 mg/day have 
been shown to suppress serum osteocalcin, a marker of bone for-
mation. Histologically, mean wall thickness is reduced, reflecting 
the reduced amount of bone replaced in each remodeling unit. 
In vitro, osteoblasts and their precursors are highly GC respon-
sive. Here, the predominant effect is to promote osteoprogenitor 
proliferation, lineage commitment, and osteoblast differentiation, 

resulting in the formation of bone nodules of increased size and 
numbers. However, GCs also inhibit type I collagen expression, 
and reduce pre-osteoblastic replication. Finally, GCs promote 
apoptosis of osteoblasts and osteocytes. The inhibitory effects of 
GCs on bone formation may be partly due to downregulation of 
insulin-like growth factor-1 (IGF-1) expression by osteoblasts. 
Fortunately, we now have effective strategies for the prevention 
and treatment of GC-induced osteoporosis, using calcium, vita-
min D, and specific osteotropic agents such as bisphosphonates or 
parathyroid hormone.

Osteonecrosis
Osteonecrosis has long been considered an important conse-
quence of high-dose glucocorticoid use. In a Japanese study of 
femoral head osteonecrosis, 35% cases were related to GC treat-
ment. Higher average dose may be a more important predictor 
of avascular necrosis of bone than cumulative dose. Osteonecro-
sis is particularly noted in SLE, but rarely occurs in RA patients 
receiving low-dose therapy, affecting less than 3% of patients. 
Osteonecrosis rarely occurs in SLE patients on  prednisone 
 doses less than 20 mg/day.

Myopathy
As with osteonecrosis, GC-induced myopathy is rare in patients 
receiving low-dose glucocorticoids. In small studies, myopathy 
appears more closely associated with fluorinated GC preparations 
such as triamcinolone than with prednisone. Notably, myopathy 
has been reported after only 3 months’ treatment with triamcino-
lone 8 mg/day. In general, myopathy attributable to prednisone 
only occurs after higher doses and longer durations of treatment.

Cardiovascular Adverse Effects
Glucocorticoid-induced hypertension seems to be, at least in 
part, mediated via fluid retention (as a result of mineralocor-
ticoid effects); it is dose related and less likely with medium- 
or low-dose therapy. Individual variation in susceptibility and 
other factors, such as the starting level of blood pressure, dietary 
salt intake, functional renal mass, associated diseases, and drug 
therapy may also play a role.

Another troublesome potential toxicity of low-dose GCs is the 
development of premature atherosclerotic vascular disease. This 
has proven difficult to investigate: studies evaluating the effects 
of GCs on lipids and atherosclerosis in RA patients have yielded 
mixed results, with some studies suggesting that GCs may actually 
reverse unfavorable lipid changes. At present, there is no evidence 
of a strong association between low-dose glucocorticoids and car-
diovascular disease in RA, even though  atherosclerotic vascular 
disease is known to be accelerated in patients with Cushing dis-
ease. Systemic GC use during  pregnancy may also have epigenetic 
effects, leading to adult  hypertension in the next generation.26

Dermatological Adverse Effects
Skin thinning and ecchymoses are common adverse events with 
glucocorticoids, even at low doses. Cutaneous atrophy results 
from catabolic effects of GC on keratinocytes and fibroblasts. 
Purpura and easy bruising in GC-treated patients are prob-
ably due to decreased vascular structural integrity. A Cushin-
goid  appearance is very troubling to patients but is uncommon 
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at doses below the physiuological range. One study reported 
facial fullness (“moon facies”) in 13% of patients receiving 4 to 
12 mg triamcinolone for up to 60 days. These adverse effects are 
observed in over 5% of patients exposed to ≥5 mg prednisone 
equivalent for ≥1 year. The incidence of iatrogenic Cushing 
syndrome is dose-dependent and generally becomes evident 
after greater than 1 month of GC therapy. Alternate-day therapy 
may reduce the incidence, although there are only limited data 
supporting this concept. Glucocorticoid acne, hirsutism, and 
striae are other undesirable dermatological effects that occur 
even with lower doses.27

Gastrointestinal Adverse Effects
Glucocorticoids are considerably less toxic to the upper gas-
trointestinal (GI) tract than NSAIDs. If GCs independently 
increase the risk of GI events (e.g., gastritis, ulceration, bleed-
ing), the effect is slight, with estimated relative risks varying 
from 1.1 (not significant) to 1.5 (marginally significant). There 
have also been anecdotal reports of intestinal rupture, divertic-
ular perforation, and pancreatitis attributed to low-dose GCs. 
Glucocorticoids are frequently used concurrently with NSAIDs 
in RA, and meta-analyses confirm that the combination of 
the two drugs synergistically increases the risk of adverse GI 
events. In a large-scale study based on the UK General Practice 
Research Database, the risk of upper GI complications was 1.8 
times higher for GC users than for nonusers (95% confidence 
interval [CI], 1.3 to 2.4). The risk tended to be greater for higher 
GC doses, but the dose gradient was not statistically significant. 
The risk was greater than 12 times higher for those taking both 
glucocorticoids and NSAIDs than for those not using either. 
No studies have yet looked at the GI effects of combining GCs 
with cyclooxygenase-2 (COX-2)-selective NSAIDs.27

Infectious Diseases
Medium- to high-dose GC therapy may increase the risk of 
 serious infections leading to hospitalization or surgery, par-
ticularly when administered for prolonged periods of time. 
However, there is no evidence that infection rates are in-
creased in patients on doses of prednisone below 10 mg/day or 
cumulative doses below 700 mg. In those taking higher doses, 
the risk of infection appears to be lessened with  alternate-day 
therapy.

In GC-treated patients, physicians should be aware of the 
risk of infections with typical and atypical organisms, rec-
ognizing that GCs may blunt the classic clinical features and 
delay diagnosis. Pneumocystis jiroveci infections can occur 
with doses as low as 16 mg/day of prednisone for 8 weeks.28 
Herpes zoster is also more common in RA patients treated 
with immunosuppressive agents.24 However, it is difficult 
to separate the independent effects of GC use from those of 
other commonly used antirheumatic agents, such as metho-
trexate and anti-TNF-α agents. At present, the independent 
role of GCs in facilitating herpes zoster infection in patients 
with RA remains uncertain.

Other Adverse Effects
Adverse effects on the hypothalamo–pituitary axis and on glu-
cose metabolism are reviewed elsewhere, together with neuro-
psychiatric and ophthalmological adverse effects.24,27,29

TIMING OF GLUCOCORTICOID ADMINISTRATION 
MATTERS
In patients with rheumatoid arthritis, major symptoms such 
as pain, inflammation and stiffness vary across the day, usually 
with the highest severity in the morning hours. These symptoms 
are preceded by elevated levels of proinflammatory cytokines. 
Based upon these considerations it has been proposed that al-
tering the timing of glucocorticoid administration may help to 
optimize RA therapy.17

NEW GLUCOCORTICOID RECEPTOR LIGANDS ON 
THE HORIZON
The various mechanisms of GC action provide interesting 
 opportunities for developing optimized GCs and GC-receptor 
ligands.

Selective Glucocorticoid Receptor Agonists
The genomic component mechanisms of transactivation and 
transrepression offer the opportunity to develop GC-receptor 
ligands that predominantly cause transrepression rather than 
transactivation. This concept is based on the proposition that 
the antiinflammatory properties of GCs are mostly due to re-
pression of AP-1- and NF-κB-stimulated synthesis of inflam-
matory mediators, whereas their adverse effects are associated 
with transactivation of genes involved in metabolic processes. 
Investigators have therefore sought novel GCR ligands with high 
transrepression activity but low effect on transactivation. One 
such compound, A276575, exhibits a high affinity for the GCR 
and potently represses IL-1α-induced IL-6 production, similar to 
dexamethasone. However, unlike dexamethasone, A276575 in-
duces little aromatase activity. Other novel nonsteroidal GCR li-
gands are being developed that possess high repression activities 
against inflammatory mediator production but have lower trans-
activation activities than traditional GCs. Substances that cause 
a receptor conformation preferring a GCR/protein  interaction 
as opposed to a GCR/DNA-binding-dependent mechanism are 
called selective glucocorticoid receptor agonists (SEGRAs) or 
“dissociated glucocorticoids.” The SEGRA concept has, however, 
recently been challenged by studying a mouse knock-in strain 
with a dimerization-deficient GCR, which demonstrated that 
some inflammatory processes can be suppressed by glucocorti-
coids while others cannot.30 Also, these mice exhibited classical 
adverse effects of glucocorticoids such as glucocorticoid-induced 
osteoporosis. Thus, depending on the process being treated, 
SEGRAs could be therapeutically more effective or less effective; 
moreover, not all adverse effects of glucocorticoid therapy may 
be reduced.30,31 Nevertheless, from the clinical perspective it is 
disappointing that the sound underlying theory and the promis-
ing initial data have not led yet to a therapeutic breakthrough. 
As of now, it remains uncertain whether SEGRAs will become 
relevant in clinical practice.

Long-Circulating Liposomal Glucocorticoids
The antiinflammatory efficacy of GCs can be improved by the 
additional benefits of nongenomic actions at high GC concen-
trations. This has led to the use of long-circulating liposomal 
GCs in experimental models. In rats with experimental auto-
immune encephalitis, GC-containing liposomes accumulate 
at sites of inflammation, reaching concentrations greater than  
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10−5 mol/L for ≥18 hours. These liposomes may be therapeutically 
superior to conventional intravenous high-dose GC therapy, as 
evidenced by their successful use in rats with adjuvant-induced 
arthritis. A single injection of 10 mg/kg liposomal prednisolone 
phosphate resulted in complete remission of the inflamma-
tory response for almost a week. In contrast, the same dose of 
unencapsulated prednisolone phosphate did not reduce inflam-
mation, and had only a slight effect after repeated daily injections. 
It may be that preferential delivery of GC to the site of inflamma-
tion leads to very high GC concentrations at the inflamed joint, 
but lower plasma concentrations, with a consequent lower rate 
of adverse effects. These are very promising developments which 
exploit the broad spectrum of therapeutically relevant genomic 
and nongenomic GC actions at the site of inflammation.32

In conclusion, glucocorticoids are extremely valuable antiin-
flammatory agents with a range of actions that are useful in the 
management of inflammatory conditions, including arthritis 
and asthma. Recent research on GCs has highlighted the effects 
of cytosolic GCRs on intracellular signaling, transcription pro-
cesses, and gene expression. Exploration of membrane-bound 
glucocorticoid receptors, dose–effect relationships, and the 
timing of glucocorticoid administration have stimulated inten-
sive research activity aimed at improving the efficacy:risk ratio. 
Modified-release prednisone has already been approved for the 
treatment of rheumatoid arthritis and the associated morning 
stiffness. Further clinical developments seem likely to follow, 
such as new GCR ligands and liposome encapsulation, with a 
view to improving the risk–benefit ratio of GC therapy and the 
well-being of patients.
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Excitement over biologic agents and their capacity to regulate 
immunological reactions that significantly impact immuno-
logically mediated diseases, such as rheumatoid arthritis (RA) 
and inflammatory bowel disease (IBD), have overshadowed the 
older, small-molecule therapeutic agents. Nonetheless, when 
tested head-to-head, some small-molecule agents (most notably 
methotrexate) have proven to be almost as effective as biologics; 
moreover, combining small-molecule therapies with biological 
agents generally leads to significantly better outcomes than the 
use of either agent alone.1 Given this synergy, and the fact that 
they are often much more cost-effective, it is likely that small-
molecule immunomodulatory drugs will continue to be used. 
Here, we review the most widely accepted and commonly used 
immunomodulators currently available.

METHOTREXATE
Methotrexate (Fig. 84.1) was employed in the treatment of RA 
as early as 1951, but its popularity with regard to RA did not 
come until the 1980s. Over the years, extensive experience with 
its use in inflammatory diseases as diverse as RA (Chapter 53), 
psoriasis (Chapter 64), and IBD (Chapter 75) has taught us a 
great deal about its safety, efficacy, and toxicity, as well as its an-
ti-inflammatory mechanisms of action. In this respect, metho-
trexate, much as corticosteroids, can be justly regarded as a cor-
nerstone of immunomodulatory therapy.

Pharmacokinetics of Methotrexate
As an anti-inflammatory agent, methotrexate is administered at low 
doses (usually 10 to 25 mg/week) once weekly, usually orally, but it 
can also be given subcutaneously or intramuscularly. At these doses, 
oral bioavailability is high (60% to 70%), and although transport-
ers are responsible for its absorption from the gastrointestinal (GI) 
tract, saturation effect does not occur. A small portion of methotrex-
ate is metabolized by hydroxylation into 7-hydroxymethotrexate. 
Both compounds have a serum half-life of no more than 8 hours. 
The much longer anti-inflammatory action, which allows for once-
weekly dosing, must therefore be mediated by other longer-lasting 
metabolites, such as polyglutamates. Excretion occurs principally 
via the urinary tract, but also via the biliary tract. Therefore renal 
function is an important consideration in methotrexate dosing, and 
any medication that impairs glomerular filtration may also potenti-
ate methotrexate’s effectiveness and toxicity.2

Mechanisms of Action for Methotrexate
As an analogue of folic acid, methotrexate is an inhibitor of pu-
rine and pyrimidine synthesis and thereby suppresses cellular 

proliferation (Table 84.1). These actions are dependent on inhi-
bition of dihydrofolate reductase; hence toxicities arising from 
high-dose methotrexate therapy can be treated with folic acid 
derivatives, such as leucovorin. However, folic or folinic acid, 
which are often given in conjunction with methotrexate in 
inflammatory diseases to reduce the incidence of mucositis 
and bone marrow suppression, does little to inhibit its anti- 
inflammatory efficacy. Decreases in purine and pyrimidine con-
centrations in the serum have been observed following a single 
dose of methotrexate, along with a decreased proliferation of 
antigen-stimulated lymphocytes. However, these changes are 
transient and insufficient to explain the anti-inflammatory ef-
fects of once-weekly dosing. This, as well as the low doses of 
methotrexate required to produce an anti-inflammatory effect, 
suggests that the anti-inflammatory actions are mediated via 
different mechanisms.

One alternate mechanism is that methotrexate blocks intra-
cellular transmethylation reactions and inhibits the produc-
tion of S-adenosylmethionine. Since S-adenosylmethionine is 
necessary for the formation of the toxic polyamine metabolites 
spermine and spermidine, their accumulation at the inflamma-
tory site is prevented. This inhibition of transmethylation is asso-
ciated with an impairment of monocyte and lymphocyte func-
tion and thus potentially the synthesis of reactive oxygen species. 
However, diminution of transmethylation by the use of the  
S- adenosylhomocysteine hydrolase inhibitor, deaza-adenosine, 
has failed to produce any beneficial clinical effects in RA.

Methotrexate and its long-acting polyglutamate metabolites 
also exert anti-inflammatory effects by releasing the endog-
enous autocoid adenosine.3 As potent inhibitors of the enzyme 
5-aminoimidazole-4-carboxamide ribonucleotide (AICAR) 
 transformylase, methotrexate polyglutamates promote the 
accumulation of AICAR in tissues. Since AICAR inhibits 
 catabolizing enzymes for both adenosine and adenosine mono-
phosphate (AMP), which can be dephosphorylated to adenos-
ine, the net effect is intracellular and extracellular increases in 
adenosine levels. These metabolic pathways are pharmacologi-
cally relevant since aminoimidazole carboxamide and adenos-
ine have been shown to be increased in urine following low-dose 
methotrexate treatment in patients with psoriasis.4 Adenos-
ine causes diminution of neutrophil accumulation, adhesion, 
phagocytosis, and generation of reactive oxygen species, inhi-
bition of adhesion molecule expression, suppression of pro-
inflammatory cytokines, and induction of anti-inflammatory 
cytokines, as well as modulation of macrophage and endothelial 
function.2 Indeed, blockade of adenosine receptors reversed the 
anti-inflammatory effects of methotrexate in animal models. It 
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has also been suggested that caffeine, itself a nonselective antag-
onist of adenosine receptors, may both reduce the effectiveness 
of methotrexate in RA and protect against the development of 
cirrhosis of the liver, a major side effect of methotrexate.5

Adverse Effects
Over decades, methotrexate has proven to be one of the safest 
disease-modifying antirheumatic drugs (DMARDs). Serious 
side effects such as cirrhosis are much less common than previ-
ously thought (Table 84.2). The use of folic acid has decreased 
the occurrence of mucosal and GI side effects, without limit-
ing its anti-inflammatory activity, and cytopenias are managed 
adequately with regular blood counts. Although side effects, 
such as nausea and vomiting, may resolve spontaneously or 
respond to dose reduction or folic acid supplementation, mild 
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TABLE 84.1 Methotrexate: Mechanisms of 
Action

Suggested 
Mechanism Rationale

Folate antagonism Prevents purine and pyrimidine synthesis 
required for the proliferation of actively 
dividing immune cells, such as lymphocytes

Inhibition of spermine 
and spermidine 
production

Reduces formation of polyamines harmful to 
tissues

Alteration of cellular 
redox state

Reversible inhibition of lymphocyte and 
macrophage functions

Release of adenosine Generation of a potent endogenous anti-
inflammatory mediator through inhibition of 
catabolism of both adenosine and adenosine 
monophosphate

• Proven safety profile
• Concomitant administration of folic acid advisable
• Anti-inflammatory effects may be reduced by heavy use of caffeine
• Hepatotoxicity a rare but real concern
• Teratogenic
Risk of hepatotoxicity increased with:
• Alcohol use
• Hepatitis
• Diabetes
• Obesity
• Alpha-1-antitrypsin deficiency

THERAPEUTIC PEARLS
Methotrexate

Gastrointestinal
Stomatitis
Anorexia
Nausea
Vomiting
Diarrhea
Cirrhosis
Pancreatitis

Hematological
Leukopenia
Anemia
Thrombocytopenia
Hypogammaglobulinemia
Lymphoma

Cardiovascular
PericarditisThrombosis

Pulmonary
Pulmonary fibrosis
Interstitial pneumonitis

Others
Skin rashes
Renal failure
Abortion
Impotence
Headache
Opportunistic infections

TABLE 84.2 Methotrexate: Adverse Effects

transaminasemia has rarely necessitated discontinuation of the 
medication. The risk of serious hepatotoxicity over 5 years of 
use is likely to be less than 1 in every 1000 patients with RA but 
may be more common in psoriasis patients. Risk factors, such as 
alcohol consumption, hepatitis B and C, diabetes, obesity, and 
alpha-1-antitrypsin deficiency, identify patients more likely to 
develop a methotrexate-induced hepatic injury. However, other 
serious side effects, such as pneumonitis, may be overlooked, 
since early symptoms (mild cough or shortness of breath) are 
often ignored and no serologic screen exists. Early identification 
allows for prompt discontinuation. The risk of developing solid 
tumors is debated, since the risk of malignancies is intrinsic to 
some of the conditions, such as RA, for which methotrexate is 
used. It is likely the risk of drug-induced malignancy in some 
patients is real since reports have documented tumor regression 
following discontinuation of methotrexate. But the risk remains 
extremely small.

SULFASALAZINE
Sulfasalazine (Fig. 84.2) was originally introduced in the 
late 1930s for the treatment of RA but is now used in a wide 
range of inflammatory diseases, in particular, IBD and the 
seronegative arthritides. It consists of a derivative of anti-
inflammatory salicylic acid, 5-amino-salicylic acid, and the 
antimicrobial sulfapyridine. These two moieties are joined 
together by an azo bond. Which component is responsible 
for the drug’s anti-inflammatory actions is unclear, but it ap-
pears to vary according to disease state. For instance, in IBD, 
5-amino-salicylic acid is likely the main active component, as 
it is poorly absorbed following metabolism by intestinal flora. 
In inflammatory arthritides, sulfapyridine is likely to play a 
more important role, as it is relatively well absorbed and has 
a bioavailability in the region of 60%. Since acetylation is the 
principal route of the metabolism of sulfapyridine following 
absorption, acetylator status is a major determinant of the 
plasma half-life. Similarly, slow acetylators are more liable to 
develop side effects.

Mechanisms of Action for Sulfasalazine
Sulfasalazine has several immunomodulatory effects. Lym-
phocyte proliferation is suppressed in vitro and involves both 
B-cell and T-cell populations. In vivo, a decrease in activated 
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lymphocytes in the peripheral blood is also seen. Tumor ne-
crosis factor (TNF) production is suppressed, and receptor 
binding is inhibited. Sulfasalazine also inhibits activation of 
the transcription factor, nuclear factor (NF)-κB. Like metho-
trexate, sulfasalazine inhibits AICAR transformylase and thus 
promotes the accumulation of adenosine and its anti-inflamma-
tory actions via the adenosine A2A receptor. Indeed, treatment 
of animals with an adenosine A2A receptor antagonist reversed 
sulfasalazine’s reduction of leukocyte accumulation in an air-
pouch model of inflammation.

Adverse Effects
In a large series, a quarter of those treated over 11 years stopped 
treatment because of toxicity.6 Most toxicities occurred early and 
were both trivial and resolved following therapy withdrawal. 
Most common are nausea, vomiting, anorexia, and rash. Serious 
cutaneous reactions, such as toxic epidermal necrosis, are rare. 
Transaminasemia and drug-induced hepatitis can occur. Blood 
dyscrasias with megaloblastic anemia, neutropenia, aplastic 
anemia, and myelodysplastic syndrome may arise. Neurological 
adverse effects include headache and dizziness or, more serious-
ly, peripheral neuropathy, Guillain-Barré syndrome, or trans-
verse myelitis. Sulfasalazine should be avoided in patients with 
sulfa allergy, and glucose-6-phosphate dehydrogenase (G6PD). 
Deficiency screening should be performed before prescribing.

AZATHIOPRINE
Azathioprine, an imidazolyl derivative of 6-mercaptopurine 
(Fig. 84.3), has been widely used in RA and IBD as well as in sol-
id organ transplantations. Cleavage into 6-mercaptopurine and 
the imidazole moiety occurs rapidly within erythrocytes, both 
enzymatically by glutathione transferase and nonenzymatically. 
Several enzymes (Table 84.3) participate in the metabolism of 

6-mercaptopurine into active and inactive compounds. One of 
these, thiopurine methyltransferase, is associated with genetic 
polymorphisms; inherited changes in its activity may impact 
patient response to azathioprine. Xanthine oxidase inactivates 
6-mercaptopurine by converting it to 6-thiouric acid. Since this 
occurs mainly in the liver, toxicity from azathioprine therapy is 
a danger in enzyme deficiency states, as a result of disease or the 
use of drugs, such as allopurinol.

Proposed Mechanisms of Action for Azathioprine
The immunomodulatory mechanism of azathioprine remains 
unclear. As purine analogues, the active metabolites interfere 
with the salvage pathway and de novo synthesis of purines, 
and they are incorporated into RNA and DNA. The prolifera-
tion of T and B lymphocytes is inhibited, and the function of 
natural killer (NK) cells is suppressed without any change in 
cell numbers. The production of antibodies is also suppressed, 
although it is not known which of these effects predominate 
in vivo. Cellular responses to chemoattractants are altered, and 
the production of cytokines, such as interleukin-6 (IL-6), is 
also affected.

Adverse Effects
Azathioprine is generally well tolerated. The most common side 
effects are mild and affect the GI system. Pancreatitis can occur 
as an idiosyncratic reaction. Hepatotoxicity and cholestasis are 
not uncommon, and hepatic peliosis and nodular regenerative 
hyperplasia occur rarely. There have been reports of possible 
heightened risk for non-Hodgkin lymphoma, but because of 
the rarity of these events, no definite link has been established. 
Bone marrow suppression and opportunistic infections pose far 
greater threats.

CYCLOPHOSPHAMIDE
Alkylating agents were used in the treatment of inflammatory 
diseases after promising reports on using nitrogen mustard in 
RA. Cyclophosphamide (Fig. 84.4) is metabolized to produce 
the alkylating agent phosphoramide mustard as well as acrolein, 
which, although inactive, results in the hemorrhagic cystitis 
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• Suppresses the proliferation of lymphocytes
• Suppresses proinflammatory cytokine production
• Inhibits activation of nuclear factor (NF)-κB
• Promotes adenosine accumulation

KEY CONCEPT
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TABLE 84.3 Principal Enzymes Involved in 
the Metabolism of Azathioprine

Enzyme Action

Glutathione transferase Cleaves azathioprine into 6-mercaptopu-
rine and imidazole moieties

Thiopurine 
 methyltransferase

Metabolism of 6-mercaptopurine

Xanthine oxidase Conversion of 6-mercaptopurine to 
6- thiouric acid
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inflammatory conditions. Adverse effects and mechanisms are 
the same as those of cyclophosphamide, as described above.

LEFLUNOMIDE
Leflunomide is an inhibitor of de novo pyrimidine synthesis.  
Leflunomide (Fig. 84.5) is converted into the long- acting ac-
tive compound A77 1726 (2-cyano-3-hydroxy-N-[4-triflu-
oromethyl]-butenamide) (Fig. 84.6), a reversible inhibitor of 
the enzyme dihydroorotate dehydrogenase that is involved in 
pyrimidine synthesis. Because of this long half-life, therapy with 
leflunomide is usually started with a loading dose to quickly 
achieve therapeutic levels. A77 1726 is highly plasma-protein 
bound and undergoes enterohepatic recirculation.

Mechanisms of Action of Leflunomide
By inhibiting pyrimidine synthesis, pyrimidine nucleotide avail-
ability becomes insufficient for the proliferation of immune-
response cells. This deficiency is inadequately replenished by 
the salvage pathways, rendering cell proliferation inefficient 
and limiting the clonal expansion of T cells. B-cell proliferation 
is similarly suppressed with the reduction of Cdk2, a cyclin-
dependent kinase. Leflunomide also inhibits NF-κB activa-
tion. Although the effects of moderate concentrations are re-
versed by uridine in vitro, this reversal does not occur at higher 
concentrations, suggesting the possible involvement of other 
mechanisms. Leflunomide is known to inhibit tyrosine kinase 
activity at higher concentrations, although the relevance of this 
effect to therapeutic concentrations achievable in vivo remains 
questionable.

Adverse Effects
GI symptoms are the most common side effect, and hepatic 
damage is the most important toxicity. Although there are 
similarities to the toxicity profile of methotrexate, clinical 
trials have shown that leflunomide and methotrexate can be 
safely and effectively given together to patients with RA, but 
transaminasemia occurs more often than with methotrexate 
alone.9,10 Fulminant hepatic failure is rare, but fatal cases have 
occurred. Skin reactions are mostly minor; however, more se-
rious manifestations, such as toxic epidermal necrolysis, have 
been reported.

associated with cyclophosphamide. Cyclophosphamide can be 
given intravenously, but bioavailability following oral adminis-
tration is high (>75%). Toxicity has severely limited its use in 
inflammatory diseases, although its contribution to the man-
agement of lupus nephritis cannot be denied. The alkylating ac-
tions occur at guanine residues (principally on DNA, but also 
on RNA) resulting in cross-linkable strands and disruption of 
transcription and translation.

Mechanisms of Action of Cyclophosphamide
This alkylating process has immunomodulating effects on rest-
ing and actively dividing cells. The numbers of circulating CD4 
T lymphocytes and, to a lesser extent, CD8 T lymphocytes are 
reduced, thus reducing the CD4/CD8 ratio. Despite an apparent 
increase in immunoglobulin-secreting cells, B-cell function is 
suppressed, and overall immunoglobulin synthesis is reduced.

Adverse Effects
The best-known toxicity is hemorrhagic cystitis. Since this oc-
curs more frequently following oral dosing, this route of admin-
istration is rarely used. This may relate to continuous exposure 
of the bladder to acrolein, so the acrolein-neutralizing agent 
2-mercaptoethane sulfonate (Mesna) is used prophylactically 
along with copious hydration. Hemorrhagic myocarditis can 
also occur and may cause myocardial necrosis, hemopericardi-
um, and congestive cardiac failure. However, survivors of acute 
cardiac toxicity do not show any residual electrocardiographic 
or echocardiographic abnormalities.

Besides bone marrow suppression, reduction of fertility, and 
a heightened risk of infection, cyclophosphamide therapy has 
been associated with secondary malignancies, which may occur 
years after drug cessation. Malignancies of the bladder, often of 
a transitional cell type, tend to occur only in those with a history 
of treatment-related hemorrhagic cystitis. Myeloproliferative 
and lymphoproliferative disorders have also been associated 
with cyclophosphamide use.

Other Nitrogen Mustard Derivatives
Chlorambucil, or 4-[bis(2chlor-ethyl)amino]benzenebutanoic 
acid, has a wide distribution in tissue and 87% oral bioavailabili-
ty, but unlike cyclophosphamide, it does not require metabolism 
by the liver to become metabolically active.7 The only indication 
approved by the US Food and Drug Administration (FDA) is 
for the treatment of chronic lymphocytic leukemia (CLL), but 
like cyclophosphamide, chlorambucil has been reported to be 
used in treatments for the same wide range of inflammatory 
conditions. The mechanism of action and side effect profile is 
also similar to those of cyclophosphamide, but with a higher 
risk of permanent aplasia.8

Melphalan is another phenylalanine derivative of nitrogen 
mustard, mainly used in treating multiple myeloma. It has been 
less widely adopted but has been used off-label in a variety of 
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MYCOPHENOLATE MOFETIL
Mycophenolate mofetil (Fig. 84.7) is widely used in solid or-
gan transplantation and has also been increasingly employed 
in the treatment of autoimmune diseases. It is rapidly absorbed 
and hydrolyzed into the active compound, mycophenolic acid, 
which is a reversible inhibitor of inosine monophosphate de-
hydrogenase. Since inosine monophosphate dehydrogenase is 
a key enzyme in the de novo synthesis of guanine nucleotides, 
its inhibition is most significant in T and B lymphocytes, which 
are reliant on this pathway, as they lack the hypoxanthine- 
guanine phosphoribosyltransferase salvage pathway. The 
 immunological effects are numerous. DNA synthesis in lym-
phocytes requires the incorporation of guanine nucleotides 
so that proliferation of lymphocytes is suppressed. Antibody 
production and NK-cell activity are also reduced, and in vitro 
cytokine production by activated human mononuclear cells is 
affected.11 In addition, delayed-type hypersensitivity responses 
are suppressed. Although effective in a subset of patients with 
psoriasis and RA, mycophenolate mofetil has not been widely 
used in these conditions because other more effective medi-
cations are available. It is, however, becoming more popular 
in the treatment of some diseases, such as myositis, systemic 
contact dermatitis, severe atopic dermatitis, chronic urticaria, 
refractory pyoderma gangrenosum, bullous pemphigoid, pem-
phigus vulgaris, and pemphigus foliaceus, where it is effective 
with a low risk of side effects.

Adverse Effects
Absolute contraindications for mycophenolate mofetil are drug 
allergy and pregnancy (Category D). Relative contraindica-
tions include lactation; renal, hepatic, or cardiopulmonary dis-
ease; and peptic ulcer. It is generally well tolerated when used 
in autoimmune diseases, such as RA. The most common side 
effects are nausea, vomiting, abdominal discomfort, diarrhea, 
fever, headache, skin rash, back pain, and tremor, but these do 
not usually lead to discontinuation. Rarely reported side effects 
include leukopenia and other cytopenias, cutaneous and non-
cutaneous malignancies, and pancreatitis. Toxic doses have not 
been established for this medication. One patient suffered only 
moderate leukopenia with no significant GI side effects after in-
gesting 25 g of mycophenolate mofetil. Up to 4 g/day have been 
used in cardiac and up to 5 g/day in hepatic transplantation  
patients. However, increased efficacy was not observed above 

2 g/day, and patients were more likely to experience GI symptoms 
and neutropenia at higher doses. For this reason, doses up to  
2 g/day are usually employed to treat inflammatory conditions.

HYDROXYUREA
Hydroxyurea is urea with one additional hydroxyl group. It in-
hibits ribonucleotide reductase, which catalyzes the reduction 
of ribonucleotides to deoxyribonucleotides, and is thus essential 
in DNA synthesis. It is effective in the treatment of psoriasis.12 
Hydroxyurea is well tolerated, with the most common side ef-
fects being hematological, usually megaloblastic anemia, but 
also leukopenia and thrombocytopenia. Other significant but 
rare adverse effects include renal and GI toxicity, a dermatomy-
ositis-like syndrome, leg ulcers, radiation recall, and leukemias.

ORAL CYCLOSPORINE AND TACROLIMUS (FK506)
Cyclosporine (Fig. 84.8) and tacrolimus (Fig. 84.9) are structur-
ally similar drugs that have been widely used in solid organ trans-
plantation as well as in the treatment of immunological diseases. 
Cyclosporine has potent inhibitory effects in dampening the 
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production of proinflammatory mediators, such as IL-2, by im-
munocompetent cells, most importantly T lymphocytes. It does 
so through binding cyclophilin, which produces a cyclosporine–
cyclophilin complex. This complex binds the serine/threonine 
phosphatase calcineurin.13 This disrupts the phosphorylation of 
regulatory proteins for which the nucleated factor of activated 
T cells (NF-ATs) is a critical component, preventing these pro-
teins from translocating into the nucleus. Thus the transcription 
of genes, such as IL-2, which induces mitogenesis in activated 
T cells, cannot be effectively activated. Several other cytokines 
are affected, including IL-3, IL-6, transforming growth factor 
(TGF)-β, and interferon (IFN)-γ. Another T cell–specific im-
munophilin, FK506-binding protein (FKBP), binds tacrolimus 
to form a FK506-FKBP complex with similar resultant inhibitory 
activity on calcineurin.14

Adverse Effects
The most common side effects of cyclosporine are hypertension, 
hyperkalemia, hypomagnesemia, and hyperlipidemia. More im-
portantly, cyclosporine has well-documented short-term and 
long-term adverse effects on kidney function.15 These data come 
from patients who had received solid organ transplants, most 
notably renal transplants. In such patients, initial doses of 15 to 
25 mg/kg/day led to a reduction in the glomerular filtration rate 
(GFR) and rise in serum creatinine in a percentage of patients, 
as well as histologically proven nephropathy.16 The pathogenic 
mechanism of kidney damage is poorly understood but is be-
lieved to consist of two phases.17 The first phase is a period of 
partial ischemia secondary to vascular contraction, which is re-
versible with dose reduction or drug discontinuation. The later, 
irreversible phase results from chronic scarring of the glomeruli. 
Treatment recommendations for some diseases, such as psoria-
sis, have therefore been targeted at much lower maximum daily 
doses of 5 mg/kg/day, with a reduced dose if creatinine rises 30% 
above baseline. Otherwise healthy patients treated at these dos-
age levels have been successfully managed for many years on cy-
closporine with no impact on the GFR.18 Nephrotoxicity has also 
been a concern during tacrolimus therapy. Other adverse effects 
include increased rate of infections, malignancy, hepatotoxicity, 
GI upset, rash, tremor, headache, and insomnia.

TOPICAL PIMECROLIMUS AND 
TACROLIMUS (FK506)
Tacrolimus is also available in a topical formulation. Pimecroli-
mus is an alternative topical calcineurin inhibitor with a similar 
structure and identical mechanisms of action. The cyclosporine 
molecule is too large to penetrate the skin (1203 Da), whereas 

tacrolimus and pimecrolimus can, as they are much smaller 
molecules (804 and 80 daltons [Da], respectively). Both have 
been approved by the FDA for the treatment of atopic derma-
titis but have found widespread use in many other conditions 
(psoriasis, oral and cutaneous lichen planus, vitiligo, pemphi-
goid, and pemphigus). They are most often used in patients 
or on body areas where long-term topical corticosteroids are 
contraindicated.

Adverse Effects
The most common side effect is local irritation at the site of ap-
plication in severely inflamed skin. Therefore initial short-term 
treatment is often combined with topical steroids. An associa-
tion with malignancy remains controversial. In 2005, 17 case 
reports of malignancy in patients using these topicals resulted 
in a black-box warning. Although further studies suggested that 
the rate of lymphoma from these case reports was lower than 
the rate observed in the general population in the United States. 
In 2006, the FDA revised the wording, but a black-box warning 
about these products remains in place.

SIROLIMUS
Sirolimus is a macrolide that binds the cytosolic protein FK-bind-
ing protein 12 (FKBP12). In contrast to the  tacrolimus–FKBP12 
complex, which inhibits calcineurin, the sirolimus–FKBP12 
complex directly binds the mammalian target of rapamycin 
(mTOR) complex1 (mTORC1), thereby inhibiting the mTOR 
pathway. Thus it inhibits the response to IL-2, blocking the acti-
vation of T and B cells. It has shown promise in the treatment for 
systemic lupus erythematosus (SLE); Sjögren syndrome19; RA20; 
psoriasis; genetic disorders, such as tuberous sclerosis; and neo-
plastic disorders, such as Kaposi sarcoma.21 The main advantage 
of sirolimus over tacrolimus or cyclosporine is reduced renal 
toxicity.

IMIQUIMOD
Imiquimod (Fig. 84.10), an imidazoquinoline drug, activates 
toll-like receptor (TLR)-7 and possesses both antiviral and  
antitumor activities.22 As a cream preparation, it is effective 
in the treatment of plantar or external genital warts caused by 
infection with human papillomavirus (HPV). Immune ampli-
fication responses are induced through the stimulation of in-
flammatory cytokines.23,24 Production of IFN-α is stimulated, 
and this suppresses replication of viruses in infected kerati-
nocytes. NK-cell activity is also increased, partly through the 
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• Association with cyclophilin
• Formation of cyclosporine–cyclophilin complex
• Binds calcineurin
• Inactivates calcineurin
• Regulatory proteins unable to translocate into nucleus
• Transcription of proinflammatory genes affected

KEY CONCEPT
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induction of oligoadenylate synthase. The increase of dermal 
IFN-α transcript levels is rapid and dramatic.25 Other cyto-
kines modulated by imiquimod include TNF and IL-12, espe-
cially in peripheral blood monocytes.26,27 The overall effect is 
a shift from a T-helper-2 (Th2)-cytokine–predominant profile 
toward a Th1-cytokine–predominant profile. Other condi-
tions where imiquimod is effective include actinic keratosis, 
lentigo maligna, superficial basal cell carcinoma, and mollus-
cum contagiosum.

Adverse Effects
Inflammation at the site of application represents the most com-
mon adverse reaction. However, nondermatological side effects, 
such as fever, fatigue, myalgia, and headache, have also been de-
scribed usually when applied over large surface areas.

5-FLUOROURACIL
5-Fluorouracil is a uracil analogue that has two modes of ac-
tion. First, it inhibits cell proliferation via direct incorporation 
into RNA causing abnormal base pairing. Second, it binds thy-
midylate synthetase, blocking the conversion of deoxyuridine 
monophosphate to deoxythymidine monophosphate, which 
is essential to DNA synthesis. It may also increase the expres-
sion of p53, a frequently mutated gene in nonmelanoma skin 
cancers.28 It can be administered topically, intramuscularly, or 
intravenously. In topical form, its main uses are to treat actinic 
keratosis, superficial basal cell carcinoma, Bowen disease, kera-
toacanthoma, porokeratosis, and verruca vulgaris. However, 
intravenous treatment of recalcitrant psoriasis, mycosis fungoi-
des, and scleroderma has also been reported.

Adverse Effects
Topical application is associated with an irritant dermatitis, but 
this is also seen as a marker of clinical efficacy. Parenteral admin-
istration for inflammatory conditions is not widespread; adverse 
effects from parenteral administration are more severe and in-
clude clinically significant bone marrow suppression, GI toxicity, 
and cutaneous reactions.

GLATIRAMER
Glatiramer acetate is a random polymer of glutamic acid, lysine, 
tyrosine, and alanine; the four amino acids found in myelin ba-
sic protein (MBP). The mechanism of action for glatiramer is 
unknown, but its similarity in structure to MBP may allow it 
to act as a decoy for immune targeting of myelin. It may also 
induce the expression of glatiramer acetate-specific suppressor 
T cells, and these are present in animal models. In contrast to 
imiquimod, glatiramer shifts the population of T cells from pro-
inflammatory Th1 cells to regulatory Th2 cells that suppress the 
inflammatory response. It is FDA approved for the treatment 
of adults with relapsing-remitting multiple sclerosis (MS), even 
after only one event.

Adverse Effects
Absolute contraindications include allergy to glatiramer or 
mannitol. It is pregnancy Category B, but it is unknown if the 
drug is secreted in breast milk. The drug is given via subcu-
taneous injection, and the most common adverse effects are 
injection site reaction, flushing, rash, dyspnea, and transient 
chest pain.

FINGOLIMOD (FTY720)
Fingolimod is a relatively new immunomodulator for treat-
ing MS. It is a structural analogue of sphingosine and is phos-
phorylated intracellularly by sphingosine kinases.29 Signaling 
via one of the sphingosine 1 phosphate receptors, S1PR1, it is 
believed to prevent migration of lymphocytes by halting their 
ability to leave lymph nodes. However, fingolimod has also been 
reported to act as a cPLA2 inhibitor,30 a cannabinoid receptor 
antagonist,31 and a ceramide synthase inhibitor.32 So far, the 
FDA has only approved it for use in MS. However, it has also 
shown promise in murine models of SLE and RA, with reduced 
mortality from lupus nephritis33 and improvement in arthritis, 
respectively.34 It also has a potential role in the treatment of cu-
taneous inflammatory conditions, such as psoriasis and atopic 
dermatitis.35

Adverse Effects
The most common side effects are minor and include headache 
and fatigue. However, fingolimod has also been associated with 
serious infections, an increased rate of skin cancers, bradycar-
dia, and one case of focal hemorrhagic encephalitis.

CONCLUSIONS
The field of small molecule immunomodulators contains both 
traditional and new molecules. The traditional molecules come 
with a long history of efficacy and side-effect data, and this al-
lows us to safely and accurately utilize these therapies. Despite the 
introduction of biologics, traditional small-molecule agents, such 
as methotrexate and cyclosporine, are both clinically efficacious 
and cost-effective and thus remain the workhorses of our modern 
pharmaceutical armamentarium. However, as our understanding 
of the pathways involved in inflammation evolve, our therapeu-
tics are also refined, allowing the production now, for example, 
of topically effective calcineurin inhibitors, such as tacrolimus 
and pimecrolimus, which avoid the adverse effects of systemic 
cyclosporine or topical steroids, and sirolimus, which reduces 
toxicity profiles of systemic FKBP2 signaling. In addition, newer 
agents, such as glatiramer and fingolimod, allow treatment of MS, 
a disease recalcitrant to more traditional therapies, and, although 
not currently being used in other inflammatory disorders, have 
shown promise in animal models. The field of small-molecule 
immunomodulators, therefore, remains one of both current clini-
cal relevance and continuing, exciting new developments.

The challenge in the next 5 to 10 years is to continue this refine-
ment in the targeting of small molecules. Many of the agents we 
currently use target early parts of pathways or indiscriminately 

• Refinement of our understanding of the pathways and actions of re-
ceptors targeted by our current medications is key to producing more 
elegant therapies or advancing our understanding of which therapeu-
tics are most effective to combine.

• Separating therapeutic effects from the pathways leading to side ef-
fects would enable much safer and more tolerable small-molecule
medications.

• Better understanding of the dysregulation that occurs in inflammatory 
conditions, and the activation of the immune system, will be essential 
to ensuring the efficacy of such new modalities.

ON THE HORIZON
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trigger multiple receptors. This leads to a greater range of side 
effects and thus limits our ability to reach adequate dosing lev-
els. A prime example of this is methotrexate, which leads to 
increased adenosine levels and thus triggers all four adenosine 
receptors. By developing more selective molecules targeting, 
for instance, just the adenosine A2A receptor, not only would 
we avoid the side effects attributable to other adenosine recep-
tors, but we might also avoid the effects of methotrexate on bone 
marrow and mucous membranes via inhibition of dihydrofolate 
reductase. In other medications, more specific targeting of path-
ways may similarly reduce side effects and make for more effec-
tive therapeutics. This will require a better understanding of the 
immune system and its dysregulation in disease, as well as the 
development and application of these medications to clinically 
relevant models.

REFERENCES
1. Pincus T, Furer V, Sokka T. Underestimation of the efficacy, effec-

tiveness, tolerability, and safety of weekly low-dose methotrexate in 
information presented to physicians and patients. Clin Exp Rheumatol. 
2010;28:S68–S79.

2. Chan ES, Cronstein BN. Molecular action of methotrexate in inflamma-
tory diseases. Arthritis. Res. 2002;4:266–273.

3. Cronstein BN, Naime D, Ostad E. The anti-inflammatory mechanism of 
methotrexate. Increased adenosine release at inflamed sites diminishes 
leukocyte accumulation in an in vivo model of inflammation. J Clin Invest. 
1993;92:2675–2682.

4. Baggott JE, Morgan SL, Sams WM, et al. Urinary adenosine and amino-
imidazole carboxamide excretion in methotrexate-treated patients with 
psoriasis. Arch Dermatol. 1999;135:813–817.

5. Chan ES, Montesinos MC, Fernandez P, et al. Adenosine A(2A) recep-
tors play a role in the pathogenesis of hepatic cirrhosis. Br J Pharmacol. 
2006;148:1144–1155.

6. Amos RS, Pullar T, Bax DE, et al. Sulphasalazine for rheumatoid arthritis: 
toxicity in 774 patients monitored for one to 11 years Br Med J (Clin Res 
Ed). 2931986420–423.

7. Lind MJ, Ardiet C. Pharmacokinetics of alkylating agents. Cancer Surv. 
1993;17:157–188.

8. Wolverton SE, Remlinger K. Suggested guidelines for patient monitoring: 
hepatic and hematologic toxicity attributable to systemic dermatologic 
drugs. Dermatol Clin. 2007;25:195–205. vi–ii.

9. Kremer JM, Genovese MC, Cannon GW, et al. Concomitant leflunomide 
therapy in patients with active rheumatoid arthritis despite stable doses of 
methotrexate. A randomized, double-blind, placebo-controlled trial. Ann 
Intern Med. 2002;137:726–733.

 10. Weinblatt ME, Kremer JM, Coblyn JS, et al. Pharmacokinetics, safety, 
and efficacy of combination treatment with methotrexate and leflu-
nomide in patients with active rheumatoid arthritis. Arthritis Rheum. 
1999;42:1322–1328.

 11. Nagy SE, Andersson JP, Andersson UG. Effect of mycophenolate mofetil 
(RS-61443) on cytokine production: inhibition of superantigen-induced 
cytokines. Immunopharmacology. 1993;26:11–20.

 12. Menter A, Korman NJ, Elmets CA, et al. Guidelines of care for the man-
agement of psoriasis and psoriatic arthritis: section 4. Guidelines of care 
for the management and treatment of psoriasis with traditional systemic 
agents. J Am Acad Dermatol. 2009;61:451–485.

 13. Liu J, Farmer Jr JD, Lane WS, et al. Calcineurin is a common target of cy-
clophilin-cyclosporin A and FKBP-FK506 complexes. Cell. 1991;66:807–815.

 14. Baughman G, Wiederrecht GJ, Campbell NF, et al. FKBP51, a novel 
T-cell-specific immunophilin capable of calcineurin inhibition. Mol Cell 
Biol. 1995;15:4395–4402.

 15. Wilkinson A, Ross EA, Hawkins R, et al. Measurement of true glomerular 
filtration rate in renal transplant patients receiving cyclosporine. Trans-
plant Proc. 1987;19:1739–1741.

 16. Mihatsch MJ, Antonovych T, Bohman SO, et al. Cyclosporin A nephropa-
thy: standardization of the evaluation of kidney biopsies. Clin Nephrol. 
1994;41:23–32.

 17. Gaston RS. Chronic calcineurin inhibitor nephrotoxicity: reflections on an 
evolving paradigm. Clin J Am Soc Nephrol. 2009;4:2029–2034.

 18. Kessel A, Toubi E. Cyclosporine-A in severe chronic urticaria: the option 
for long-term therapy. Allergy. 2010;65:1478–1482.

 19. Perl A. Emerging new pathways of pathogenesis and targets for treat-
ment in systemic lupus erythematosus and Sjogren’s syndrome. Curr Opin
Rheumatol. 2009;21:443–447.

 20. Laragione T, Gulko PS. mTOR regulates the invasive properties of syno-
vial fibroblasts in rheumatoid arthritis. Mol Med. 2010;16:352–358.

 21. Paghdal KV, Schwartz RA. Sirolimus (rapamycin): from the soil of Easter 
Island to a bright future. J Am Acad Dermatol. 2007;57:1046–1050.

 22. Hemmi H, Kaisho T, Takeuchi O, et al. Small anti-viral compounds acti-
vate immune cells via the TLR7 MyD88-dependent signaling pathway. Nat 
Immunol. 2002;3:196–200.

 23. Dahl MV. Imiquimod: an immune response modifier. J Am Acad Derma-
tol. 2000;43:S1–S5.

 24. Skinner Jr RB. Imiquimod. Dermatol Clin. 2003;21:291–300.
 25. Imbertson LM, Beaurline JM, Couture AM, et al. Cytokine induction in 

hairless mouse and rat skin after topical application of the immune response
modifiers imiquimod and S-28463. J Invest Dermatol. 1998;110:734–739.

 26. Gibson SJ, Imbertson LM, Wagner TL, et al. Cellular requirements for 
cytokine production in response to the immunomodulators imiquimod 
and S-27609. J Interferon Cytokine Res. 1995;15:537–545.

 27. Tyring S. Imiquimod applied topically: a novel immune response modi-
fier. Skin Therapy Lett. 2001;6(6):1–4.

 28. Ceilley RI. Mechanisms of action of topical 5-fluorouracil: review and 
implications for the treatment of dermatological disorders. J Dermatolog 
Treat. 2012;23:83–89.

 29. Billich A, Bornancin F, Devay P, et al. Phosphorylation of the im-
munomodulatory drug FTY720 by sphingosine kinases. J Biol Chem. 
2003;278:47408–47415.

 30. Payne SG, Oskeritzian CA, Griffiths R, et al. The immunosuppressant 
drug FTY720 inhibits cytosolic phospholipase A2 independently of 
sphingosine-1-phosphate receptors. Blood. 2007;109:1077–1085.

 31. Paugh SW, Cassidy MP, He H, et al. Sphingosine and its analog, the immu-
nosuppressant 2-amino-2-(2-[4-octylphenyl]ethyl)-1,3-propanediol, in-
teract with the CB1 cannabinoid receptor. Mol Pharmacol. 2006;70:41–50.

 32. Berdyshev EV, Gorshkova I, Skobeleva A, et al. FTY720 inhibits ceramide 
synthases and up-regulates dihydrosphingosine 1-phosphate formation in 
human lung endothelial cells. J Biol Chem. 2009;284:5467–5477.

 33. Ando S, Amano H, Amano E, et al. FTY720 exerts a survival advantage 
through the prevention of end-stage glomerular inflammation in lupus-
prone BXSB mice. Biochem Biophys Res Commun. 2010;394:804–810.

 34. Tsunemi S, Iwasaki T, Kitano S, et al. Effects of the novel immunosup-
pressant FTY720 in a murine rheumatoid arthritis model. Clin Immunol. 
2010;136:197–204.

 35. Herzinger T, Kleuser B, Schafer-Korting M, et al. Sphingosine-1-phos-
phate signaling and the skin. Am J Clin Dermatol. 2007;8:329–336.



1080

Protein Kinase Antagonists
Arian Laurence, Massimo Gadina,  
Pamela L. Schwartzberg, and John J. O’Shea

85

518 kinases in the genome
90 protein tyrosine kinases (e.g., JAKs)
400 protein serine/threonine kinases:

• AGC kinase family (e.g., protein kinase B/AKT)
• CAMK kinase family (e.g., Calmodulin-dependent kinase)
• CMGC kinase family (e.g., MAP kinases: ERK, JNK, p38)
• STE kinase family (e.g., MAPK kinases, MAPKK kinases)
• TKL kinase family (e.g., IRAK)
• Others: casein kinase family, GYC kinase family, IKK family

KEY CONCEPTS
Kinase Families

Reversible protein phosphorylation is one of the major mecha-
nisms controlling protein activity in all eukaryotic cells. As such, 
it is involved in all fundamental cellular processes, including cell 
cycle and cell growth, cell shape and movement, metabolism, 
differentiation and apoptosis. This covalent modification is an 
important means for transmitting information from outside the 
cell and between sub-cellular components within the cell and is 
a major component of signal transduction. Phosphorylation is a 
key mechanism underlying signaling in healthy cells, as exem-
plified by insulin and other growth factors, but in addition, the 
importance of protein phosphorylation is supported by evi-
dence that mutations and dysregulation of protein kinases play 
causal roles in human disease. This is especially true in cancer, 
in which mutant protein kinases or their upstream activators 
function as oncogenes.

From the point of view of an immunologist, protein phos-
phorylation is a major mechanism by which immune recep-
tors exert their effect. A critical first step in signaling by many 
cytokine receptors is the activation of phosphorylation. The re-
ceptors for classical growth factor cytokines, including stem cell 
factor and platelet-derived growth factor (PDGF) are receptor 
tyrosine kinases (RTKs), whereas the receptors for transforming 
growth factor family cytokines are receptor serine-threonine ki-
nases. Type I and II cytokine receptors signal via the activation of 
receptor-associated Janus kinases. Other cytokines such as inter-
leukin (IL)-1 and tumor necrosis factor (TNF) initiate proximal 
signaling in a kinase-independent manner, but nonetheless sig-
nal through kinase cascades to exert their effects (Chapter 14).

Other key immune receptors, including the T-cell recep-
tor (TCR), B-cell receptor (BCR), and Fc receptors, also trigger 
signaling via kinases. As discussed in Chapter 4, the first step 
in signaling by these multi-chain immune recognition recep-
tors (MIRRs) is tyrosine phosphorylation of the receptor itself 
and adapter molecules mediated by the Src family protein ty-
rosine kinase (PTK) (Fig. 85.1). This leads to the recruitment 
of the PTK members Syk (spleen tyrosine kinase) and Zap70 
(zeta chain associated protein kinase 70) to invariant chains of 
MIRRs, followed by phosphorylation of adapters like SLP-76 and 
the activation of Tec (tyrosine kinase expressed in hepatocellular 
carcinoma) family PTKs. These initial steps lead to activation of 
serine-threonine kinases, including the protein kinase C (PKC) 
family and mitogen-activated protein kinases (MAPKs); many of 
these downstream effectors are used by both MIRRs and cytokine 
receptors. We now know a great deal of how the cascade of protein 
phosphorylation links events at the plasma membrane to calcium 
modulation, cytoskeletal rearrangement, gene transcription, and 
other canonical features of lymphocyte activation (Chapter 10).

The non-redundant functions of various kinases in different 
types of immune cells are best illustrated through studies of 
both gene-targeted knockout mice and humans with genetic 
diseases, making clear that protein phosphorylation is of major 
importance in immune and inflammatory mechanisms. Based 
on these genetic findings, targeting protein kinases was pro-
posed to be a useful strategy in the development of novel im-
munosuppressant drugs and is one of the most active areas of 
pharmaceutical drug development. The field is now so vast that 
it is impractical to comprehensively review all this information 
in one chapter; therefore, we will focus on important historical 
precedents and then discuss drugs and targets most relevant for 
immune-mediated disease (Table 85.1). We will start by briefly 
reviewing some of the basics of kinase biochemistry.

STRUCTURE AND FUNCTION OF PROTEIN KINASES
Protein kinases, or phosphotransferases, catalyze the trans-
fer of the γ-phosphate from a purine nucleotide triphosphate 
(i.e., ATP and GTP) to the hydroxyl groups of their protein 
substrates. They generate phosphate monoesters using protein 
alcohol groups (on serine and threonine residues) and/or pro-
tein phenolic groups (on tyrosine residues) as phosphate accep-
tors. Thus, protein kinases can be classified by the amino acid 
substrate preference: serine/threonine kinases, tyrosine kinases, 
and dual kinases (meaning that both serine/threonine and tyro-
sine residues can be phosphorylated). Almost all protein kinases 
have catalytic domains that belong to a single eukaryotic protein 
kinase (ePK) superfamily. The common evolutionary ancestry 
of the kinase domain (also known as the catalytic domain), 
which consists of 250 to 300 amino acid residues, gives rise to a 
highly conserved three-dimensional structure.

There are 518 kinases in the human genome divided into 
eight major groups, which in totality represent 1.7% of the 
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human genome. The protein tyrosine kinase (PTK) family has 
90 members, one-third of which are receptor tyrosine kinases 
(RTK), and the remainder are cytoplasmic proteins that typi-
cally function in close proximity to, and downstream of, recep-
tor/ligand complexes.

In terms of its catalytic role, the kinase domain has three 
functions: (1) the binding of the ATP (or GTP) phosphate do-
nor as a complex with a divalent cation (usually Mg2+ or Mn2+), 
(2) the binding of the protein substrate, and (3) the transfer of 
the γ-phosphate from ATP or GTP to the protein substrate. De-
spite the huge number of serine/threonine and tyrosine kinases 

FIG. 85.1 Proximal Signaling Events in Response to B-Cell Receptor (BCR) Activation.  Engagement of the BCR and related mul-
tichain immune recognition receptors (MIRRs) induces tyrosine phosphorylation of the receptor mediated by Src family kinases, such 
as Lyn. This allows recruitment of Spleen tyrosine kinase (Syk, or Zap-70 Zeta chain associated protein kinase-70) in T cells), which 
leads to activation of downstream serine kinases including Raf and other mitogen actived protein kinase (MAPK) family members. 
Signaling by MIRRs also activates the lipid kinase phosphatidylinositol 3’ kinase (PI3′K), which generates phosphatidylinositol 3,4,5, 
trisphosphate (PIP3) and activates Bruton’s tyrosine kinase and Akt.

Table 85.1 Kinase Inhibitors Approved for Immune-Mediated Disease

Kinase Class Drug Target Indication

Abl Imatinib Abl Hypereosinophilic syndrome, graft versus host disease
Janus kinase Tofacitinib JAK1, JAK2, JAK3 Rheumatoid Arthritis, Psoriatic Arthritis, Juvenile arthritis, Ankylosing 

spondyloarthritis, Ulcerative Colitis
Ruxolitinib JAK1, JAK2 Polycythemia vera and other

Myeloproliferative neoplasms
Graft versus host disease
Atopic dermatitis (topical)

Baricitinib JAK1, JAK2 Rheumatoid Arthritis, Covid19
Peficitinib Pan JAK Rheumatoid Arthritis (Japan, South Korea, Taiwan)
Upadacitinib JAK1 > JAK2 Rheumatoid Arthritis, Ankylosing spondyloarthritis
Filgotinib JAK1 Rheumatoid Arthritis (Europe, Japan)
Abrocitinib JAK1 Atopic Dermatitis
Fedratinib JAK2/FLT3 Myleloproliferative neoplasms
Oclacitinib Multiple JAKs Atopic dermatitis (dogs)
Delgocitinib pan-JAK Atopic dermatis - topical

Receptor Tyrosine kinase Nintedanib VEGFR, FGFR, PDGFR Idiopathic pulmonary fibrosis, systemic sclerosis associated interstitial lung disease
Syk family Fostamatinib Syk Idiopathic thrombocytopenic purpura
Tec family Ibrutinib Btk Lymphoma

Acalabrutinib Btk Lymphoma, Leukemia
Zanubrutinib Btk Lymphoma, Leukemia
Tirabrutinib Btk Lymphoma (Japan)
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there is evidence of a common ancestor and this is reflected in 
structural similarities particularly in the active (ATP bound) 
confirmation. The major kinase domains of all typical protein 
kinases consist of two lobes (N-lobe and C-lobe) that surround 
the nucleotide binding site (Fig. 85.2).1 The smaller N-lobe con-
sists of a cluster of β-pleated sheets with a single α-helix. The 
larger C-lobe is made up of α-helices. Within the C-lobe lies the 
substrate-binding site, typically a groove on the surface. A hinge 
region connects the two lobes. The hinge, together with two 
loops emerging from each lobe, form the ATP binding pocket 
and provide the primary target for most kinase inhibitors. In 
many protein kinases a loop emerging from the C-lobe, termed 
the activation loop, must be phosphorylated in order for the ki-
nase to be fully active. Substrates of protein tyrosine kinases of-
ten include the activation loop of downstream kinases, creating 
signaling cascades of proteins that in turn phosphorylate each 
other; examples include the MAPKs (Fig. 85.3).

A SHORT HISTORY OF THE GENERATION OF 
KINASE INHIBITORS
Given that protein kinases bind ATP and that many inhibitors 
are competitive ATP antagonists, the notion that therapeutically 
useful kinase inhibitors could be generated was initially met 
with some skepticism. Given the hundreds of human kinases, 
many of which serve critical cellular functions, it was not clear 
a priori that it would be possible to attain the necessary specific-
ity. Moreover, protein kinases are not the only kinases—there  
are lipid kinases and nucleotide kinases, and many other ATP-
binding proteins that may share structural similarities with 
PTKs. For these reasons, designing a selective small mole-
cule kinase inhibitor that sits in the ATP-binding pocket and 

does not target some other essential ATP-dependent process 
seemed daunting.2 Fortunately, this dismal view does not 
reflect reality.

The first FDA-approved protein kinase inhibitor is imatinib. 
The mutated form of the Abelson leukemia (Abl) tyrosine ki-
nase, BCR (breakpoint cluster region)-Abl, represents a fusion 
protein that is the result of a chromosomal translocation (Phila-
delphia chromosome) encountered in patients suffering from 
chronic myeloid leukemia (CML). The essential requirement 
for BCR-Abl kinase activity in CML made it an ideal target de-
spite the aforementioned caveats with targeting protein kinases; 
in fact, imatinib has revolutionized the treatment of CML, ar-
resting the progression of disease with minimal side effects in 
contrast with conventional cytotoxic chemotherapies.3

In addition to activity against Abl kinase, imatinib has ac-
tivity against several other PTKs3 and is effective in gastro-
intestinal stromal tumors and hypereosinophilic syndrome 
through effects on Kit and PDGFR platelet derived growth fac-
tor receptor)-FIPIL1 kinases, respectively. When considering 
immune-mediated disease, imatinib is used in the clinic for the 
treatment of fibrotic disease, including skin fibrosis associated 
with chronic graft versus host disease (GvHD) in patients with 
allogeneic bone marrow transplants (Chapter 92).

Receptor tyrosine kinases also emerged as targets in oncology 
and multiple monoclonal antibodies including bevacizumab (vas-
cular endothelial growth factor receptor; VEGFR), ranibizumab 
(VEGFR), cetuximab (epidermal growth factor receptor; EGFR), 
pertuzumab (HER) and trastuzumab (HER2/neu) were gener-
ated, along with small molecule antagonists including erlotinib, 
gefitinib and others. Of note, nintedanib is a VEFGR, PDGFR, 
and FGFR (fibroblast growth factor receptor) signaling inhibitor 
approved for treatment of idiopathic pulmonary fibrosis as well as 
systemic sclerosis-associated interstitial lung disease.

At the time of writing, there are more than 70 FDA-approved 
small molecule kinase inhibitors, the majority of which are ap-
proved for oncologic indications, and more than 100 other inhibi-
tors in clinical trial or development4 (https://www.icoa.fr/pkidb/).

While conservation of the kinase ATP binding pocket has 
theoretically posed a problem for designing kinase inhibitors, 
in practice this has not happened for a number of reasons. 
While kinases may be structurally similar in an active ATP-
bound confirmation, the inactive confirmation is more unique 
and can be used to improve selectivity.5 In addition, the ATP 
binding region is made up of six polar amino acid residues that 
are invariant across whole families of kinases; similarly, there 
are a number of lipophilic residues that are highly conserved. 
This critical region contains an amino acid whose amide car-
bonyl binds to N-6 of adenine in the active confirmation. The 
side chain of this amino acid sticks into the reaction pocket in 
the inactive state and for this reason is referred to as “the gate-
keeper residue.” As the side chain is not involved in direct ATP 
binding, it varies across kinases, and variation of this gatekeep-
er residue is exploited by a number of inhibitors that are able to 
bind the inactive confirmation of specific kinases. In the case 
of Abl kinase, the gatekeeper residue is threonine, which binds 
directly to a methyl group of the phenyl ring of the Abl kinase 
inhibitor imatinib. Across the collective kinase superfamily, al-
most any amino acid can appear as the gatekeeper, although in 
practice it is typically a bulky nonpolar residue (methionine, 
tyrosine, phenylalanine, lysine). Cyclin dependent kinase 2 
(CDK2) contains an additional pocket on its C-lobe next to 
the ATP binding pocket that can be exploited in the design of 
inhibitors.

Hinge region

Inhibitor

N-lobe

Phosphorylated active 
loop tyrosines

C-lobe

‘Gatekeeper’
active site residue

FIG. 85.2 Crystal Structure of the JAK3 Kinase Domain. This 
structure captures the active conformation of Janus kinase 3 
(JAK3) with both active loop tyrosine residues phosphorylated 
(green). The molecule can be described in two halves, with the N 
terminal lobe presented in blue and the C terminal domain in red. 
These are linked by a hinge region that forms part of the active 
site. Highlighted in magenta within the active site is the gate-
keeper residue. Bound within this site is an analogue of the inhibi-
tor staurosporine (yellow), and its proximity to the “gate keeper” 
residue highlights why this residue and this region are critical for 
the specificity of inhibitors for individual protein kinases.

https://www.icoa.fr/pkidb/
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and rely on recruiting intermediary Janus kinases for cell sig-
naling (see Fig. 85.3). The essential in vivo function of JAKs 
was first established by mutations encountered in patients and 
shortly thereafter confirmed by knockout mice. Loss of JAK3 
results in a severe combined immunodeficiency, characterized 
by absence of T cells and natural killer cells and defective B 
cells. This phenocopies deficiency of the cognate receptor that 
associates with JAK3, the IL-2 receptor common γ chain, cγc 
(encoded by IL2RG), mutation. This mutation leads to X-linked 
severe combined immunodeficiency (X-SCID). Loss-of-func-
tion (LOF) mutations of TYK2 (tyrosine kinase 2) are also asso-
ciated with primary immunodeficiency characterized by bacte-
rial, viral, and fungal infections.6 JAK1 LOF mutations cause 
primary immunodeficiency associated with atypical mycobac-
terial infection, whereas JAK1 gain-of-function (GOF) muta-
tions are associated with systemic immune dysregulation and 
hypereosinophilic syndrome. Somatic JAK2 GOF mutations 
are associated with myeloproliferative neoplasms (e.g., poly-
cythemia vera). Mice lacking Jak3 or Tyk2 have severe but 
restricted immune phenotypes, whereas deficiency of Jak2 or 
Jak1 in mice is lethal, consistent with the broad range of critical 
cytokines that employ these respective kinases for signaling. 
These genetic phenotypes strongly supported the strategy for 
the development of a new class of immunomodulatory drugs. 
There are now multiple JAK inhibitors (jakinibs) approved for 
the treatment of immune and neoplastic disease and more in 
clinical trials (Tables 85.1 and 85.2).

Of further structural significance is the emergence of tumor 
drug resistance in response to the continued use of protein kinase 
inhibitors. Mutant forms of BCR-Abl, Kit and EGFR are associ-
ated with loss of drug activity and disease relapse, with a common 
site of mutation being the gatekeeper residue. This has led to a 
generation of “multikinase” inhibitors, including dasatinib and 
sunitinib, with partial inhibition of multiple kinases being less 
toxic than originally feared, and the lack of specificity potentially 
contributing to improved response rates in the treatment of CML.

TARGETING CYTOKINE SIGNALING
Cytokines regulate growth, survival, development, differentia-
tion and activation of immune cells.

Their importance in driving inflammatory and immunologi-
cal responses and their utility as targets for immune-mediated 
disease is clearly illustrated by the success of anti-cytokine 
monoclonal antibodies or “biologics.” Cytokines can be divided 
into six large families on the basis of their receptors. We shall 
explore three of these families in greater detail.

JAKINIBS AND THE TYPE I/II CYTOKINE 
RECEPTOR FAMILY
Fifty-seven cytokines bind to receptors of the type I/II cytokine 
receptor family, receptors that lack intrinsic enzymatic activity 

FIG. 85.3 Usage of Janus Kinases (JAKs) by Different Cytokine Receptors. The intracellular domains of Type I and Type II cytokine 
receptors are bound by JAKs, which mediate signal transduction. There are 4 JAKs that selectively bind to different receptor subunits. 
Some JAKs, like JAK1 and JAK2, bind to multiple classes of receptors. By contrast, JAK3 only binds to the common gamma chain. 
First-generation JAK inhibitors inhibit multiple JAKs, whereas newer inhibitors have greater selectivity and, therefore, inhibit a nar-
rower range of cytokines.
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Tofacitinib was the first jakinib to be used in vivo in mouse 
models of allogeneic organ transplantation and other models 
of immune-mediated disease.7 It principally inhibits JAK1 and 
JAK3; to a lesser extent it inhibits JAK2 but has little effect on 
TYK2. Consequently, tofacitinib potently inhibits a broad range 
of cytokines, including those that contribute to the pathogenesis 
of autoimmune disorders, such as IL-6, cγc cytokines, interfer-
ons, IL-12, IL-23, and others. Functionally, tofacitinib inhibits 
the differentiation of T cells into cytokine-producing effector 
subsets but also blocks innate immune responses.8

Baricitinib is a JAK1/JAK2 inhibitor approved for the treat-
ment of RA and has been successful in Phase 2 testing in system-
ic lupus erythematosus.9 Of note, baricitinib also inhibits adapt-
er associated kinase 1 (AAK1) and cyclin G-associated kinase 
(GAK), kinases involved in endocytosis that can impede viral 
entry. For this reason, baricitinib has received emergency use 
authorization for treatment of COVID-19 caused by the SARS-
CoV2 virus, serving to inhibit both viral replication as well as 
the attendant cytokine storm.10 Upadacitinib is a newer jakinib 
approved for treatment of rheumatoid arthritis (RA), which has 
a high degree of selectivity for JAK1 over JAK2. Abrocitinib has 
been approved for the treatment of atopic dermatitis and other 
jakinibs have been approved for this indication in Europe and 
the UK. Oclacitinib is a pan-JAK inhibitor approved for dogs 
with allergic dermatitis. Delgocitinib is a topically applied pan-
JAK inhibitor approved in Japan for atopic dermatitis.11,12

The discovery that GOF mutations of JAK2 underlie primary 
polycythemia and myelofibrosis provide a strong rationale for 

pharmacologically targeting JAK2. In fact, the JAK1/JAK2 in-
hibitor, ruxolitinib was the first FDA-approved JAK inhibitor 
for the treatment of myelofibrosis in 2011 and was subsequently 
approved for the treatment of primary polycythaemia in 2014. 
Ruxolitinib has also been approved for the treatment of acute 
graft-versus-host disease (GVHD)13 and has completed Phase III 
trials in the treatment of chronic GVHD. Momelotinib is another 
JAK1/JAK2 inhibitor being evaluated for myeloproliferative neo-
plasms, and gandotinib is being studied for patients who have 
failed ruxolitinib. Fedratinib is a JAK/Flt3 (FMS-like tyrosine 
kinase 3) inhibitor approved for myeloproliferative neoplasms al-
though this is principally due to its ability to inhibit the latter re-
ceptor tyrosine kinase. Jakinibs are also being tested in a variety of 
oncologic indications beyond myelofibrosis and related diseases.

Among the side effects of first generation JAK inhibitors are 
infections, including both serious and opportunistic infection. 
The incidence of infection is similar to other drugs, including 
biologics, used to treat various autoimmune disorders, except 
for the increased cases of herpes zoster seen with jakinibs.14,15 
This increased risk for viral infection is likely related to the in-
hibition of JAK1-dependent interferon signaling. It may then 
come as a surprise that a number of JAK inhibitors have been 
used as therapies for COVID-19. A minority of patients in-
fected with SARS-CoV2 develop an acute respiratory distress 
syndrome associated with the elevation of inflammatory cyto-
kines, consistent with a virally induced macrophage activation 
syndrome. The IL-6 blocker tocilizumab was not effective for 
preventing intubation or death in patients with Covid-19.16.

The combined use of jakinibs with other immunosuppressive 
drugs increases the incidence of infection. Anemia, thrombocy-
topenia, and leukopenia are all common complications, likely 
related to the fact that first generation jakinibs block JAK2 and 
interfere with cytokines, including erythropoietin, thrombopoi-
etin, IL-11, oncostatin M, and colony-stimulating factors that 
drive bone marrow cell production. The use of tofacitinib and 
baricitinib in RA patients has been associated with an increased 
incidence of venous thromboembolism (VTE). The mechanism 
remains unclear as ruxoltinib is associated with a reduced rate 
of VTE when used in patients with primary polycythemia and 
myelofibrosis, diseases that are associated with an increased risk 
of VTE. Little reduction in CD4+ T cells has been seen, but sig-
nificant reductions in NK cells and CD8+ T cells can occur. De-
spite this, patients have tolerated continued JAK inhibition for 
nearly a decade. Jakinibs are associated with increases in cho-
lesterol, and compared to a tumor necrosis factor inhibitor are 
associated with increased cardiovascular events.18

TABLE 85.2 Selected Kinase Inhibitors in 
Clinical Trials

Drug Target Diseases

Itacitinib JAK1 Chronic GVHD
Beprocitinib Tyk2/JAK1 Atopic dermatitis, SLE
PF-06826647 Tyk2 Psoriasis, ulcerative colitis
Deucravacitinib TYK2 Psoriasis, SLE
Momolotenib JAK2 Myeloproliferative neoplasms
Gandotinib JAK2 MPN, GvHD
Gusacitinib JAK/Syk Atopic dermatitis
Cerdulatinib JAK/Syk Vitiligo (topical)
Ritlecitinib JAK3/Tec Rheumatoid arthritis, alopecia areata, 

Crohn disease
PF-06650833 Irak4 RA, hidradenitis suppurative
GSK2982772 RIP1K RA, Psoriasis, UC
Evobrutinib Btk Multiple sclerosis, rheumatoid arthritis
Branebrutinib Btk SLE, Rheumatoid arthritis, primary 

Sjogren syndrome
Fenebrutinib Btk Rheumatoid arthritis, urticarial
DNL747 RIPK1 Alzheimer disease, amyotrophic 

lateral sclerosis
Lanraplenib Syk SLE, lupus membranous nephropathy, 

Sjogren syndrome
Leniolisib PI3K Activated PI3Kδ syndrome
ATI-450 MK2 RA

THERAPEUTIC PRINCIPLES
• Drugs can inhibit protein kinases with a high degree of specificity
• Kinase inhibitors are useful in a wide range of immune-mediated dis-

eases
• Multi-kinase inhibitors can be well tolerated and may be more effica-

cious than single kinase inhibitors (e.g., second generation Abl kinase 
inhibitors), but high doses can be associated with more side effects.

CLINICAL PEARLS
Genetic mutations reveal key functions of kinases in patients with pri-
mary immunodeficiencies and provide clues to the impact of targeting 
signaling pathways
• Common-γ-chain deficiency, JAK3 deficiency: severe combined im-

munodeficiency
• ZAP70 deficiency: severe combined immunodeficiency
• TYK2 deficiency: rare cause of hyper IgE syndrome
• IRAK4 Autosomal recessive immunodeficiency with severe bacterial

infections
• PI3KD (PIK3CD): autosomal dominated combined immunodeficiency

with autoimmunity
• BTK: X-linked agammaglobulinemia
• ITK: autosomal recessive T cell immunodeficiency with EBV-associated 

lymphoproliferative disease
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In an effort to reduce some of the side effects, especially 
those related to JAK2 inhibition, a number of second generation 
jakinibs has been generated. Selective JAK1 inhibitors include 
filgotinib, abrocitinib and itacinib. Filgotinib has undergone 
multiple phase 2 and 3 studies in RA, ankylosing spondyloar-
thritis and ulcerative colitis and is approved in Europe. Abroci-
tinib has shown efficacy in clinical studies in psoriasis and is 
approved for atopic dermatitis.19,20 Itacitinib failed a phase III 
trial when added to corticosteroid in the treatment of acute 
GVHD (GRAVITAS-301), although it is still being investigated 
in the treatment of chronic GVHD. It is possible that the ability 
to block JAK2 may offer some added benefit as GM-CSF, which 
signals through JAK2, may contribute to GVHD severity.21,22

Beprocitinib is a Tyk2/JAK1 inhibitor (PF-06700841) being 
studied in atopic dermatitis, and SLE (PF-06826647) is a TYK2 
inhibitor being studied presently in Phase 2 in psoriasis and ul-
cerative colitis. Deucravacitinib is also a TYK2 inhibitor; however, 
it differs from other jakinibs in that it targets the JAK kinase-like 
domain rather than the ATP binding site in the catalytic domain. 
It has shown efficacy in psoriasis23,24 and is being studied in SLE.

Ritlecitinib (PF-06651600) is a JAK3 inhibitor that also in-
hibits Tec family kinases (see below). Ritlecitinib has shown ef-
ficacy in Phase 2 trials in RA25,26 and is also being studied in 
alopecia areata and Crohn disease.

IL-1 Family Receptors and Toll-Like Receptors
IL-1 is the prototypical member of an 11-member family of 
cytokines. The rest of the family has been renamed several 
times over the years and currently consists of IL-18, IL-33, four 
IL-36 members, IL-37, IL-38, and the IL-1 receptor antagonist 
(IL-1RA). The bulk of the cytokines in this family are associ-
ated with inflammation with the exception of IL-1RA, IL-36RA, 
and IL-37, the first two of which are natural inhibitors of IL-1 
and IL-36, respectively. Deficiency of IL-1RA or IL-36RA cause 
the auto-inflammatory diseases DIRA and DITRA, respectively. 
IL-1RA is available as the biologic pharmaceutical, anakinra. 
It has modest benefit in RA, but has potent activity in juvenile 
idiopathic arthritis, Bechet disease, crystal arthopathies includ-
ing gout, auto-inflammatory syndromes and, more recently, in 
macrophage activation syndrome.

Receptors of the IL-1 family and Toll-like family of pattern 
recognition receptors are found on macrophages and associate 
with the adapter molecule, myeloid differentiation primary re-
sponse 88 (MyD88), which drives signaling that culminates in 
the activation of the signalosome (Fig. 85.4) A key link is the fam-
ily of interleukin-1 receptor activated kinases (IRAKs), of which 
IRAK-1 and IRAK-4 play key roles that lead to cytokine release 
in activated macrophages together with the closely related TGFβ 
activated kinase (TAK1 a.k.a. MAP3K7). Deficiency of IRAK4 in 
humans is associated with susceptibility to pyogenic infections. 
Selective IRAK4 inhibitors have been generated and are currently 
in clinical trials. A phase 2 trial using PF-06650833 in RA has 
shown efficacy, with infections being a common side effect (Phase 
2 RA).26 It is also being studied in hidradenitis suprativa.

TARGETING KINASES INVOLVED IN TNFR 
SIGNALING
TNF is an inflammatory hormone ubiquitously expressed 
in both lymphoid and myeloid cells. Its central role in dis-
ease pathophysiology was identified with the success of TNF 

antibodies in the treatment of RA and inflammatory bowel 
disease.27,28 TAK1 lies downstream of both the IL-1 and 
TNF receptor families and thus contributes to inflammatory 
responses (see Fig. 85.4). A selective TAK1 inhibitor (takinib) 
has been generated and is efficacious in preclinical arthritis 
models.29,30

Receptor-interacting protein kinase 1 (RIPK1), a target 
of TAK1, is another regulator of proinflammatory cytokine 
production, apoptosis and necroptosis in response to TNF 
receptor engagement. GSK2982772 is a RIPK1 inhibitor 
studied in psoriasis. Subjects showed improvement with 
no severe drug-related AEs reported. The drug is also be-
ing studied in ulcerative colitis, which often responds to 
TNFα blockade. DNL747 is another RIPK1 inhibitor and 
is being studied in Alzheimer disease and amyotrophic lat-
eral sclerosis. Downstream of TAK1 and RIPK1 lies the p38 
MAPK signaling pathway that will be discussed later in this 
chapter.
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FIG. 85.4 Interleukin (IL)-1 and Tumor Necrosis Factor 
(TNF) Signaling. IL-1 family cytokines associate with the 
adapter molecule, myeloid differentiation primary response 
88 (MyD88) that couples the receptor to activation of interleu-
kin-1 receptor activated kinases (IRAKs), IRAK-1 and IRAK-4. 
TGFβ _activated kinase (TAK1 a.k.a. MAP3K7). Receptor-inter-
acting protein kinase 1 (RIPK1), a target of TAK1, that pro-
motes proinflammatory cytokine production, apoptosis and 
necroptosis in response to TNF receptor engagement via the 
formation of a multi protein complex containing: TANK binding 
kinase 1 (TBK1), Tumor necrosis factor receptor type 1-asso-
ciated DEATH domain protein (TRADD), cellular inhibitor of 
apoptosis proteins 1 and 2 (cIAP1/2), NF-kB activating kinase 
associated protein 1 (NAP1), TRAF family member-associated 
NFKB activator (TANK), linear ubiquitin chain assembly com-
plex (LUBAC), and I kappaB kinase (IKK). Downstream of 
TAK1, which is also associated to TAK1)-binding protein 2/3 
(TAB2/3  and RIPK1 lies the p38 mitogen activated protein 
kinase (MAPK) signaling pathway which leads to translocation 
of activator protein-1 (AP-1) in the nucleus.
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TARGETING ANTIGEN- AND RELATED RECEPTOR 
SIGNALING
Antigen receptors play a key role in the initial activation of cells 
of the adaptive immune system; these include the T-cell receptor 
(TCR) and B-cell receptor (BCR) in lymphocytes, and the recep-
tors for the Fc portion of immunoglobulin molecules (FcR) in 
macrophages and other cells. In all these cases the receptor com-
plex lacks intrinsic receptor kinase activity and relies instead on 
the recruitment of members of the Src family of tyrosine kinases. 
The importance of Src family kinases in antigen receptor signal-
ing (see Fig. 85.1) made members of this family attractive thera-
peutic candidates. Deficiency of Lck in mice leads to a progressive 
lymphopenia, and several Lck inhibitors have been developed; 
however, suitable agents for use as an immunosuppressive agents, 
remain elusive. For multichain immune recognition receptors, 
activation of Src kinases leads to the recruitment of a second 
set of tyrosine kinases that associate with receptor complexes, 
namely Zap70 or spleen tyrosine kinase (Syk). Deficiency of 
Zap70 causes severe combined immunodeficiency and preferen-
tial loss of CD8+ T cells, but a successful Zap70 inhibitor has yet 
to be obtained. In contrast, Syk inhibitors have been generated; 
fostamatinib is approved for the treatment of immune thrombo-
cytopenia purpura (ITP). Lanraspenib is in clinical trials for mul-
tiple indications including SLE, lupus membranous nephropathy, 
and Sjogren syndrome. As indicated above, combined JAK/Syk 
inhibitors have been generated, and one agent, cerdulatinib, is 
being tested in lymphoid malignancies. A topical formulation of 
cerdulatinib is being tested in vitiligo. Gusacitinib is a Syk/JAK 
inhibitor being studied in psoriasis and atopic dermatitis.

Downstream kinase activation of  (phospholipase C) γ1 
leads to production of intracellular calcium, which in turn ac-
tivates the phosphatase calcineurin. Calcineurin dephosphory-
lates and activates nuclear factor of activated T cells (NFAT), 
which translocate to the nucleus, and, in cooperation with AP-1 
transcription factors, activates expression of IL-2 and other key 
lymphocyte genes. Drugs that inhibit calcineurin, including 
cyclosporine and tacrolimus, have revolutionized organ trans-
plantation, but despite their success, these drugs are associated 
with renal toxicity that can limit their long-term use. Voclospo-
rin is a calcineurin inhibitor approved for lupus nephritis. In 
addition to the release of intracellular calcium, PLCγ1 activity 
leads to the generation of free diacylglycerol (DAG), which is 
critical for activation of members of the protein kinase C (PKC) 
family that in turn activate the transcription factor complex NF-
κB. DAG also leads to activation of the Ras guanine nucleotide 
exchange factor (RasGEF). PKCs play important roles in oncol-
ogy, but despite many attempts at generating useful inhibitors, 
no candidates have emerged to be useful agents for the treat-
ment of immune-mediated disorders.

Lipid Kinases and Downstream Signaling
Kinases can phosphorylate lipids in addition to proteins, and 
these modifications are relevant in signal transduction mediated 
by both antigen and cytokine receptors. In addition to the pro-
duction of inositol triphosphate and DAG by the action of PLCγ1, 
there is a second pathway of inositol lipid metabolism regulated by 
diverse receptors, including costimulatory molecules (e.g., CD28), 
cytokines, and chemokines. This response is mediated by the Class 
I group of phosphatidylinositol 3 kinases (PI3Ks), which is com-
posed of four isoforms (PI3Kα, β, γ, and δ), which phosphorylate 
the 3′-OH position of the inositol ring of phosphatidylinositol4,5 

bisphosphate (PI(4,5)P2) to produce PI(3,4,5)P3 (see Fig. 85.1). 
This lipid and its metabolite PI(3,4)P2 bind to the pleckstrin 
homology (PH) domains of proteins and either induce local-
ization of the protein to defined areas of the plasma membrane 
where activation can occur or induce conformational changes that 
allow for allosteric modifications of activity. Targets for D3 phos-
phoinositides in T cells include a number of downstream protein 
serine/thronine kinases, the Tec family of tyrosine kinases and the 
Rac-1 and RhoA guanine nucleotide exchange proteins.

The small molecule PI3K inhibitors, Wortmannin and 
LY294002, are both potent inhibitors of lymphocyte activation, 
although toxicity prevents either from being clinically useful. 
In contrast to the more widely expressed PI3Kα and β iso-
forms, PI3Kγ and δ are primarily expressed in hematopoietic 
cells. Deletion of PI3Kγ in mice results in defective migration 
of neutrophils and macrophages to sites of inflammation. The 
limited expression makes PI3Kγ a potentially useful target, 
and selective PI3Kγ inhibitors have shown to be effective in 
mouse models of collagen-induced arthritis. However, the re-
cent description of combined immunodeficiency in patients 
with bi-allelic inactivating mutations affecting PI3Kγ suggests 
that such inhibitors may have more wide-ranging effects.

PI3Ks comprise two subunits: a catalytic subunit (p110α, β, 
γ, and δ) and a regulatory subunit (p85) (see Fig. 85.1). Both 
gain- and loss-of-function mutations affecting PIK3CD (encod-
ing p110δ) and PIK3R1 (encoding p85α) cause a combined im-
munodeficiency syndrome, referred to as activated PI3Kδ syn-
drome (APDS; or p110δ-activating mutation causing senescent 
T cells, lymphadenopathy and immunodeficiency [PASLI]).31 
Idelalisib, duvelisib, and copanlisib are PI3Kδ inhibitors ap-
proved for treatment of lymphomas and chronic lymphocytic 
leukemia. Leniolisib is a PI3Kδ inhibitor that is currently being 
tried for treatment of APDS.32

The Tec family kinases, which include Tec, Bmx bone marrow 
tyrosine kinase on chromosome X), Rlk (resting lymphocyte ki-
nase), Itk (inducible tyrosine kinase) and Btk (Bruton’s tyrosine 
kinase, contain PH domains (with the exception of Rlk) and are 
recruited to the plasma membrane by the presence of PI(3,4,5)
P3, where they are part of antigen receptor signaling complexes 
and are required for full PLCγ activity (see Fig. 85.1).33 However, 
Btk is also involved in other signaling pathways, including those 
downstream from TLRs. The importance of this class of kinases 
is exemplified by the fact that mutations affecting BTK underlie 
Bruton agammaglobulinemia, a condition characterized by the 
absence of all B cells. Ibrutinib was the first FDA approved BTK 
inhibitor approved for the treatment of lymphoma, leukemias, 
and GvHD. Ibrutinib also has activity against the Tec kinase Itk, 
which is expressed in T cells and is important for activation of 
PLCγ1 and T-cell activation. Mutations affecting ITK also lead 
to a primary immunodeficiency. Zanubrutinib, tirabrutinib, and 
acalabrutinib (which is more specific for Btk), have also been 
approved. Fenebrutinib has shown efficacy in RA.33 Other Btk 
inhibitors have been generated, evobrutinib and branebrutinib, 
and being studied for the treatment of malignancies and autoim-
mune diseases. Preliminary studies suggest that Btk inhibitors 
may be useful in the treatment of cytokine storm associated with 
COVID-19 due to their effects on innate cell cytokine produc-
tion, and are being tested for this indication.34

PI(3,4,5)P3-regulated kinases activated both by the TCR and 
IL-2 family cytokines include protein kinase B (PKB/AKT) and 
mechanistic target of rapamycin (mTOR). Both have been seen 
as targets for novel anti-cancer and anti-inflammatory agents 
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with mixed success. PKB regulates the activity of many proteins 
that are critical for cell survival and metabolism including the 
mTOR complex 1 (mTORC1), which regulates protein synthesis 
in response to cellular nutrient and energy availability. Many 
signaling pathways link growth factor receptors with activation 
of mTOR including the AMP dependent kinase (AMPK) and 
PI3K. mTORC1 promotes cell growth by activation of p70 S6K1 
and inactivation of 4E-BP1,35 which are critical for translation 
of new proteins.

As its name suggests, mTOR is inhibited by the macrolide 
rapamycin, now licensed for the treatment of graft rejection as 
the drug sirolimus. Sirolimus does not inhibit mTOR by direct 
binding to the ATP binding pocket but acts indirectly, associ-
ating with FK506 binding protein 12 (FKBP12). This in turn 
inhibits the kinase complex made up of mTOR, mLST8 and 
raptor (mTORC1). Sirolimus has been successfully used as an 
immunosuppressant, typically as part of a combination regimen 
for allograft rejection prophylaxis. Temsirolimus and everoli-
mus are approved for treatment of malignancies, organ rejec-
tion, and tuberous sclerosis complex. In view of the ubiquitous 
expression of mTOR and its role in protein translation, it is not 
surprising that side effects include myelosuppression, hyperlip-
idemia, hypertriglyceridemia, myelosuppression, and delayed 
wound healing. There is some evidence of renal toxicity, but this 
is minor compared to the calcineurin inhibitors cyclosporine A 
and tacrolimus.

MAP Kinase Pathways
Another key set of kinases activated downstream of cytokine, 
antigen, and other adaptive and innate immune receptors is 
the Mitogen Activated Protein Kinase (MAPK) family. These 
kinases constitute a complex phospho-relay system of signal 
transduction, composed of sequentially activated kinases that 
are themselves modulated by phosphorylation. Three main 
MAPK cascades have been identified in mammalian cells—the 
ERK (Extracellular signal Regulated Kinase) cascade, the JNK 
(c-Jun N-terminal Kinase) cascade, and the p38 MAPK cascade. 
All start with a membrane-localized activator followed by three 
MAPKs (MAPKKK, MAPKK, and MAPK) that sequentially 
phosphorylate each other (see Fig. 85.3). Substrates of MAPK 
pathways include transcription factors, phospholipases, cyto-
skeletal proteins, and other protein kinases.

ERK1 and 2 were identified as kinases that were activated in 
response to growth factor stimulation, which are mimicked by 
expression of constitutively active Ras, an upstream activator of 
the ERK pathway that is frequently mutated in cancers. Fast-
track designation was granted for the farnesyl inhibitor, tipi-
farnib, for HRAS-mutant head and neck squamous cell carcino-
mas. Ras is linked to ERKs by MEK1 and RAF1, a MAPK kinase 
(M3K). Sorafenib inhibits numerous kinases, including RAF, as 
well as receptor tyrosine kinases including PDGFR, VEGFR, 
Kit and FLT-3; however, its role as an immunosuppressant has 
yet to be explored. There are three RAF isoforms: A-RAF; B-
RAF and C-RAF. A number of cancers are associated with B-
RAF mutations resulting in a constitutively active kinase; the 
best known of these is the V600E mutant. These observations 
have led to a number of successful FDA-approved inhibitors of 
MAPK pathways. Binimetinib and cobmetinib are MEK1/2 in-
hibitor approved for treatment of melanoma.

Another limb of the MAPK pathways involves the c-Jun N-
terminal kinase (JNK pathway). Many inflammatory agents in-
cluding LPS, TNF and IL-1 are able to activate the JNK pathway. 

Many small molecule inhibitors of Jun kinases have been iden-
tified, but few have advanced to clinical trials, in part due to 
problems with selectivity. Brimapitide is being studied for the 
treatment of inflammatory eye disease and acute hearing loss.

The p38 MAPK cascade was originally identified as part of 
a drug screen looking for inhibitors of TNFα-mediated inflam-
matory responses.36,37 TLR-dependent production of IL-1 and 
TNFα is p38 MAPK-dependent. The success of TNFα blocking 
antibodies in the treatment of RA has led to much interest in 
the development of p38 MAPK inhibitors. However, as with 
JNK, many p38 inhibitors have been generated, but their de-
velopment into therapeutic drugs has been frustrated by either 
unacceptable toxicity or poor efficacy. A topically activating 
inhaled p38 MAPK inhibitor JNJ 49095397 (RV568) has had 
some success in phase II trials of chronic obstructive pulmo-
nary disease. ASK1 (Apoptosis signal-regulating kinase 1) is a 
kinase that lies upstream of both p38 and JNK and has been 
investigated as an alternative target: multiple ASK1 inhibitors 
have been generated.38 Selonsertib was investigated for the 
treatment of liver fibrosis, and while found to inhibit p38 in 
vivo, unfortunately was not efficacious.39 MAPK-activated ki-
nase 2 (MK2) is activated downstream by p38 MAPK. ATI-450 
is a selective inhibitor of MK2 that inhibits proinflammatory 
cytokine production, spares other downstream kinases,40 and is 
being studied in RA.

CONCLUSIONS

The scientific advances in the 1990s led to the elucidation of 
multiple intracellular signaling pathways that link membrane-
bound receptor and cytokine signaling with changes in gene ex-
pression and cellular activation necessary to trigger an immune 
cell response. Many of these pathways are interconnected, lead-
ing to a complex array of networks made up of enzymes, adaptor 
proteins, and transcription factors; many of then became targets 
for drug discovery in the quest for therapies that effectively treat 
allergic and autoimmune diseases with an acceptable degree 
of immunosuppression. The success of the anti-cancer BCR-
ABL inhibitor, imatinib and the immunosuppressive mTOR 
inhibitor, sirolimus placed the protein kinases center stage as 
targets of future drug discovery. More than two decades since 
the identification of many of these new targets, the numerous 
drugs designed to interfere with specific immune cell-signaling 
pathways have now been brought to the clinic. Development 
and testing of many new agents for an array of indications is 
well underway. Precisely how best to use these drugs separately 
and in combination, in different phases of immune pathology, 
and what biomarkers we need to use to optimize effectiveness 
remain important challenges.

• New kinase inhibitors with improved selectivity have been approved
and are in development.

• Topical and inhaled kinase inhibitors will hopefully be efficacious and
safer.

• Further understanding of the pathophysiology of autoimmune disease 
will lead to the increased use and creation of kinase inhibitors.

• Increasing use of targeted therapy—specific kinase inhibitors—may
improve our understanding of the detailed pathophysiology of autoim-
mune disease.

ON THE HORIZON
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In recent decades, the elucidation of specific inflammatory 
mediators as well as lymphocyte lineages that contribute to the 
pathology underlying chronic inflammatory disorders has iden-
tified immunologic targets amenable to modification by use of 
recombinant DNA technologies. The resulting biologic modifi-
ers of inflammatory diseases have revolutionized the treatment 
of inflammatory, autoimmune, and allergic disorders. These tar-
geted therapies, while costly, offer patients affected with these 
disorders options for better disease control with less of the mor-
bidity associated with exposure to broader immune suppression 
and/or corticosteroid use.

IMMUNOMODULATORY CYTOKINES

IL-2 (rIL-2, Aldesleukin)
First identified as a T-cell growth factor, recombinant inter-
leukin-2 (rIL-2) has potent immunomodulatory and antitu-
mor activity, promoting the proliferation, differentiation, and 
recruitment of T and B cells, and natural killer (NK) cells as 
well as proinflammatory T-cell cytokines, such as IL-1, tumor 
necrosis factor-alpha (TNF-α), and interferon-gamma (IFN-γ)  
(Table 86.1). These all likely play a major role in dose-related 
IL-2 toxicity that may include hypotension, cardiac arrhythmias, 
increased capillary permeability with pulmonary edema, fever, 
and rarely death. Therapeutic use of rIL-2 was traditionally in 
patients with advanced melanoma and renal cell carcinoma, but 
the use of aldesleukin in cancer patients has been increasingly 
supplanted by more targeted immune-enhancing “check-point” 
therapies targeting T-cell death receptors (PD-1) and cytotoxic 
T-lymphocyte antigen-4 (CTLA4) that have comparable antitu-
mor effects with much less acute toxicity.

More recently, the administration of low-dose rIL-2 has been 
shown to promote preferential growth and proliferation of reg-
ulatory T cells (Treg) without significantly affecting release of 
inflammatory mediators by CD4+ T cells. Such low-dose regimens 
of rIL-2 have been used with success in suppressing manifesta-
tions of graft-versus-host disease (GvHD) and may also favor-
ably impact the course of type 1 diabetes. The use of rIL-2 and/
or other cytokine therapies promoting enhanced Treg differentia-
tion and proliferation may, therefore, provide novel interventions 
for managing a variety of inflammatory disorders associated with 
autoimmunity, including systemic lupus erythematosus (SLE).1

Interferons
Interferons (IFNs), released primarily by T lymphocytes as 
well as dendritic cells in the context of stimulation of Toll-like  

receptors (TLRs), have a wide array of immunomodulatory 
effects that include upregulation of genes governing angiogene-
sis, cell differentiation, expression of human leukocyte antigens 
(HLAs), and production of inflammatory cytokines. IFN-α and 
IFN-β bind to the same cell surface receptor (IFN-1R) and are 
designated type 1 IFNs, while IFN-γ binds to a different recep-
tor (IFN-2R) and is designated as a type 2 IFN. Recombinant 
preparations of all three interferons have been used for manage-
ment of inflammatory disorders associated with chronic viral 
infection, primary immunodeficiency, or select autoimmune 
disorders (most notably multiple sclerosis [MS]). While there 
are immunomodulatory attributes that render interferons useful 
in certain circumstances, constitutional symptoms and upregu-
lation of a wide variety of genes that promote inflammation fre-
quently limit the use of both type 1 and type 2  interferons.

Interferon-α
Recombinant IFN-α2b (rIFN-α2b) has most commonly been 
used in combination with ribavirin for treatment of hepatitis C, 
including hepatitis C virus (HCV)-associated cryoglobulin syn-
dromes. Other disorders linked to viral infections, including lym-
phomatoid granulomatosis caused by Epstein-Barr virus (EBV), 
and polyarteritis nodosa caused by hepatitis B virus (HBV), have 
been successfully treated with regimens incorporating IFN-α2b 
as part of the treatment regimen.2 Refractory retinal vasculitis in 
the context of Behçet disease, severe flares of familial Mediter-
ranean fever not responding to treatment with colchicine, and 
eosinophilic granulomatosis with polyangiitis (EGPA) have also 
been reported to respond favorably to treatment with rIFN-α2b.2 
Common side effects of rIFN-α2b include flu-like syndrome, 
fatigue, anorexia and nausea, weight loss, hair loss, emotional 
lability and depression, cytopenias, and induction of autoanti-
bodies with enhancement of autoimmune disease.

Interferon-β
Recombinant interferon-β1a (rIFN-β1a) or rIFN-β1b has been 
shown to decrease relapse rates, disease severity, and central 
nervous system magnetic resonance imaging (MRI) lesions in 
patients with relapsing multiple sclerosis (MS). However, there 
are conflicting data with regard to the efficacy of IFN-β1a or 
IFN-β1b preparations for patients with secondary progres-
sive variants of MS.3 Immunomodulatory effects attributed 
to the beneficial impact of IFN-β1b on MS include enhance-
ment of suppressor T-cell activity, reduction of proinflamma-
tory cytokines, downregulation of antigen presentation, and 
reduced trafficking of lymphocytes into the central nervous sys-
tem.3 Side effects observed during treatment with both rIFN-β 
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colony-stimulating factor [GM-CSF]), chemokines (IL-8), and 
inflammatory eicosanoids (prostaglandin E1 [PGE1], leukot-
riene B4 [LTB4]). In RA, TNF-α stimulates macrophages and 
monocyte-derived osteoclasts to release mediators destructive 
to bone and cartilage, including matrix metalloproteinases such 
as collagenase and stromelysin.6 These noted effects of TNF-α 
have, therefore, prompted the development of both soluble 
receptor and monoclonal reagent strategies to inhibit effects of 
TNF-α in disorders in which it appears to have a significant role 
in promoting inflammation and tissue injury (Table 86.2).

Etanercept is a recombinant soluble p75 TNF receptor 
(TNFR–CD120b)-IgG Fc fusion protein that binds soluble 
TNF-α as well as lymphotoxin-β. The avidity of the p75 TNFR 
for soluble TNF-α is comparable to that of the p55 TNFR and 
therefore effectively decreases net TNF signaling through either 
of these receptors. The clinical impact of binding lymphotoxin-β 
is not entirely known. Recent work highlighting the role of 
lymphotoxin-β in maintaining the physiologic regulatory func-
tion of macrophages around lymphoid germinal centers sug-
gests that inhibition of this cytokine may enhance the delivery 
of apoptotic body-derived self-antigens to germinal centers—a 
consideration of potential clinical relevance in patients at risk 
for SLE or related autoimmune syndromes (see below).

Infliximab, adalimumab, and golimumab are monoclonal anti-
body reagents with comparable avidity for both soluble as well as 
cell-bound TNF-α, but differ with regard to the derivation of the 
antigen-binding sequence and half-life. Certolizumab pegol is a 
construct consisting of recombinant human sequence-derived 
F(ab)’ anti-TNF-α covalently linked to 40 kDa polyethylene gly-
col. The pegolated construct enhances the half-life of the reagent, 
and the absence of Fc and complement-binding domains renders 
certolizumab less likely to engender local injection site reactions 
and also precludes placental crossing of certolizumab into the 
fetal circulation when administered to pregnant women.

In cytokine profile studies of joint tissues and synovial fluids 
derived from patients with RA, TNF-α is consistently among 
the highest expressed inflammatory cytokines.6 All five TNF-α 
inhibitors have been shown to decrease the signs and symptoms 
of disease activity as well as inhibit the progression of structural 
damage in rheumatoid arthritis, with greatest benefits and prob-
ability of disease remission seen among patients with early RA.7

TNF-α levels are also notably increased in biopsy samples 
of skin and synovial tissues from patients with psoriasis and 
psoriatic arthritis, and all of the TNF-α inhibitors have been 
shown to be highly effective in suppressing manifestations of 
plaque psoriasis as well as articular disease in psoriatic arthri-
tis.8 Improvements in joint symptoms (axial and peripheral) 
and uveitis manifestations are observed in patients with other 
spondyloarthropathies, including ankylosing spondylitis dur-
ing treatment with TNF-α inhibitors. However, use of these 
agents has not been shown to delay fusion of axial joints in 
patients with spondylitis. The known inhibitory effect of TNF-α 
on Smad pathway-mediated bone formation by osteoblasts sug-
gest that TNF inhibition may potentially promote ossification at 
sights of inflammation and increased bone turnover.

Monoclonal antibody inhibitors of TNF-α as well as certoli-
zumab (but not etanercept) have been shown to be beneficial 
in the management of intestinal inflammation in patients with 
Crohn disease or UC and are approved for treatment of these 
disorders.9

Although very well tolerated as a class, TNF-α inhibitors may 
impair innate host defenses, resulting in delay of resolution of 

 preparations include injection-site reactions as well as most of 
the effects observed during treatment with rIFN-α2b. Reported 
autoimmune complications include features often associated 
with lupus, such as immune complex glomerulonephritis, cuta-
neous vasculitis, and panniculitis.4

Interferon-γ
Recombinant interferon-γ (rIFN-γ) is effective in decreasing 
the frequency and severity of infections in patients with chronic 
granulomatous disease (CGD), an inherited disorder associ-
ated with any number of genetic defects that impair assembly 
of the nicotinamide adenine dinucleotide phosphate (NADPH) 
oxidase and production of superoxide anion metabolites in 
neutrophils.5 Fever, myalgias, skin rash, fatigue, and diarrhea 
are the most common adverse events associated with IFN-γ 
treatment. During intercurrent infections, treatment with 
rIFN-γ often enhances infection-related constitutional symp-
toms, potentially obscuring responses to antimicrobial therapy. 
With greater adherence to antimicrobial prophylactic regimens 
incorporating combination therapy with itraconazole and trim-
ethoprim-sulfa, the added benefit of treatment with rIFN-γ in 
CGD patients may be marginal.

TABLE 86.1 Recombinant  
Immunomodulatory Cytokines

Molecule Construct Half-Life Dosing

Aldesleukin rIL-2 1.5 h 0.3–3×106 IU/m2 sc qd
IFN-α2b rIFN-α2b 1.7 h 3–10×106 IU 3×/wk
IFN-α2b 

pegylate
rIFN-α2b 

pegylate
17 h 50–150 mcg/wk

IFN-β1a rIFN-β1a 69 h 8.8–44 mcg sc 3×/wk
IFN-β1b rIFN-β1b 0.2–4.3 h 2–8×106 IU q.o.d.
IFN-γ rIFN-γ 6 h 50 mcg (1×106 IU)/m2 sc 

3×/wk

• Interferon-alpha (IFN-α) has been used with success to enhance reso-
lution of chronic viruses, notably hepatitis C virus (HCV); newer antivi-
rals are supplanting the need for IFN therapy in HCV.

• IFN-β has immunomodulatory effects that are of benefit in the treat-
ment of certain subsets of patients with multiple sclerosis.

• Type-1 IFNs (including IFN-α and IFN-β) may unmask or trigger flares
of autoimmune disease, most notably systemic lupus erythematosus 
(SLE).

• Interferon-gamma may be of some benefit in the management of
patients with chronic granulomatous disease (CGD) not responding to 
anti-fungal and and-bacterial prophylactic regimens.

KEY CONCEPTS

INHIBITORS OF INFLAMMATORY CYTOKINES

Tumor Necrosis Factor-α Inhibitors
TNF-α is a significant mediator of inflammation associated with 
psoriasis, rheumatoid arthritis (RA), spondyloarthopathies, and 
chronic inflammatory bowel diseases (IBDs: Crohn disease and 
ulcerative colitis [UC]). TNF-α promotes the ingress of immu-
nocompetent cells at sites of inflammation through activation 
of the vascular endothelium and upregulation of adhesion 
molecules. TNF-α also stimulates synthesis of other proin-
flammatory cytokines (IL-1β, IL-6, granulocyte–macrophage 
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intercurrent infections. TNF-α inhibitors are associated with 
reactivation of tuberculosis and fungal infections, including  
histoplasmosis, coccidioidomycosis, and viral infections, such 
as hepatitis B. In all circumstances of intercurrent infection, the 
standard recommendation is for treatment with TNF-α inhibitors 
to be withheld until the infection has resolved. No complications 
have been reported regarding their use in patients with inter- 
current hepatitis C infection or in patients with HIV infection 
that is well controlled with highly active antiretroviral therapy.

In the context of its role in promoting cell apoptosis, TNF-α 
constitutes a component of the host defense against tumor cell 
survival and growth. As such, the incidence and prevalence of 
cancer in populations treated with TNF-α inhibitors have been 
emphasized in pharmacovigilance programs. Lymphoma has 
been reported in patients taking TNF-α inhibitors, with most 
reported cases occurring in the context of treatment for RA. 
However, the relative risk for lymphoma in patients with RA 
in the pre-biologic era approximates 3.0 and the prevalence of 
lymphoma in RA patients exposed to TNF-α inhibitors has not 
been shown to exceed the expected prevalence among patients 
with RA. Among patients with RA, spondyloarthropathies—or 
psoriasis—the risk of cancer has not been shown to be increased 
in the context of treatment with TNF-α inhibitors.10 While it 
is often recommended that TNF-α inhibitor therapy be discon-
tinued in the setting of a newly diagnosed cancer—and that 
initiation of such therapy be avoided in patients with known 
malignancy—there are no clinical data to confirm contin-
ued treatment with TNF-α inhibitors impairs the therapeutic 
response to cancer therapies.

The role of TNF-α inhibition in facilitating apoptosis is also of 
relevance with regard to the development or potentiation of auto-
immunity. Although rare, the development of psoriaform skin 
eruptions, demyelinating syndromes, and drug-induced lupus 
erythematosus are well documented occurrences in patients 
treated with TNF-α inhibitors.11 Infliximab, adalimumab, and 
golimumab may induce release of apoptotic products in the 
context of antibody-dependent cellular cytotoxicity (ADCC) 
of cells bearing surface TNF-α, potentially driving production 
of antibodies to nucleoproteins.12 Binding of lymphotoxin-β by  
etanercept may alter the clearance of apoptotic products by germi-

nal center adjacent follicular dendritic cells and macrophages.13  
Given these collective considerations, it is generally recom-
mended that TNF-α inhibitors be discontinued in patients who 
develop autoimmune complications during treatment with this 
class of biologic therapy. Moreover, anti-TNF-α therapy is not 
recommended for patients with established SLE or related over-
lap syndromes associated with autoantibody production.

TABLE 86.2 Recombinant Inhibitors of Proinflammatory Cytokines

Molecule Construct Half-Life Dosing (maintenance)

Etanercept sTNFR:Fc 3–4 days 50 mg sc q wk or 25 mg sc 2×/wk
Infliximab aTNFα (chimeric IgG1κ) 7–12 days 3–10 mg/kg iv q4–8 wk
Adalimumab aTNFα (human IgG1κ) 10–20 days 10–40 mg sc q1–2 wk
Certolizumab aTNFα (humanized Fab’)-PEG 14 days 200–400 mg sc q2–4 wks
Golimumab aTNFα (human IgG1κ) 14 days 50–100 mg sc q4 wk 2 mg/kg iv q8 wk
Anakinra sIL-1ra 4–6 h 1–8 mg/kg sc daily (max 200 mg/d)
Rilonacept IL-1R1:Fc(IgG1):IL-1RAcP 8–9 days 2.2 mg/kg (max 160 mg) sc q wk
Canakinumab aIL-1β (human IgG1κ) 26 days 2–8 mg/kg sc (max 600 mg) sc q8 wk
Tocilizumab aIL-6R (humanized IgG1κ) 13 days 4–12 mg/kg (max 800 mg) iv q2–4 wk 160 mg sc q1–2 wk
Satralizumab aIL-6R (humanized IgG2) 22–37 days 120 mg sc every 4 weeks
Sarilumab aIL-6R (human IgG1) 8–10 days 150–200 mg sc every 2 weeks
Siltuximab aIL-6 (chimeric IgG1k) 14–30 days 11 mg/kg iv every 3 weeks
Ustekinumab aIL-12/23 p40 (human IgG1κ) 15–32 days 0.75 mg/kg (ped) or 45–90 mg sc q12 wk
Gesulkumab aIL-23 p19 (humanized IgG1κ) 15–18 days 100 mg sc every 8 weeks
Tildrakizumab aIL-23 p19 (humanized IgG1κ) 20–28 days 100 mg sc every 12 weeks
Risankizumab aIL-23 p40 (humanized IgG1κ) 28–29 days 150 mg sc every 12 weeks
Secukinumab aIL-17A (human IgG1κ) 22–31 days 150–300 mg sc q4 wk
Ixekizumab aIL-17A (humanized IgG4κ) 13 days 80 mg sc q2–4 wk
Brodalumab aIL-17A (human IgG2) 11 days 210 mg sc every 2 weeks

KEY CONCEPTS
• TNF-α inhibitor treatment significantly improves patient symptoms

and function and inhibits structural damage in patients with RA.
• TNF-α inhibitors are very effective in suppressing skin lesions due to

psoriasis as well as enthesal inflammation in patients with seronega-
tive spondyloarthopathies; they do not appear to have any inhibitory
effects on the development of bony ankyloses.

• Vigilance for underlying fungal disease or mycobacterial disease is
prudent prior to commencing with and during treatment courses with 
TNF-α inhibitors.

• TNF-α inhibitors may exacerbate certain autoimmune syndromes and
should be used with caution or avoided in patients with autoantibody-
associated immune disorders such as systemic lupus erythematosus
(SLE). 

IL-1β Inhibitors
IL-1β is synthesized as an inactive precursor, with activation of 
IL-1β occurring following engagement of nucleotide-binding 
oligomerization domain (NOD)-like receptors by a variety of 
exogenous or endogenous danger signals, which then trigger 
formation of molecular platforms (NALP-inflammasomes) that 
facilitate cleavage of the IL-1β precursor by IL-1 converting 
enzyme (ICE). IL-1β stimulates proliferation of lymphocytes, 
upregulates the expression of adhesion molecules, and triggers 
the release of a variety of inflammatory mediators from leu-
kocytes, including chemotactic factors, prostaglandins, prote-
ases, and procoagulants. In patients with rheumatoid arthritis, 
IL-1β triggers the release of proteases from phagocytic cells and 
macrophages that are destructive to bone and cartilage. Inflam-
masone activation has also been shown to mediate acute flares 
of arthritis in patients with gout or calcium pyrophosphate 
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half-life of the currently approved therapies that target IL-1. In 
a randomized clinical trial comparing the use of canakinumab 
to parenteral triamcinolone administration for acute gout flares, 
canakinumab was shown to have greater reductions in joint pain/
swelling, decreased needs for rescue medications, and a greater 
time to subsequent flare.14 However, given observed rates of 
serious infections were twice as high in the canakinumab arm, 
a half-life that well exceeds the duration of typical flares, and a 
cost that greatly exceeds the cost of current therapies effective 
for managing acute gout, the use of canakinumab has not found 
favor in treatment paradigms for managing gout.

IL-6 Inhibitors
IL-6 mediates activation of macrophages and osteoclasts, termi-
nal proliferation and differentiation of B cells, differentiation of 
Th17 cells, and production of liver acute phase proteins.19 How-
ever, IL-6 also governs homeostatic processes, including granu-
lopoiesis, enteric epithelial proliferation, and antiinflammatory 
responses involved in resolution of inflammation, such as pro-
duction of the soluble TNF receptor p55 and the IL-1 receptor 
antagonist (IL-1ra).19

The biology of IL-6 signaling is complex in that signaling may 
occur directly through the cell membrane–bound IL-6 receptor 
(IL-6R)/gp130 protein complex (classic signaling) or through 
binding of IL-6 to soluble IL-6R (sIL-6R) with the resulting 
heterodimer then ligating a variety of other gp130-containing 
membrane receptors (trans-signaling) that mediate signaling 
from cytokines other than IL-6. Whereas IL-6R is expressed 
primarily on leukocytes, hepatocytes, and megakaryocytes, 
gp130-containing receptor complexes are expressed in almost all 
organs, including heart, kidney, spleen, liver, lung, placenta, and 
brain. In murine models of inflammation employing sgp130:Fc 
constructs that selectively bind and neutralize IL-6/sIL-6R,  
trans-signaling appears to mediate many of the observed inflam-
matory consequences of the upregulation of IL-6, whereas classic 
signaling through membrane IL-6R primarily mediates homeo-
static processes such as granulopoiesis, thrombopoiesis, and 
epithelial cell proliferation.19 As greater understanding of the  
different IL-6 signaling pathways in humans evolves, imple-
mentation of therapeutic strategies targeting IL-6 will require  
consideration of the impact of blocking classic membrane-
bound IL-6R signaling and IL-6/sIL-6R trans-signaling.

Tocilizumab is a humanized mAb with specificity for the 
human IL-6 receptor that blocks the binding of IL-6 to IL-6R, 
inhibiting both classic signaling by IL-6 through membrane IL-6R 
and formation of IL-6/sIL-6R heterodimer ligands that engender 
trans-signaling. Treatment with tocilizumab improves tender and 
swollen joint counts and slows the development of joint erosions 
in patients with RA. It is also effective as a steroid-sparing therapy 
in patients with giant cell arteritis.20 Treatment with tocilizumab 
is also reported to be of benefit in patients with soJIA, AoSD,  
multicentric Castleman disease, and cytokine release syndrome 
in treated cancer patients.20,21

Satralizumab is a humanized monoclonal antibody targeting 
the IL-6 receptor that has been studied primarily in patients with 
neuromyelitis optica spectrum disorder. When added to stan-
dard immunosuppressive regimens, satralizumab was shown to 
decrease occurrence of relapse compared to the immunosup-
pressive regimen alone.22

Sarilumab is a monoclonal antibody also with specificity for 
IL6R, binding both membrane-bound IL6R and soluble IL6/
sIL6R heterodimers. Safety and efficacy comparable to that of 

deposition. Dysregulation of NLRP3 due to gain-of-function 
mutations in inflammasome-related genes has been implicated 
in the pathogenesis of familial cryopyrin-associated periodic 
syndromes (CAPS; cryopyrinopathies), familial Mediterranean 
fever (FMF), and the pyogenic arthritis, pyoderma gangreno-
sum, and acne syndrome (PAPA). Increased expression and 
levels of IL-1β are also noted during flares of inflammation in 
patients with adult-onset Still disease (AoSD), systemic-onset 
juvenile idiopathic arthritis (soJIA), and macrophage activation 
syndromes (MAS) associated with these and other autoimmune 
or infectious disorders. The naturally occurring IL-1 receptor 
antagonist (IL-1ra) prevents the binding of IL-1β and IL-1α to 
the IL-1 receptor (IL-1R), but tissue levels of IL-1ra in the above 
disorders may be insufficient to counteract the effects of IL-1β.

Anakinra is a recombinant non-glycosylated IL-1 receptor 
antagonist (rIL-1ra) that differs from the endogenous IL-1Ra by 
a single amino acid addition at the amino terminus. Adminis-
tered subcutaneously at daily (or for some indications more fre-
quent) intervals due to its very short serum half-life, anakinra 
functions as a competitive inhibitor of IL-1α and IL-1β binding 
to IL-1 receptors.

Anakinra is presently approved for the treatment of rheuma-
toid arthritis and inhibits joint erosions. However, compared to 
the clinical responses observed with use of TNF inhibitors and 
IL-6 inhibitors with regard to tender and swollen joints, such 
responses with anakinra are much more modest. Given these 
observations with biologics that require much less frequent dos-
ing, anakinra is used infrequently in the treatment of RA. With 
the increased understanding of the role of IL-1 inflammasome 
activation in crystal-induced arthropathies—such as gout and 
systemic inflammatory disorders such as soJIA and AoSD—
there has been increased interest in anakinra and other IL-1 
inhibitors as therapeutic options in these disorders. Case reports 
reinforce the use of anakinra in managing acute flares of gout or 
flares of calcium pyrophosphate associated pseudogout when the 
use of corticosteroids or nonsteroidal antiinflammatory drugs 
(NSAIDs) is not favored due to comorbid conditions, such as 
uncompensated heart failure or diabetes with significant renal 
impairment.14

Prompt resolution of inflammatory markers and clinical 
manifestations have been reported in patients with severe flares 
of AoSD and soJIA treated with anakinra, including those asso-
ciated with MAS.15,16 In a study re-examining outcomes from 
a previous sepsis trial, survival was improved in patients with 
clinical features of MAS who were randomized to anakinra 
treatment.17 The relatively short half-life of anakinra may ren-
der its use feasible when short-term blockade of IL-1 may be of 
benefit in managing severe flares of IL-1–driven inflammation 
when there is a concern for emerging intercurrent infection.

Rilonacept (also referred to as IL-1-Trap) is a recombinant 
fusion protein composed of the extracellular domain of the 
IL-1 accessory protein and IL-1 receptor type 1 attached to the 
Fc portion of IgG1. Rilonacept binds to IL-1a and IL-1b with 
high affinity and is approved for the treatment of cryopyrin-
associated periodic syndromes (CAPS). Recent studies have 
confirmed efficacy of rilanacept in the management of recurrent 
idiopathic pericarditis.18 Similar to anakinra, rilonacept is gen-
erally well tolerated with injection-site reactions being the most 
common adverse events.

Canakinumab is a human genome sequence-derived mono-
clonal antibody with specificity for IL-1β. Approved for the 
treatment of CAPS as well as soJIA, canakinumab has the longest 
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tocilizumab and superior to the anti-TNF inhibitor adalimumab 
has been shown in studies using sarilumab for treatment of RA.23

Siltuximab is a monoclonal antibody with specificity for sol-
uble IL-6 that has demonstrated efficacy and has been approved 
for use in the treatment of idiopathic (non-HIV [human immu-
nodeficiency virus] and non-HHV8 [human herpesvirus 8]- 
associated) multicentric Castleman disease.24

Presumably related to the role of IL-6 in promoting gran-
ulopoiesis, neutropenia has been observed in some patients 
following treatment with antibodies targeting IL-6R, but this 
is uncommon. Thrombocytopenia and elevated serum ami-
notransferase levels have also been uncommonly observed. A 
predictable mild increase in serum lipid levels is observed fol-
lowing the initiation of treatment with anti-IL-6R therapies; the 
clinical significance of this remains indeterminate but monitor-
ing of lipid levels is recommended. Reactivation of tuberculo-
sis and invasive fungal infections can occur, and rare instances 
of gastric and intestinal rupture have been reported in patients 
treated with tocilizumab.

dendritic cells, monocytes, macrophages, and innate lymphoid 
cells. A key function of IL-23 is to promote the survival and 
expansion of Th17-lineage T cells, primarily by stabilizing 
RORγt transcription factor.26 Although sharing a common sub-
unit, IL-12 and IL-23 have different immunologic effects on 
T-cell-lineage development, with IL-12 primarily promoting 
development and maturation of Th1 T cells. Strategies target-
ing the shared p40 subunit of IL-12/IL-23 in murine models of 
autoimmune inflammation yielded promising results and led to 
the development and approval of a biologic reagent targeting 
p40 for treatment of psoriasis, psoriatic arthritis, and inflam-
matory bowel disease. However, comparative IL12/23p40, 
IL-12p35, and IL-23p19 knock-out studies in murine models 
of inflammation suggested the observed ameliorative effects 
of anti-p40 on inflammation are likely primarily due to IL-23 
inhibition, and selectively targeting IL-23 as well as IL-17 (the 
primary effector cytokine of Th17 cells) evolved as strategies to 
target autoimmune inflammation.26

Ustekinumab is a monoclonal antibody with specificity for 
the common p40 subunit of IL-12 and IL-23 and is approved 
for the treatment of psoriasis, psoriatic arthritis, Crohn dis-
ease and ulcerative colitis. Ustekinumab significantly improves 
psoriatic skin lesions and decreases both peripheral and axial 
joint/enthesis manifestations in psoriatic arthritis.27 Significant 
improvements in Crohn disease were observed among patients 
who failed to respond adequately to anti-TNF-α therapies.28 
Higher than expected rates of infection or malignancy have not 
been observed in controlled studies of ustekinumab in psoriatic 
disease, spondylitis, or inflammatory bowel disease. Nonethe-
less, vigilance for mycobacterial, fungal, and Salmonella infec-
tions is recommended given the role of IL-12 and IL-23 in host 
defense against these pathogens.

Guselkumab is a monoclonal antibody that selectively binds 
the p19 subunit component of IL-23, blocking its interaction 
with the IL-23 receptor and thereby limiting the release of IL-23 
triggered proinflammatory cytokines. It is approved for the 
treatment of moderate to severe plaque psoriasis and was shown 
to be more effective at reducing skin involvement as measured 
by Psoriasis Area and Severity Index (PASI) than adalimumab or 
secukinumab.29 In reported clinical trials, treatment with gesul-
kumab was not associated with a significant increase in rates of 
infection or other serious adverse events compared to placebo. 
Several phase III trials for the use of guselkumab in psoriatic 
arthritis (NCT03158285, NCT03162796) and in lupus nephritis 
(NTC04376827) are ongoing.

Tildrakizumab is a humanized monoclonal antibody that 
targets the p19 component of IL-23 approved for the treatment 
of moderate-to-severe plaque psoriasis in adults. In two phase 
III clinical trials, tildrakizumab had no significant increased risk 
of infections or serious adverse events compared to placebo, 
although diarrhea was more likely in those treated with tildraki-
zumab compared to those treated with placebo.29 Tildrakizumab 
is currently in phase II studies for psoriatic arthritis, ankylos-
ing spondylitis, and non-radiographic axial spondyloarthritis 
(NCT04314544, NCT03552276).

Risankinzumab is a humanized monoclonal antibody tar-
geting the p19 component of IL-23 approved for the treatment 
of moderate-to-severe plaque psoriasis in adults. Compared to 
placebo, risankizumab increased the risk of infection (mostly 
upper respiratory infections and tinea infections), though there 
was no appreciable difference in rates of serious infections. In 
comparison to adalimumab, risankizumab showed significantly 

KEY CONCEPTS
• IL-β inhibitors are very effective in the treatment of disorders associ-

ated with constitutional or secondary activation of the IL-1 inflamma-
some, including cryopyrin syndromes, familial Mediterranean fever
flares, recurrent pericarditis, and flares of crystal-induced arthropathy
(gout and CPPD/pseudogout).

• Use of IL-1β inhibitors may be of benefit in managing severe flares of
inflammation associated with macrophage activation, such as soJIA,
AoSD, and severe sepsis syndromes.

• IL-6 signaling is complex in the context of homeostatic signaling
through the IL-6R and proinflammatory trans-signaling through many
other receptors engendered by IL-6/sIL-6R complexes.

• Monoclonal antibody or soluble receptor constructs that inhibit IL-6
binding to IL-6R or IL-6/sIL-6R complexes to membrane-bound gp130
are very effective in suppressing clinical manifestations of rheumatoid 
arthritis.

IL-23 and IL-17 Inhibitors
IL-23 is a heterodimeric molecule composed of a p19 subunit 
and a common p40 subunit shared with IL-12. IL-23 is secreted 
by B cells as well as innate immune cells including activated 

Sirukumab is a humanized anti-IL-6 monoclonal construct that has also 
been shown in phase II trials to have efficacy in RA. Clazakizumab (hu-
manized anti-IL6) has shown promising results for the treatment of RA 
as well as psoriatic arthritis; by virtue of engineered aglycosylation, claza-
kizumab has a longer half-life than other monoclonal reagents targeting 
IL-6 or IL-6R, thereby requiring less frequent dosing.

Of potentially greater interest have been studies with the development 
of olokizumab—a humanized monoclonal reagent that targets the gp130-
binding domain of IL-6—and soluble gp130 covalently linked to immu-
noglobulin Fc (sgp130:Fc), both of which primarily block the interaction 
of the IL-6/sIL-6R complex with membrane gp130, thereby selectively 
inhibiting IL-6/sIL-6R trans-signaling.25 Selective inhibition of the trans-
signaling pathway linked to inflammatory responses may be superior to 
complete IL-6 blockade, because important physiologic functions of IL-6 
(hematopoiesis, maintenance of intestinal integrity) mediated through 
membrane-bound IL-6R are left intact.

ON THE HORIZON
Other Anti-IL-6 and sgp130:Fc Reagents
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greater efficacy in improving skin involvement in patients 
with moderate-to-severe plaque psoriasis.29 Phase III trials for 
its use in inflammatory bowel disease (NCT03398148, NCT 
03104413, NCT03105102, NCT04524611, NCT03105128), 
hidradenitis suppurativa (NCT03926169), and psoriatic arthri-
tis (NCT03675308) are ongoing.

Brodalumab is a monoclonal antibody targeting the IL-17A  
receptor. Data from two identically designed phase III  
randomized trials demonstrated clearing of skin lesions to be 
significantly greater than that observed in a comparator group 
receiving ustekinumab, but Candida infections and neutrope-
nia were more frequent in the brodalumab groups than in the 
ustekinumab and placebo groups.29,31

KEY CONCEPTS
• Selective inhibition of pathways promoting differentiation and activa-

tion products of Th17 helper T cells is of significant benefit in the treat-
ment of psoriasis and the seronegative spondyloarthropathies.

• Selective inhibition of IL-17 appears to be of marginal benefit in the
treatment of inflammatory bowel disease, whereas selective inhibi-
tion of IL-23 by targeting p19 or both IL-12 and IL-23 by targeting their
shared p40 subunit appears to be of benefit in both psoriasis and
inflammatory bowel disease. 

Inhibitors of Interferons
Emapalumab. The observed increases in IFNγ and related gene 
signatures prevalent in patients with cytokine storm syndromes 
(CSS) associated with familial variants of hemophagocytic lym-
phohistiocytosis (fHLH) and severe flares of soJIA or AoSD 
have prompted efforts to develop biologic reagents targeting 
this cytokine. In studies of children and adults with fHLH, 
the humanized anti-IFN-gamma monoclonal antibody ema-
palumab was shown to be efficacious in ameliorating clinical 
features of CSS and is now approved for use in this setting.35 
There is evolving experience in published case reports suggest-
ing emapalumab may also be of benefit in CSS associated with 
severe flares of soJIA/AoSD.36

ON THE HORIZON

With recognition of the role of type-1 interferons in the immunopatho-
genesis of systemic lupus erythematosus (SLE), strategies to target 
α-IFNs for treatment of SLE have emerged.
• Initial trials with monoclonal reagents, such as rontalizumab or

sifalimumab with specificity to one or more of the known α-interferon
subtypes (14 known presently), have yielded modest results, empha-
sizing the complexity of the interferon system in SLE as autoantibodies 
to α-interferon subtypes are often prevalent in SLE sera.

• The alternative approach of targeting the type-1 IFN receptor in phase 
II and phase III trials with the monoclonal antibody anifrolumab has
yielded more encouraging results.37

• Other approaches targeting the production of type-1 interferons cur-
rently under investigation include the use of monoclonal reagents to
decrease activation of or deplete plasmacytoid dendritic cells (pDC),
perceived to be the major source of IFN-1 in SLE.

• In clinical trials conducted thus far with antibodies targeting α-IFNs
or IFN-1R, higher than expected occurrences of herpes zoster have
occurred.

• Whether targeting type-1 interferons will prove efficacious, yet not
at the expense of significant susceptibility to viral diseases such as
varicella zoster virus and Covid-19, remains to be determined. 

Targeting Type 1 Interferons

IL-17 Inhibitors
IL-17 is elaborated primarily by the Th17 lineage of effector T 
cells, which differentiate from Foxp3−CD4+ thymocytes under 
the influence of IL-6 and TGFβ and proliferate/survive under 
the influence of IL-23. IL-17 is also produced by other innate 
immune cells, including neutrophils, mast cells, keratinocytes, 
macrophages, NK cells, NKT cells, and innate lymphoid (LLC/
LTi) cells. Th17 cells are prevalent in the inflammatory lesions 
of a variety of inflammatory disorders including RA, inflamma-
tory bowel disease, psoriasis, and spondyloarthropathies. IL-17 
released by Th17 cells and other innate cells triggers the induc-
tion and release of IL-6, TNF-α, CCL2, CCL3, and MMPs from 
macrophages, induces activation of osteoclasts at sites of bone 
resorption, and promotes the proliferation, maturation, and 
chemotaxis of neutrophils.30 As such, IL-17 is important both in 
the initial innate host defense to infection and also inflamma-
tion driven by acquired immune responses. Given the multitude 
of effects mediated by IL-17 in perpetuating inflammation in a 
number of autoimmune disorders, monoclonal reagent–based 
strategies have been developed targeting IL-17 and its receptor.

Secukinumab is a fully human mAb that selectively binds to 
and neutralizes IL-17A. In clinical trials, secukinumab has been 
shown to significantly decrease the activity of skin lesions in 
patients with psoriasis, decrease tender and swollen joints in 
patients with psoriatic arthritis, and decrease axial pain and limi-
tation in patients with ankylosing spondylitis.31,32 Rates of infec-
tion were increased over that observed in patients randomized 
to placebo, but not in excess of the infection rates noted with 
anti-TNF therapy. Clinical responses to secukinumab in patients 
with RA have been less robust. Despite the apparent role of Th17 
cells in patients with inflammatory bowel disease, no significant 
improvement was observed in patients with Crohn disease, with 
some patients developing worsening of disease during treat-
ment with secukinumab.33 Given the pivotal role of Th17 in host 
responses to bacteria, parasites, and fungi, it is possible that alter-
ations in the containment of microbial pathogens in the enteric 
mucosa may account for the failure of targeting IL-17 in inflam-
matory bowel disease. Secukinumab is currently being studies as 
an adjunctive treatment for lupus nephritis (NCT04181762).

Ixekizumab is a monoclonal antibody targeting IL-17A that 
has been shown to be effective and is approved for the treat-
ment of plaque psoriasis.31 Similar to what has been observed 
in clinical trials with secukinumab, rates of infection are slightly 
increased in patients treated with ixekizumab versus placebo, 
but the rate of serious infections has not been observed to be 
increased relative to placebo or a comparative arm randomized 
to anti-TNF treatment with etanercept.

The anti-IL23(p19) mAb mirikizumab has recently been studied in a com-
pleted phase III comparative trial with the IL-17 inhibitor secukinumab 
for treatment of plaque psoriasis. Brazikumab, a mAb that also targets 
IL23(p19), has shown promising benefit in phase II studies for treatment 
of inflammatory bowel disease.

ON THE HORIZON

Recently completed phase II trials have demonstrated efficacy of the 
dual IL17A/IL17F inhibitor bimikizumab in treating manifestations of pso-
riatic skin and joint disease as well as ankylosing spondylitis.34

ON THE HORIZON
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Complement and Kinin Pathway Inhibitors
In addition to opsonization of microbial pathogens and prod-
ucts of apoptosis, products of complement activation play a sig-
nificant role in recruitment and activation of phagocytic cells 
(C3a, C5a) and inducing cell-membrane damage (C5b-9). Since 
both C5a and C5b-9 have potent procoagulant activity at sites of 
inflammation, complement activation is also hypothesized to be 
critical to the generation of intravascular thrombi in thrombotic 
microangiopathy syndromes including atypical hemolytic- 
uremic syndrome (aHUS), catastrophic anti-phospholipid syn-
drome (CAPS), paroxysmal nocturnal hemoglobinuria (PNH), 
and systemic lupus erythematosus.

Eculizumab is a humanized monoclonal antibody with speci-
ficity for C5 that blocks the generation of C5a and C5b by the 
C5 convertase (Table 86.3). Eculizumab is currently approved 
for use in patients with aHUS, severe myasthenia gravis, aqua-
porin-4 antibody-positive neuromyelitis optica spectrum dis-
order, and paroxysmal nocturnal hemoglobinuria. It has also 
been reported to be of benefit in patients with catastrophic anti-
phospholipid syndrome and SLE associated with thrombotic 
microngiopathy.38,39 Because eculizumab inhibits terminal com-
plement activation and life-threatening or fatal meningococcal 
infections have occurred in patients who received eculizumab, 
vaccination targeting both A and B serotypes of meningococcus 
is therefore recommended at least two weeks prior to receiving 
eculizumab. In cases wherein the risks of delaying eculizumab 
therapy outweigh the risk of developing a meningococcal infec-
tion, meningococcal vaccines should be administered as soon 
as possible with at least two weeks of prophylactic penicillin or 
macrolide antibiotics.

Ravulizumab is a humanized monoclonal antibody with a 
longer therapeutic half-life than eculizumab that also binds 
to C5, blocking activation of C5. It is approved in the United 
States and EU for use in the management of aHUS as well as 
the management of hemolysis in patients with paroxysmal 
hemoglobinuria. Clinical trials in patients with PNH have 
demonstrated efficacy noninferior to eculizumab and con-
tinued efficacy in patients transitioned from every two-week 
dosing with eculizumab to every 8-week dosing with ravuli-
zumab.40 Appropriate pre-treatment meningococcal vaccina-
tion or concurrent immunization with prophylactic antibiot-
ics should be administered.

Excess generation of bradykinin, the vasodilator responsible 
for symptoms in hereditary angioedema (HAE), may occur in 

the context of a deficiency in the quantity or functional activity 
of C1 inhibitor (C1-INH), a regulatory inhibitor of kallikrein. 
Frequency of attacks of HAE may be decreased by infusions of 
pooled plasma derived C1-INH, but breakthrough attacks are 
not uncommon.

Lanadelumab is a fully human monoclonal antibody that 
binds to plasma kallikrein, decreasing kallikrein-mediated gen-
eration of bradykinin from high molecular weight kininogen 
(Table 86.3). Treatment with lanadelumab significantly reduces 
the rate of attacks in HAE patients and is approved for use in 
adults and children older than the age of 12 years with HAE.41

Adhesion Molecule Inhibitors
Trafficking of phagocytic cells and lymphocytes across vascu-
lar endothelium is critical to the development of inflammatory  
lesions and associated tissue injury. Strategies to decrease the influx  
of monocytes—and/or T and B lymphocytes—using biologics 
that target adhesion molecules have, therefore, been deployed 
as treatments for several inflammatory disorders, including  
multiple sclerosis (MS) and inflammatory bowel disease.

Natalizumab is a humanized monoclonal antibody with 
specificity for the α-4 subunit of the very-late activation anti-
gen (VLA4)-integrin molecule expressed on lymphocytes and 
monocytes (Table 86.3). Natalizumab blocks association of the 
VLA4 α4β1 and α4β7 integrins with their respective vascular 
receptors, thereby limiting cell transmigration into tissue sites of 
inflammation in the CNS as well as intestinal mucosa. Adminis-
tration of natalizumab blocks the interaction of T-cell α4β1 with 
its addressin ligand on venules in the CNS and has been shown 
to be effective in decreasing the frequency of relapses of multiple 
sclerosis (MS).42 Natalizumab also inhibits the interaction of the 
α4β7 integrin with mucosal addressin-cell adhesion molecule-1 
(MAdCAM-1) expressed on venules in the enteric mucosa and 
has been shown to induce remissions and prevent flares of Crohn 
disease in patients who have failed to have an adequate response 
to anti-TNF-α therapy.42 Natalizumab primarily affects trans-
migration of Th1 cells with much less of an inhibitory effect on 
the transmigration of Th17 cells; as such, there may be differen-
tial efficacy of natalizumab in the treatment of Th1 versus Th17 
driven subtypes of MS and/or inflammatory bowel disease.43

The major concern with regard to use of natalizumab is 
reactivation of JC polyoma virus in patients who are carri-
ers, resulting in progressive multifocal leukoencephalopathy 
(PML). While quite debilitating and often fatal, the occurrence 
of PML is uncommon and the risk can be mitigated by limiting 
the duration of natalizumab treatment to one year in known JC 
virus carriers (as defined by seroconversion) and not adminis-
tering natalizumab concurrent with other immunosuppressive 
therapy.

Vedolizumab is a humanized monoclonal antibody that specif-
ically binds to α4β7 integrin, blocking its interaction with mucosal 
addressin-cell adhesion molecule-1 (MAdCAM-1) on intestinal  
endothelial cells. Since vedolizumab does not bind to or block the 
interaction of the α4β1 integrin to its addressin ligand in the CNS, 
the risk of developing PML during treatment is substantially 
lower than that associated with the use of natalizumab. In clinical 
trials, vedolizmab has been shown to significantly improve dis-
ease activity and reduce flares in patients with Crohn disease or 
ulcerative colitis.44 This strategy may prove to be particularly use-
ful in subsets of patients with inflammatory bowel disease who 
also have clinical features of SLE, in whom use of anti-TNF-α 
agents may carry an increased risk of SLE exacerbation.

TABLE 86.3 Recombinant Inhibitors of 
Complement and Kinin Pathway Activation 
and Molecules Mediating Cell Migration

Molecule Construct Half-Life
Dosing 
(maintenance)

Eculizumab Anti-C5 (humanized 
IgG2/4κ)

8–15 days 300–1200 mg iv 
q1–2 wk

Ravuli-
zumab

Anti-C5 (humanized 
IgG2/4κ)

50–52 
days

2100–3600 mg iv 
q8 wk

Lanade-
lumab

Anti-kallikrein 
(human IgG1κ)

14 days 150–300 mg sc 
q2–4 wk

Natali-
zumab

Anti-α4β1 (humanized 
IgG4κ)

7–15 days 300 mg iv q4 wk

Vedoli-
zumab

Anti-α4β7 (humanized 
IgG1κ)

25 days 300 mg iv q8 wk
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Inhibitors of B-Cell Activation
Identified targets for regulation of B-cell activation include 
growth and survival factors such as BLyS(BAFF) and its respec-
tive receptors (BAFF-R, TACI, and BCMA), co-stimulatory 
receptors and their ligands such as CD40/CD40-ligand, and 
cell surface receptors such as CD22 or FcγRIIb that engender 
inhibitory signaling when ligated. Given the prominent role 
of multiple autoantibodies and generalized B-cell activation in 
SLE, strategies to target B-cell activation have been undertaken 
in patients with this disorder.

Belimumab is a recombinant human genome–derived mono-
clonal antibody with specificity for soluble (non-membrane 
bound) BLyS (B-lymphocyte stimulator, BAFF) (Table 86.4). 
Through ligation of the BAFF-R and TACI receptors on B lym-
phocytes, BLyS promotes the maturation of B cells into anti-
body-secreting plasmablasts. Following encouraging results 
in murine models validating the hypothesis that autoreactive 
B lymphocytes may have greater dependency upon BLyS to 
survive and proliferate, human studies with belimumab dem-
onstrated improvement in SLE disease activity using validated 
disease-activity measures (SLEDAI and BILAG) as well as addi-
tional secondary endpoints related to disease flares and sparing 

of corticosteroid use.45 Noted clinical improvements typically do 
not become manifest until after 6 months of treatment with beli-
mumab, with the majority of clinical improvements observed 
in musculoskeletal, mucocutaneous, and serologic domains 
of disease activity.45 Subsequent studies have shown addition 
of belimumab to standard lupus nephritis induction regimens, 
and subsequent maintenance therapy increases the likelihood 
of achieving and maintaining renal remission at 2 years.46 The 
potential effects on more severe neurologic domains of disease 
activity have not yet been assessed in controlled trials.

Significant decreases in the measured numbers of circu-
lating activated B cells and plasmacytoid B lymphocytes are 
observed following 6 months treatment with belimumab.47 
Although receptors for BLyS (BAFF-R) and B-cell maturation 
antigen (BCMA) have also been identified on murine T-fol-
licular helper (Tfh) cells—with ligation of BAFF-R promoting 
activation of Tfh and ligation of BCMA appearing to play a role 
in downregulation of Tfh responses—the significance of these 
findings in human SLE and what impact treatment with belim-
umab has on Tfh responses remain to be determined. In human 
trials there were no observed decreases in CD4+ and CD8+ T 
lymphocytes following 1 year of treatment with belimumab.47 
Levels of autoantibodies, including anti-dsDNA, anti-Smith, 
anti-SSA, and anti-cardiolipin, are decreased 40% to 50% after 
the first year of treatment and continue to decrease over time 
with long-term treatment.47 In contrast, total antibody levels 
decrease on average only 15% with no significant decreases in 
measured pre-existing antibody titers to influenza, tetanus tox-
oid, or pneumococcal serotypes. Furthermore, treatment with 
belimumab does not appear to have any significant effects on 
the primary immune responses to pneumococcal bacterial anti-
gens.45 In the two major randomized phase III trials of 52 and 76 
months duration, the frequency of infections was not shown to 
be increased in the belimumab treatment arms.45

TABLE 86.4 Recombinant Inhibitors of 
Lymphocyte Proliferation, Survival, and  
Activation

Molecule Construct Half-Life
Dosing 
(maintenance)

Belimumab aBLyS/BAFF 
(human IgG1λ)

19 days 10 mg/kg iv q4 wk

Abatacept CTLA4:IgG1Fc 13 days 10 mg/kg; 
500–1000 mg sc 
or iv q4 wk

Belatacept CTLA4:IgG1Fc 10 days 10 mg/kg iv q4 wk
Basiliximab aCD25/IL-2ra 

(chimeric IgG1κ)
7–9 days 20 mg iv (repeat ×1 

at 4 days)
Dupilumab aIL-4Rα (human 

IgG4)
Unknowna 300 mg sc q2 

weeks

aSee text.

Dapirolizumab is a pegylated anti-CD40-ligand F(ab)′ 
monoclonal construct that interferes with the interaction of 
T-cell CD40L with B-cell CD40, thereby blocking co-stimu-
latory signals required for cognate T-cell help that promotes 
antigen-specific B-cell proliferative responses. Following 
favorable results targeting CD40L in murine lupus models, 
human trials with monoclonal anti-CD40L were undertaken 
but halted in the context of observed thrombotic complica-
tions. Subsequent studies demonstrated upregulation of 
CD40L on platelets, with platelet aggregation occurring in the 

Atacicept is a recombinant human fusion protein containing the extra-
cellular, ligand-binding portion of the receptor TACI (transmembrane ac-
tivator and CAML interactor) and a modified Fc portion of human IgG. 
Atacicept binds both BLyS (BAFF) and a proliferation-inducing ligand 
(APRIL), thereby functioning as an antagonist to the ability of these two 
ligands to stimulate B lymphocytes. However, the therapeutic window 
with this approach may be relatively narrow as membrane-bound TACI is 
the major receptor mediating immunoglobulin class switch during B-cell 
maturation, and excess of the soluble receptor administered over time 
may result in significant humoral immune deficiency due to decreases in 
IgG-secreting B cells and plasma cells. Human SLE studies using TACI-Ig 
as a therapeutic intervention remain underway to determine its potential 
efficacy and safety in lupus and IgA nephropathy (NCT02808429).

ON THE HORIZON
Other Inhibitors of B-Cell Activation

KEY CONCEPTS
• Inhibition of C5 cleavage to its active products and resulting assembly

of the membrane attack complex with eculizumab or ravulizumab is of 
significant benefit to patients who have complement mediated-hemo-
lytic or thrombotic microangiopathy syndromes associated with parox-
ysmal nocturnal hemoglobinuria, atypical hemolytic-uremic syndrome,
catastrophic anti-phospholipid syndrome, neuromyelitis optica spec-
trum disorder, or severe flares of SLE (systemic lupus  erythematosus).

• Immunization against Neisseria species is recommended for patients
who require dosing with complement pathway inhibitors.

• The loss of appropriate regulatory control of kallikrein by C1-INH that
occurs in patients with hereditary angioedema can be effectively
treated with lanadelumab, which inhibits the generation of bradykinin
by kallikrein.

• Antibodies targeting the lymphocyte integrin α4β1 (natalizumab) have
been shown to be of benefit in managing multiple sclerosis and
inflammatory bowel disease, but are associated with a risk of JC virus 
activation as PML (progressive multifocal leukoencephalopathy).

• Antibodies to the α4β7 integrin (vedolizumab) selectively inhibit traffick-
ing of lymphocytes into the intestinal lamina propria and are of benefit 
in the management of inflammatory bowel disease. 
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context of complement fixation to platelet membrane-bound 
anti-CD40L. Dapirolizumab appears to be free of the effect 
on platelet activation/aggregation and is being evaluated in 
human SLE trials (NCT04294667).

Rozibafusp alfa is a bispecific peptide–antibody conjugate 
that targets BAFF and ICOSL, thereby inhibiting both BAFF-
induced survival and proliferation of B cells, as well as T-cell 
co-stimulation mediated by T-cell surface-bound iCOS and 
B-cell/dendritic cell expressed ICOSL. Early-phase clinical tri-
als are underway to determine efficacy of the construct in SLE 
(NCT04058028).

Inhibitors of T-Cell Activation
Given the role of T-cell lymphocytes in orchestrating adaptive 
immune responses, selective inhibition of T-cell activation is an 
attractive target for modulating inflammatory disorders asso-
ciated with immune responses to autoantigens or allografts. 
Blocking cell receptors for T-cell growth factors such as IL-2 
has been employed to prevent allograft rejection and may be 
potentially of use in the management of autoimmune disorders. 
Since productive immune responses are not generated in the 
absence of effective co-stimulatory signals, blocking T-cell co-
stimulation has also been an attractive target for treatment of 
inflammatory diseases driven by autoreactive T cells.

Basiliximab is a chimeric (murine/human) monoclonal 
antibody that blocks the alpha-chain of the IL-2 receptor 
complex expressed on activated T lymphocytes, inhibiting the 
binding of IL-2 to IL-2R (CD25) (Table 86.4). Basiliximab is 
approved for and used primarily in induction regimens for 
prevention of transplanted allograft rejection. Uncontrolled 
small case series report manifestations of systemic sclerosis 
and pulmonary complications associated with amyopathic 
dermatomyositis responding well to (off-label) treatment with 
basiliximab.48

Abatacept (CTLA4-Ig) is a recombinant human protein 
consisting of the extracellular domain of CTLA-4 linked to the 
Fc portion of IgG1 (Table 86.4). Prominent among the T-cell 
co-stimulatory molecules is CD28, which binds CD80/CD86 
on antigen-presenting cells. In the context of T-cell activation, 
CTLA4 expression is upregulated on the surface of T cells, and 
due to greater binding, avidity to CD80/86 relative to CD28 is 
preferentially ligated, disrupting further co-stimulation through 
CD28 as well as engendering inhibitory signaling in the T cell. 
Although abatacept does not engender inhibitory signaling, by 
virtue of the higher avidity of the construct for CD80/86, T-cell 
co-stimulation through CD28 is inhibited.

Although the time to maximum clinical response is some-
what longer than that observed with TNF-α inhibitors, abatacept  
is equally effective in reducing disease activity and inhibiting 
progression of structural damage in rheumatoid arthritis that 
is unresponsive to treatment with methotrexate.49 Abatacept has 
no direct impact on phagocytic cell responses, and its use in 
patients with RA may be associated with fewer bacterial infec-
tion complications relative to patients on anti-TNF therapy. It 
is nonetheless recommended that treatment with abatacept be 
withheld in the context of serious intercurrent microbial infec-
tions and should not be used in conjunction with other biologic 
therapies targeting inflammation. Abatacept may be associated 
with an increased risk of lung cancer. However, the occurrence 
of lymphoma in patients with RA treated with abatacept has not 
been shown to exceed the expected occurrence in patients with 
RA. In contrast to TNF-α inhibitors, use of abatacept does not 

promote autoimmune complications and may, therefore, be a 
preferred option for treatment of patients with RA needing bio-
logic therapy who have overlap features of SLE or other autoim-
mune disorders.

Belatacept is a second-generation CTLA4-Ig that, com-
pared with abatacept, has higher binding to both CD80 and 
CD86 (Table 86.4). Currently used primarily in organ trans-
plantation, belatacept is associated with improved patient and 
renal allograft survival compared to cyclosporine. Although 
perceived to be of potential use in autoimmune disorders, 
studies of belatacept use in disorders such as SLE or RA have 
not yet been reported.

Dupilumab is a monoclonal antibody with specificity for 
the alpha subunit of the IL-4 receptor, blocking activation of 
the receptor by IL-4 as well as blocking IL-13/IL-13Rα1 com-
plex binding to IL-4Rα, thereby preventing IL-4Rα-mediated 
signaling induced by both IL-4 and IL-13 (Table 86.4). In so 
doing, activation of IL-4–driven Th2 responses in T cells is 
significantly impaired, with noted decreases in serum lev-
els of Th2 biomarkers including IL-13, antigen-specific IgE, 
CCL17 and CCL18, as well as intra-lesional Th2-associated 
gene expression in patients with atopic dermatitis.50,51 Admin-
istration of dupilumab has been shown to be effective in the 
management of eczema as well as steroid-dependent asthma, 
improving FEV1 (forced expiratory volume in one second), 
reducing steroid requirement, and reducing asthma flares.50,51 
The most commonly reported adverse effects of dupilumab 
include injection-site reactions, conjunctivitis, and headache. 
Although the half-life of dupilumab in humans is not known, 
peak serum concentrations of dupilumab are noted 7 days fol-
lowing the initial subcutaneous injection with steady-state 
concentrations reached at 16 weeks with repeat every-other-
week dosing; the antibody is undetectable an average of 10 
to 13 weeks after the last steady-state dose (Food and Drug 
Administraon [FDA] package insert).

ON THE HORIZON
IL-13 Inhibitors

Tralokinumab is a fully human monoclonal antibody with specificity for IL-
13. Although clinical trials have failed to confirm efficacy in the treatment 
of asthma, tralokinumab has demonstrated efficacy in the management 
of atopic dermatitis for which an FDA approval application is pending. 
The monoclonal antibody lebrikizumab also targets IL-13, but in so doing, 
has also been shown to inhibit formation of the IL-13Ra/IL-4Ra signaling 
complex. Clinical trials with lebrikizumab confirm efficacy in the man-
agement of atopic dermatitis, but have thus far failed to demonstrate 
significant clinical impact on the course of steroid-dependent asthma.

KEY CONCEPTS
• Inhibition of BAF/BLyS over a period of 6–12 months decreases the

survival and maturation of autoreactive B cells, decreases autoan-
tibody titers, and decreases disease activity in SLE, with minimal
impact on pre-existing antibody titers to microbial pathogens and
pneumococcal vaccine response.

• Inhibition of T-cell co-stimulation targeting CD80/86 and CD28 via
exogenous CTLA4:IgFc constructs is effective in suppressing disease
activity in rheumatoid arthritis and rejection of transplanted allografts.

• Antibodies targeting the IL-4α receptor or IL-13 attenuate Th2
responses and are effective in the treatment of severe atopic derma-
titis and eczema. 
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INHIBITORS OF MAST CELL ACTIVATION
Omalizumab is a recombinant humanized monoclonal anti-
body that binds to the Cε3 domain of immunoglobulin E 
(lgE) (Table 86.5). The binding domain is the same site at 
which IgE normally binds to both high- and low-affinity 
FcεRI on mast cells and basophils. As a consequence, free 
lgE is prevented from binding to the mast cell FcεRI receptor. 
Omalizumab is specific to IgE and does not bind to IgG or 
IgA. Omalizumab also cannot bind to FcεRI or to IgE already 
attached to FcεRI and, therefore, does not interact with cell-
bound IgE or activate mast cells or basophils. Omalizumab is 
most useful and presently approved for use in the treatment 
of poorly-controlled asthma despite inhaled corticosteroid 
use and in the setting of documented sensitization to a peren-
nial allergen in the setting of serum IgE levels 30 IU/mL or 
greater.51 It is also approved for use in adults and adolescents 
with chronic idiopathic urticaria who remain symptomatic 
despite H1 antihistamine treatment. Omalizumab may also 
decrease the severity of asthma in patients with non-atopic 
(intrinsic) asthma, occupational asthma, viral-induced 
asthma, and eosinophilic granulomatosis with polyangiitis, 
but its use has not been fully studied in these populations 
to merit approved labeling. Controlled and long-term use 
studies of omalizumab have shown the incidence of adverse 
events is not significantly increased.51

Observed clinical-pathologic responses to treatment with 
omalizumab include a marked downregulation of the surface 
expression of FcεRI on basophils and mast cells and  reductions 
in FcεR1-mediated production of Th2 cytokines by basophils. 

Markers of airway inflammation are significantly reduced, 
with demonstrated reductions in sputum eosinophil counts 
and reduced numbers of eosinophils, CD3+, CD4+, and CD8+ 
T lymphocytes, B lymphocytes, interleukin-4 (IL-4)-positive 
cells, and IgE-positive cells in the bronchial mucosa.51

INHIBITORS OF EOSINOPHIL ACTIVATION
Eosinophils mediate airway inflammation in patients with 
asthma, contribute to vascular and organ inflammation in patients 
with eosinophilic granulomatosis with polyangiitis (EGPA),  
and may mediate organ injury in other hypereosinophilic  
syndromes. Interleukin (IL)-5 is a potent cytokine mediator of  
eosinophil hematopoiesis and has been shown to mediate eosin-
ophilic inflammation in the airways. Although corticosteroids  
are potent suppressors of eosinophil survival, proliferation, and 
function, biologics targeting IL-5 or the IL-5 receptor may prove 
useful as steroid-sparing therapy in managing chronic disorders 
mediated predominantly by eosinophils.

Mepolizumab is a monoclonal antibody administered sub-
cutaneously that binds to IL-5, thereby inhibiting its binding 
to the alpha chain of the IL-5 receptor complex expressed 
on the surface of eosinophils (Table 86.5). Mepolizumab has 
demonstrated efficacy in patients with severe asthma with 
blood eosinophil counts of 150/μL or greater and has been 
approved by the FDA for maintenance treatment of severe 
asthma in patients who are age 12 or older with demon-
strated hypereosinophilia.52 Mepolizumab is also efficacious 
and approved for use in the management of EGPA.53 Resli-
zumab is a monoclonal antibody targeting the IL-5R-binding 
domain of IL-5 (Table 86.5). Administered intravenously, 
reslizumab has been shown effective in decreasing the fre-
quency and severity of asthma exacerbations and is approved 
by the FDA for use in adult patients with demonstrated 
eosinophilia and otherwise treatment-resistant asthma.52 
Adverse events associated with use of mepolizumab and resli-
zumab include occasional episodes of severe hypersensitivity 
reactions during or following administration and occurrence 
of herpes zoster.

Benralizumab is a monoclonal antibody targeting the 
IL-5 receptor (Table 86.5). Benralizumab blocks activation of 
eosinophils by IL-5, but also depletes IL-5 receptor-bearing 
eosinophils and basophils via antibody-dependent cellular 
cytotoxicity.52 The recombinant antibody is afucosylated, 
rendering a high affinity for FcγRIII and enhanced ADCC 
of IL-5R-bearing cells by NK cells. Benralizumab is approved 
by the FDA for managing asthma, with additional stud-
ies underway to confirm its clinical efficacy and utility in 
managing other disorders mediated by tissue infiltration of 
eosinophils.51,52

ON THE HORIZON
Recombinant Promoters of Treg Function

In addition to attenuating activation of Th1, Th2, and Th17 responses, al-
ternative strategies are evolving to manage autoimmune disorders by 
upregulating Treg function. Low doses of recombinant IL-2 (aldesleukin) 
induce proliferation and enhance the function of Treg cells, with one 
small randomized trial demonstrating clinical efficacy in SLE.1 Efavaleu-
kin alfa is an Fc:IL-2 fusion protein that appears to have increased Treg 
selectivity compared to rIL-2; early phase studies are underway to as-
sess its potential efficacy in systemic lupus (EudraCT 2020-003509-72). 
Recombinant IL-27 may also modulate autoimmune inflammation via 
promotion of Treg lineage and function by antagonizing IL-6–STAT-3—
mediated T-cell commitment to Th17 lineage. Treg function may also be 
enhanced by recombinant IL-35.

TABLE 86.5 Recombinant Inhibitors of 
Mast Cell and Eosinophil Activation

Molecule Construct Half-Life
Dosing 
(maintenance)

Omali-
zumab

aIgE (humanized 
IgG1κ)

24–26 days 150–300 mg sc 
q2–4 wk

Mepoli-
zumab

aIL-5 (humanized 
IgG1κ)

16–22 days 100 mg sc q4 wk

Reslizumab aIL-5 (humanized 
IgG4κ)

24 days 3 mg/kg iv q4 wk

Benrali-
zumab 

 aIL-5Ra (human-
ized IgG1) 

15–18 days 30 mg sc q4-8 wk 

KEY CONCEPTS
• Antibodies targeting the Fc-binding domain of IgE (omalizumab) are

effective in the treatment of severe asthma and recurrent mast-cell-
mediated chronic urticaria.

• Antibodies targeting IL-5 or the IL-5R-binding domains of IL-5 are
effective in the treatment of resistant asthma associated with eosino-
philia as well as syndromes associated with eosinophil-mediated tissue 
injury. 
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B-CELL AND T-CELL DEPLETING AGENTS

Since B cells have a demonstrated role in the generation of auto-
antibodies as well as antigen presentation to and co-stimulatory 
support for autoreactive T cells, strategies to deplete B lympho-
cytes have been successfully employed in the treatment of auto-
immune and inflammatory diseases. Case reports and limited 
case series have also documented the successful use of com-
bined and T-cell and B-cell depleting strategies in the manage-
ment of patients with severe, refractory flares of SLE, multiple 
sclerosis, and GvHD.

Rituximab is a human–murine chimeric monoclonal antibody 
with specificity for the B-lymphocyte surface antigen CD20, a 
cell-surface molecule expressed on the surface of pre-B cells 
through activated mature B cells (Table 86.6). Rituximab induces 
lysis of CD20+ B cells by several mechanisms, including comple-
ment activation, antibody-dependent cell-mediated cytotoxic-
ity (ADCC), and induction of apoptosis. Induction regimens 
using four weekly doses or using two larger doses administered 
2 weeks apart appear to be equally effective in depleting circulat-
ing CD20+ B cells, which can last up to 9 months or longer after a 
single course of therapy. Treatment with rituximab has also been 
shown to effect significant transient decreases in inflammatory 
CD4+ T cells that express IL-17; the extent to which this is due to 
an indirect consequence of CD20+ B-cell depletion or depletion 
of identified subsets of CD4+CD20+ T cells is uncertain.54

Rituximab improves the signs and symptoms of disease, 
functional status, quality of life, and slows radiographic pro-
gression of disease in patients with RA, with greater clinical 
responses observed among RA patients who are seropositive for 
rheumatoid factor (RF) and/or anti-citrullinated peptide (CCP) 
autoantibody compared to RF- or CCP-seronegative patients.55 
Rituximab has also been used with considerable success and is 
approved for use in the management of ANCA-associated vas-
culitis syndromes, with efficacy equivalent to or greater than 
cyclophosphamide in the treatment of granulomatosis with 
polyangiitis (GPA) or microscopic polyangiitis (MPA).56 In 
cryoglobulin syndromes, rituximab has been shown to decrease 
cryoglobulin and constituent immunoglobulin titers as well 
as hasten resolution of cryoglobulin-associated vasculitic skin 
ulcers and neuropathy, glomerulonephritis, arthritis, and/or 

hyperviscosity complications.56 Rituximab has been used with 
variable reported success in the management of other auto-
antibody-mediated disorders including SLE, primary Sjögren  
syndrome, inflammatory myopathy, chronic inflammatory 
demyelinating polyneuropathy (CIDP), multiple sclerosis, and 
pemphigus.56

Minimal increases in serious or opportunistic infections have 
been reported in patients with RA or ANCA (antineutrophil 
cytoplasmic autoantibodies) vasculitis treated with repeated 
cycles of rituximab. Use of rituximab is associated with increased 
risk of viral infections, including cytomegalovirus, herpes sim-
plex virus, varicella-zoster virus, and hepatitis B virus (HBV), 
with assessments for latent HBV with HBsAg and IgM-HBcAb 
recommended prior to dosing. Mild decreases in the overall lev-
els of serum immunoglobulins may be observed during treat-
ment, but immunoglobulin levels are rarely depleted—likely 
due to the preservation of more mature B cells and plasma cells 
that have lost surface expression of CD20. However, when used 
concomitantly with other immunosuppressive agents impacting 
lymphocyte proliferation, significant hypogammaglobulinemia 
may ensue over time due to inability to replenish the plasma 
cell compartment. Reactivation of JC virus with development 
of progressive multifocal leukoencephalopathy (PML)—a 
debilitating and often fatal demyelinating disease of the cen-
tral nervous system—has been reported among patients with 
hematologic malignancies, SLE, and RA treated with rituximab, 
but usually in the context of concomitant treatment with other 
therapies impacting lymphocyte survival and proliferation.57

Ofatumumab is a fully human mAb that binds to an epit-
ope, encompassing both small and large loops of the extracel-
lular domain of the CD20 cell surface antigen on B lymphocytes 
(Table 86.6). The binding epitope of ofatumumab is distinct 
from that of rituximab, residing more proximate to the cell 
membrane. In comparative studies with rituximab using chronic 
lymphocytic leukemia (CLL) cells, ofatumumab elicits similar 
ADCC but elicits greater complement-dependent cytotoxicity 
(CDC), presumably due to the greater proximity of the binding 
site to the cell membrane and/or binding affinity to CD20 epit-
opes.58 Ofatumumab is currently approved for use in managing 
multiple sclerosis.

Ocrelizumab is a humanized anti-CD20 monoclonal anti-
body that depletes CD20-positive B cells through both comple-
ment-dependent cytotoxicity and antibody-dependent cellular 
cytotoxicity (Table 86.6). It is currently FDA approved for the 
treatment of both relapsing-remitting and primary/secondary 
progressive variants of multiple sclerosis.58

Obinutuzumab is a humanized, glycoengineered type II 
anti-CD20 monoclonal antibody that is approved for treat-
ment of B-cell lineage lymphomas (Table 86.6). Glycoengineer-
ing the Fc portion of obinutuzumab results in a higher affinity 
of the antibody for FcγRIII receptors on immune effector cells 
such as natural killer (NK) cells and phagocytic cells, effecting 
greater induction of direct cell death and ADCC and cellular 
phagocytosis relative to rituximab and ofatumumab. However, 
complement-dependent cytotoxicity (CDC) is significantly 
reduced with obinutuzumab.58 Following encouraging phase 
II trial results, a phase III trial is currently underway to deter-
mine whether obitnutuzumab improves remission rates when 
added to standard induction regimens for lupus nephritis 
(NCT04221477).

Inebilizumab is a humanized afucosylated IgG1 monoclonal 
reagent with specifity for CD19, effecting depletion of CD19+ B 

TABLE 86.6 Recombinant T- and B-Cell 
Depleting Agents

Molecule Construct
Half-
Life

Dosing 
(maintenance)

Rituximab aCD20 (chimeric 
IgG1)

18–23 
days

375 mg/m2 iv q 
wk ×4 (q4–6 mo)

1000 mg iv q2  
wk ×2 (q4–6 mo)

Ofatumumab aCD20 (human 
IgG1)

17 days 1000 mg iv q4–8 wk

Ocrelizumab aCD20 (humanized 
IgG1)

26–28 
days

600 mg iv every 
6 mo

Obinutuzumab aCD20 (humanized 
IgG1)

24–36 
days

1000 mg iv q2 
wk×2

Inebilizumab aCD19 (humanized 
IgG1)

16–18 
days

300 mg iv every 
6 m

Alemtuzumab aCD52 (humanized 
IgG1)

1–14 days 12 mg iv daily× 
5 days

10–30 mg sc 3×/wk
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cells primarily via ADCC (Table 86.6). As CD19 is also found 
on plasmablasts and most plasma cells as well as pro-B cells, tar-
geting CD19-positive cells could be a more potent strategy for 
controlling B-cell-mediated diseases than anti-CD20 therapy.59 
Currently approved for just treatment of aquaporin-4 antibody-
positive neuromyelitis optica spectrum disorder, inebilizumab 
is being studied in other disorders mediated by known autoanti-
bodies in which responses to antibodies specific for CD20 have 
been suboptimal.

Alemtuzumab is a monoclonal antibody with specificity for 
CD52, an antigen present on the surface of B and T lymphocytes 
as well as the majority of monocytes, macrophages, NK cells, and 
a subpopulation of neutrophils (Table 86.6). Approved for use 
in the treatment of B-cell CLL and relapsing-remitting multiple 
sclerosis, alemtuzumab has also been used with success for the 
treatment of T-cell prolymphocytic leukemia, prevention and for 
treatment of acute GvHD, and prevention of allograft rejection.  
Alemtuzumab has also been used off-label with reported  
success in the treatment of patients with severe SLE and Behçet 
disease refractory to other treatments. Despite the depletion of  
T lymphocyte, B lymphocyte, NK cell, and monocyte populations  
following treatment, reported rates of serious infections follow-
ing treatment with alemtuzumab are not significantly increased 
compared to other immunosuppressive regimens employed to 
manage the disorders for which it is used. However, there is a 
significant occurrence of secondary autoimmunity following 
use of alemtuzumab, possibly due to homeostatic proliferation 
of self-reactive memory T cells in the absence of an effective  
Treg response during immune reconstitution.60
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INTRODUCTION
Vaccines are clinically simple but immunologically complex 
 interventions that can dramatically reduce morbidity and mor-
tality due to diseases across all age groups. Vaccines offer an el-
egant solution to infectious diseases as they provide a societal 
benefit that reaches beyond individual protection. Vulnerable 
community members whose immune systems are less able to 
adequately respond to vaccines (newborns, immunocompro-
mised persons, the elderly) or who are unable to receive vac-
cines (due to allergy or a medical contraindication) depend on 
immunization of surrounding community members for protec-
tion against vaccine-preventable diseases. In pregnant women, 
vaccinations may offer the double benefit of protecting both 
mother and infant against the targeted pathogen.1

While older adults (>65 years old) experience high propor-
tions of the total morbidity and mortality for several vaccine-
preventable diseases (e.g., seasonal influenza, pneumococcal 
disease, herpes zoster) due to immunosenescence, they are 
less able to mount their own protective immune responses af-
ter vaccination. Vaccination of children, who are the primary 
spreaders of many vaccine-preventable infectious diseases, and 
younger adults can provide dramatic reductions in disease inci-
dence in older adults through community protection. Despite 
suboptimal vaccine responses with aging, several vaccines are 
specifically recommended for older adults. In addition, some 
vaccines for older adults now employ novel strategies to en-
hance immunogenicity, including higher antigen doses2 and the 
addition of an adjuvant.3

Vaccines against microbes are increasingly appreciated for 
their potential role in the heightening battle against antimi-
crobial-resistant pathogens. Preventing an illness through vac-
cination obviates the need to treat a bacterial infection with 
antibiotics, thereby avoiding potential induction of antibiotic 
resistance in either the targeted pathogenic bacterium or the 
patient’s healthy microbiota. The sparing of antimicrobial use to 
prevent the emergence of resistance can be considered another 
form of public health intervention provided by vaccines.

Over the last 300 years, vaccinology has made impressive ad-
vances in combating human suffering and death caused by in-
fectious diseases. These advances have accelerated rapidly in the 
past century with the explosion of knowledge in microbiology, 
immunology, and genetics. Current scientific understanding 
has answered many questions about immunity and how to pro-
vide it through vaccination, yet significant challenges remain 
and are joined by emerging epidemic and pandemic infectious 
diseases with alarming regularity. The next-generation tools of 
rational vaccine design are anticipated to yield important and 
life-saving innovations.

This chapter first reviews selected events in the history of 
vaccination. The remarkable accomplishments that have result-
ed from programs of vaccination to date are then highlighted. 
We review important recent milestones in vaccine development 
strategies that have the potential to revolutionize the field and 
offer great hope for unmet vaccine needs. Vaccine development 
in response to recent epidemics and pandemics is reviewed. 
Current vaccination recommendations in the United States 
and around the world are then summarized. Finally, we discuss 
present and future challenges for the field of vaccinology.

• Vaccines are highly effective interventions for preventing infectious
diseases with public health importance.

• Both individual protection and community (herd) immunity result from 
vaccination programs.

• The reductions in disease burden (morbidity and mortality) achieved
through implementation of childhood vaccination programs are
 extraordinary.

• Vaccination is not just for children: in recent years, new adolescent
and adult vaccines have become available and are now  recommended.

• Clinicians of all specialties should take vaccine histories and pro-
vide access to vaccines relevant to their patients’ ages and medical
 conditions. Access can be provided through referral or by stocking and 
administering the indicated vaccines.

CLINICAL RELEVANCE

HISTORY OF VACCINATION

The earliest known vaccines were against smallpox and were 
used in Asia in the second millennium. The practice was called 
variolation and involved exposing, usually through the intrana-
sal route, a susceptible person to material from the dried scabs 
of a smallpox victim. If the recipient survived, she/he was pro-
tected against future smallpox disease. Since natural smallpox 
had a 30% mortality rate, and variolation had a lower (~1%) 
mortality rate, this ancient practice was an early example of 
weighing the risk-to-benefit ratio for a human health interven-
tion. By the 1700s, variolation was employed in societies in Af-
rica, India, the Ottoman Empire, England, and France (https://
www.nlm.nih.gov/exhibition/smallpox/sp_variolation.html). 
The practice of variolation involved inherent risks, including 
occasional outbreaks of a mild form of the disease.

An English physician was searching for a safer alternative to 
variolation and would become known as the father of vaccinolo-
gy. Dr. Edward Jenner performed a smallpox vaccination experi-
ment on James Phipps on May 14, 1796, using cowpox pus from 
lesions on the hands of a milkmaid.4 Dr. Jenner then collected le-
sion material from a smallpox patient to use as a viral challenge. 
Phipps survived both the vaccination and the challenge.

https://www.nlm.nih.gov/exhibition/smallpox/sp_variolation.html
https://www.nlm.nih.gov/exhibition/smallpox/sp_variolation.html
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Dr. Jenner’s work was disliked by some because of the intro-
duction of a cow virus into humans. Other opponents of vacci-
nation were those with financial interests in lucrative variolation 
practices. When vaccination in England was made compulso-
ry by the Vaccination Act of 1853, an organized anti-vaccine 
movement quickly arose. Incredibly, even in the present day and 
despite the evidence supporting the safety and effectiveness of 
licensed vaccines, organized anti-vaccine movements continue 
to challenge contemporary clinicians and public health officials. 
The internet and social media have facilitated self-publication 
with rapid wide dissemination of misinformation, anti-vaccine 
propaganda, and pseudoscience that circumvent traditional 
scientific peer review to feed on the general public’s fears and 
misunderstandings.

the first time human challenge data have supported vaccine ap-
proval by the FDA. For the pivotal efficacy trial, participants 
received vaccination with Vaxchora, followed by controlled hu-
man infection with Vibrio cholerae.9 Vaccine efficacy was found 
to be 90% at 10 days and 80% at 3 months post-vaccination.

A second phase of vaccination’s history ensued over the nine-
teenth century with the emergence of the germ theory, in which 
infectious diseases were caused by microorganisms too small to 
be seen without magnification. Robert Koch (1843–1910) and 
Louis Pasteur (1822–1895) contributed many key observations 
and experiments regarding both infectious diseases and vac-
cines. Koch’s four postulates laid out the requirements for estab-
lishing causality of infectious diseases by microbes and proved 
that Bacillus anthracis was the cause of anthrax, providing the 
first proof of a microbial etiology of a specific disease. Through 
attenuation or inactivation of the wild-type microbes, Pasteur 
produced vaccines that induced protection against a number of 
diseases. He performed a number of classical vaccination and 
challenge experiments to show that vaccines would protect sus-
ceptible farm animals from devastating veterinary pathogens like 
chicken cholera and anthrax, or human pathogens like  rabies.10

In the early twentieth century, passive immunization was de-
veloped as a therapy for infectious diseases. While active immu-
nization involves administering a vaccine to trigger a protected 
state (immunity), passive immunization involves transferring 
the protective proteins (antibodies) from an immune donor to 
a susceptible patient without administering a vaccine. Emil von 
Bering administered sera from immune horses to humans to 
cure and prevent diphtheria and was awarded the Nobel Prize 
in 1901 for his work (http://www.nobelprize.org/nobel_prizes/
medicine/laureates/1901/behring-facts.html).

Laboratory growth of poliovirus permitted the development 
of both the inactivated polio vaccine (IPV; Salk, licensed in 1955) 
and the live-attenuated oral polio vaccine (OPV; Sabin, monovalent 
licensed in 1961, trivalent in 1963). As a result of those vaccines, 
poliovirus type 2 was eradicated in 1999, and no wild-type polio-
virus type 3 has been detected since 2012. A historic milestone oc-
curred in August 2020, when after four years of no new reported 
cases, Africa was officially declared poliovirus type 1 free (https://
www.cdc.gov/polio/why-it-matters/africa-kicks-out-wild-polio.
htm). However, it remains endemic in other regions. According 
to CDC, there were 176 cases of poliovirus type 1 reported in two 
countries in 2019: 29 (16%) in Afghanistan and 147 (84%) in Paki-
stan. In February 2022, after five years of no cases reported in Africa, 
a case of wild-type poliovirus type I was detected in a young child 
in Lilongwe, Malawi. However, due to the isolate being genetically 
linked to a sequence in Pakistan’s Sindh Province, the continent’s 
wild poliovirus-free certification remains unaffected (https://www.
who.int/emergencies/disease-outbreak-news/item/wild-poliovirus-
type-1-(WPV1)-malawi). While the progress toward global polio 
eradication is impressive, final eradication will require internation-
ally coordinated efforts, persistence in vaccinating endemic coun-
tries’ populations, and sustained attention to surveillance.

Several other live attenuated viral vaccines developed in the 
late twentieth century, such as measles, mumps, and rubella, 
have become staples of childhood vaccination programs in the 
US and globally. The development of the Oka strain of the vari-
cella zoster virus led to live attenuated vaccines for both chicken 
pox in children and herpes zoster in older adults. To produce 
these vaccines, the serial passage of wild-type viruses promotes 
viral adaptation for growth in cell cultures and diminishes viru-
lence in humans. Importantly, these attenuated vaccine-strain 

• Disease burden, surveillance, epidemiology A significant and unac-
ceptable burden of smallpox disease drove development of a safer
intervention to improve public health.

• Innovation Jenner’s innovation resulted from the need for an im-
proved biomedical intervention to address the significant risk of harm 
associated with the centuries-old variolation practice.

• Clinical insight An observation that dairymaids who had recovered
from an occupational illness (cowpox) were seldom affected by small-
pox led to Jenner’s promotion of smallpox vaccination. The observa-
tion of the protected state (immunity) in dairymaids led to a concept
that was tested and promoted by Jenner.

• Post-vaccination challenge After the vaccination procedure, Jenner’s
subjects were subsequently intentionally exposed to (challenged with)
wild-type smallpox and observed for safety and disease outcomes. Hu-
man challenge with smallpox would not be considered ethical today,
although human challenge experiments are performed when develop-
ing vaccines for certain self-limited or treatable infectious diseases.

• Presentation of experimental results To disseminate his scientific
findings and advocate for wider vaccination deployment, Jenner
presented his work to the Royal Society and then self-published his
manuscript after it was rejected for publication.

• Branding The name “vaccination” was applied to the intervention.
Vacca is the Latin word for cow.

• Anti-vaccination movement and conflicts of interest Jenner expe-
rienced significant opposition to his vaccine from groups opposed to
the new technique and from individuals with variolation practices who 
faced financial losses as public acceptance of vaccination grew.

KEY CONCEPTS
Jenner’s Work on Smallpox Vaccination Highlights 
Many Dimensions Relevant for Translational  
Vaccinology Today

While Dr. Jenner’s smallpox challenge experiment presented 
a high risk to the participant that may be questioned by to-
day’s standards, certain human challenge studies remain safe, 
acceptable, and valuable today. Human challenge studies are 
performed for self-limited and/or treatable infections in order 
to study vaccine and therapeutic efficacy or to characterize the 
host response to the infection in detail, for example, influenza,5 
primary dengue,6 norovirus,7 and malaria.8 A human challenge 
experiment can rapidly provide feedback to vaccine developers 
and public health officials to help prioritize resource-intensive 
field trial evaluations of promising candidate vaccines. If an en-
couraging preliminary efficacy signal is observed in a post-vac-
cination human challenge trial, it may support vaccine approval 
by regulatory agencies. In 2020 the US Food and Drug Admin-
istration (FDA) approved a single-dose live oral cholera vaccine, 
Vaxchora, targeting Vibrio cholerae serogroup O1, representing 

http://www.nobelprize.org/nobel_prizes/medicine/laureates/1901/behring-facts.html
http://www.nobelprize.org/nobel_prizes/medicine/laureates/1901/behring-facts.html
https://www.cdc.gov/polio/why-it-matters/africa-kicks-out-wild-polio.htm
https://www.cdc.gov/polio/why-it-matters/africa-kicks-out-wild-polio.htm
https://www.cdc.gov/polio/why-it-matters/africa-kicks-out-wild-polio.htm
https://www.who.int/emergencies/disease-outbreak-news/item/wild-poliovirus-type-1-(WPV1)-malawi
https://www.who.int/emergencies/disease-outbreak-news/item/wild-poliovirus-type-1-(WPV1)-malawi
https://www.who.int/emergencies/disease-outbreak-news/item/wild-poliovirus-type-1-(WPV1)-malawi
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viruses are not only well-tolerated and safe in humans but retain 
the ability to provoke protective immune responses.

Recognition and subsequent exploitation of key antigenic sub-
structures rather than whole microbes were important technical 
advances. The studies of the polysaccharide capsules of Strepto-
coccus pneumonia11 and M proteins of Streptococcus  species,12 
respectively, led to characterization, isolation, and serotyping 
of these bacterial structures and their recognition as key anti-
gens in immunity to Streptococcal diseases. Such observations 
led eventually to safer vaccination with components (subunits) 
of pathogens, as opposed to entire microbes. When delivered as 
vaccines, these isolated microbial components produce protec-
tive antibody and cellular immune responses but do not cause 
the disease induced by the complete wild-type organisms.

The polysaccharide vaccines developed for the prevention of 
bacterial diseases caused by Haemophilus influenzae, Neisseria 
meningitidis, and Streptococcus pneumoniae were also welcome 
advances. These bacterial polysaccharides were covalently cou-
pled, or conjugated, to a protein carrier such as tetanus or diph-
theria toxoids. This maneuver converted the T-cell-independent 
polysaccharide vaccines into T-cell-dependent protein-polysac-
charide conjugate vaccines and resulted in B cell memory, im-
proved immunity, utility in newborns, and herd immunity.13

The molecular biology revolution of the Twenty-First Century, 
in particular recombinant DNA technology, along with fundamen-
tal dissections of the innate and adaptive immune responses, have 
generated novel approaches to vaccination. Some of these next-
generation vaccine platforms, including nucleic acid vaccines and 
viral-vectored vaccines, are discussed further in the sections below.

ACCOMPLISHMENTS OF VACCINATION
It is generally believed that elimination of an infectious disease 
from human circulation through vaccination can be achieved 
only when the following conditions are met: (1) the pathogen 
has no animal reservoir, and (2) the vaccine induces long-last-
ing immunity (Table 87.1). Smallpox eradication was achieved 

after a worldwide vaccination campaign and is the signature 
 accomplishment of vaccination. The fields of medicine and 
 public health celebrate this remarkable success as it showcases 
the power of vaccines to improve human health. Smallpox was a 
scourge of humanity for millennia, disfiguring and blinding sur-
vivors and killing 30% of those infected. The world’s last known 
naturally occurring smallpox case occurred in Somalia in 1977. 
After the disease was eliminated, routine vaccination against 
smallpox in the general public was discontinued since it was no 
longer necessary for prevention. In 1980, the World Health Or-
ganization (WHO) certified that smallpox had been eradicated.14

The US Centers for Disease Control and Prevention (CDC) des-
ignated vaccination as first on the list of the ten greatest public health 
achievements of the twentieth century,15 and the WHO named “Vac-
cine Hesitancy” as one of the “Ten threats to global health in 2019” 
(https://www.who.int/news-room/spotlight/ten-threats-to-global-
health-in-2019). In addition to smallpox eradication, the control of 
many common childhood infections and attendant reductions in 
morbidity and mortality are great achievements. Implementation of 
routine US childhood immunization programs led to major reduc-
tions from mid-twentieth century disease peaks to record low levels 
for several infectious diseases today (Table 87.2). For example, in the 
US, the incidence of polio, measles, rubella, and mumps declined by 
100%, 99.9%, 99.9%, and 95.9%, respectively.16 It is estimated that for 
each annual birth cohort of approximately four million US children, 
vaccines in the US childhood immunization schedule prevent an es-
timated 20 million cases of disease and 42,000 deaths.17 Furthermore, 
while it is true that a considerable investment of resources is required 
to complete the annual programs of childhood vaccination, vaccines 
result in very significant cost savings, hence are highly cost-effective 
interventions. For each annual US birth cohort, vaccines result in 
nearly $14 billion in annual net direct cost savings and $69 billion 
in annual net societal cost savings, including reductions in parental 
missed work to care for an ill child.17

TABLE 87.1 Stages of Reduction of  
Infectious Disease Incidence by Vaccination 
and Other Prevention Interventions
• Control. The reduction of disease incidence and prevalence to a

locally acceptable level due to vaccination and/or other interven-
tions; continued interventions are needed to maintain the reduction.
Example: diarrheal diseases.

• Elimination of disease. Reduction to zero of the incidence of
a specified disease in a defined geographical area as a result of
 vaccination and/or other interventions; continued measures are
required. Example: neonatal tetanus.

• Elimination of infection. Reduction to zero of the incidence of
 infection caused by a specific agent in a defined geographical area
as a result of vaccination and/or other interventions; continued
measures to prevent re-establishment of transmission are required.
Example: poliomyelitis elimination from North America.

• Eradication. Permanent reduction to zero of the worldwide inci-
dence of infection due to a specific agent as a result of vaccination
and/or other prevention efforts; interventions are no longer needed.
Example: smallpox.

• Extinction. An infectious agent no longer exists in either nature or
the laboratory. Example: none.

Adapted from Dowdle WR. The principles of disease elimination and eradication. Bull 
World Health Organ. 1998;76(suppl 2):22–25.

TABLE 87.2 Historical Comparisons of Mor-
bidity and Mortality for Vaccine- 
Preventable Diseases in the United States

Disease

Pre-Vaccination: 
Estimated  
Annual Aver-
age Number of 
Cases

Post Vac-
cination: An-
nual Cases 
(Reported or 
Estimated) 
in Year 2006

% 
Reduction

Diphtheria 21,053 0 100
Measles 530,217 55 99.9
Mumps 162,344 6,584 95.9
Pertussis 200,752 15,632 92.2
Paralytic Poliomy-

elitis
16,316 0 100

Rubella 47,745 11 99.9
Smallpox 29,005 0 100
Tetanus 580 41 92.9
Hepatitis A 117,333 15,296 87
Acute hepatitis B 66,232 13,169 80.1
Invasive Hib 20,000 <50 99.8
Invasive pneumo-

coccal disease
63,067 41,550 34.1

Varicella 4,085,120 48,445 85

Adapted from Roush SW, Murphy TV, Vaccine-Preventable Disease Table Working 
Group. Historical comparisons of morbidity and mortality for vaccine-preventable 
diseases in the United States. JAMA. 2007;298(18):2155–2163.

https://www.who.int/news-room/spotlight/ten-threats-to-global-health-in-2019
https://www.who.int/news-room/spotlight/ten-threats-to-global-health-in-2019
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example, vaccinia, an animal poxvirus utilized as a vaccine 
against human smallpox, and bacille Calmette-Guerin (BCG), 
an agent of bovine tuberculosis developed as a human tuber-
culosis vaccine. Later, split virus vaccines utilized partially pu-
rified protein antigens derived from whole inactivated viruses, 
for example, split virus influenza vaccines. The polysaccharide 
capsules of bacteria were purified from cultures of multiple se-
rotypes of a single bacterial species leading to polyvalent poly-
saccharide vaccines; for example, the 23-valent pneumococcal 
polysaccharide and the quadrivalent meningococcal polysac-
charide vaccines. Bacterial toxins were purified from cultures 
and made harmless by heat or chemical treatment to produce 
toxoid vaccines, for example, tetanus and diphtheria vaccines.

Recent decades have featured explosive discoveries in genet-
ics, molecular biology, immunology, and microbiology, leading 
to new theory-based (so-called rational) approaches to vaccine 
design. These advances have led to structure-based vaccine de-
sign, generations of recombinant vaccines (based on combining 
two or more sources of DNA), recombinant viral-vectored vac-
cines, and nucleic acid-based vaccines (Table 87.3).

Advances in the development of a vaccine for respiratory 
syncytial virus (RSV) exemplify the impact of structural biology 
and molecular engineering on vaccine design. RSV is the leading 
cause of viral acute lower respiratory tract infections globally, 
with the highest burden of disease occurring in infants under six 
months of age.22 Despite nearly 60 years of research and devel-
opment efforts, no licensed vaccine for RSV exists. In the 1960s, 
one clinical trial administering a formalin-inactivated RSV vac-
cine candidate (FI-RSV) in infants and young children resulted 
in the hospitalization of 80 percent of vaccine recipients, with 
two fatalities due to disease enhancement following natural RSV 
infection.23 Twenty years after the trial, it was determined that 
while FI-RSV elicited antibodies in nearly all recipients, the ma-
jority were directed against nonprotective epitopes.24 Structural 
biology became a prominent tool in demonstrating why FI-RSV 
preferentially produced non- neutralizing antibodies. The fusion 
(F) glycoprotein of RSV, required for viral entry into host cells, 
exists in two conformational states: pre-fusion (pre-F) and post-
fusion (post-F). While the pre-F conformation is used for viral 
entry, it is metastable and irreversibly rearranges to a nonfunc-
tional post-F state.25 Due to the unstable structure of F, formalin 

Vaccines protect the recipient against disease and reduce 
transmission of disease-causing microbes to unvaccinated per-
sons. The term for this protection is herd immunity or com-
munity immunity. A disease that has been studied closely with 
regard to community immunity is measles. Measles is highly 
contagious and easily recognizable in epidemic form. Cluster-
ing of poor vaccination coverage often occurs in communi-
ties, as demonstrated in recent measles outbreaks in the United 
States. In 2019, CDC reported 1282 individual cases reported in 
31 states, the largest number of cases reported in the US since 
1992. The majority of these cases (~89%) were among people 
who were not vaccinated or whose vaccination status was un-
known.18 Such outbreaks point out the importance of commu-
nity immunity to protect vulnerable (unvaccinated) members 
of our communities. Given that many of the recent measles out-
breaks in the United States have been linked to imported cases, 
another important lesson is that as long as a vaccine-prevent-
able, highly transmissible infectious disease exists anywhere, it 
remains a potential threat everywhere—and global vaccination 
programs will continue to be important to ensure the health of 
all community members.

Another powerful example of vaccine-induced community 
immunity comes from pneumococcal vaccines. There are many 
unique challenges relating to pneumococcal vaccines: a large 
number of circulating serotypes, suboptimal immunogenicity 
of polysaccharide-only vaccines, and noninvasive carriage of the 
organism. In spite of these, introduction of the pneumococcal 
conjugate vaccines in infants in 2000 not only led to decreased 
invasive disease among vaccinated children, but also produced a 
significant decrease in adults, particularly among older adults in 
whom this bacterium frequently causes pneumonia.19 The im-
pact of this vaccine highlights the effectiveness of community 
immunity produced by vaccines.

Other recently introduced vaccines have made significant 
impact in relatively brief periods. Before the 2006 implementa-
tion of routine rotavirus vaccination, rotavirus infections were a 
significant cause of severe gastroenteritis in young children and 
accounted for an estimated 410,000 physician visits, 205,000 
to 272,000 emergency department visits, and 55,000 to 70,000 
hospitalizations annually with total costs of up to $1 billion in 
the US alone. The licensure and approval of a rotavirus vaccine 
reduced hospitalizations by 70% to 80%.20 Another example 
is the human papilloma virus (HPV) vaccine, a recombinant 
virus-like particle (VLP) vaccine for primary prevention of 
cancer. The US CDC Advisory Committee on Immunization 
Practices (ACIP) recommended routine HPV vaccination for 
young  females in 2006 and for young males in 2011. Since the 
introduction of the HPV vaccine, there has been a significant 
reduction in HPV infections and cervical precancers. A com-
prehensive meta-analysis of more than 60 million HPV vacci-
nated individuals in 14 countries demonstrated that the rate of 
HPV 16 to 18 infections decreased by 83% among females 13 
to 19 years of age and by 66% among those 20 to 24 years of 
age, whereas the prevalence of precancerous lesions decreased 
by 51% and 31%, respectively.21

Recent Changes in Vaccine Development Strategies
Early vaccines were live attenuated or inactivated versions of 
whole wild-type human pathogens, for example, rabies, yellow 
fever virus, and influenza. In a few cases, attenuated zoonotic 
organisms closely related to human pathogens were employed 
to produce cross-reactive protective responses in humans, for 

TABLE 87.3 Vaccine Platforms: Classical 
and Next-Generation

Platform 
Type Subtype Examples

Whole 
pathogen

Live attenuated Measles, mumps, rubella, varicella 
zoster, yellow fever vaccines

Inactivated Rabies vaccine
Subunit Polysaccharide 23-valent Streptococcus 

pneumoniae vaccine
Polysaccharide 

conjugated to 
protein

13-valent Streptococcus 
pneumoniae, Haemophilus 
influenzae, Neisseria 
meningitidis vaccines

Protein Influenza vaccine
Virus-like particle Human papillomavirus vaccine

Next-Gener-
ation

Viral vectored Dengue, Ebola vaccines
Nucleic acid 

based
Zika (in development) and SARS-

CoV-2 vaccines
Nanoparticle 

based
Influenza (in development)
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inactivation in FI-RSV resulted in an almost entirely post-F an-
tigen. Recent advances in structural biology and molecular en-
gineering were prominent features in the design of a productive 
RSV antigen through the introduction of stabilizing mutations 
to preserve the pre-F conformation. The resulting antigen, DS-
Cav1, is a stabilized trimer of the pre-F RSV F glycoprotein. This 
protein subunit vaccine elicited neutralizing titers 70 to 80 times 
greater than post-F antigens in mice and nonhuman primates. 
Advancing to phase 1 trials, DS-Cav1 was safe and tolerable in 
healthy adults and elicited neutralizing antibody responses with 
and without adjuvant.25 The identification and stabilization of 
the pre-F conformation have led to the development of several 
types of vaccine candidates designed specifically for infants, the 
elderly, and pregnant women in the third trimester intended to 
provide passive immunity to the infant through the first months 
of life.26 At the time of this writing, further clinical development 
and vaccine efficacy trial outcomes are highly anticipated.

Concurrent with the advances in structural biology that 
 enabled progress in RSV vaccine development, advances in 
genetics and molecular biology allowed for gene cloning and 
expression in recombinant molecular systems, revolutionizing 
vaccine development. Vaccines can now be designed based on 
the in vitro expression of one or a few genes. For example, the 
hepatitis B vaccine, originally developed by Hilleman, was pu-
rified hepatitis B surface antigen (HBsAg) from the blood of 
chronically infected humans. But soon thereafter, a second li-
censed hepatitis B vaccine was produced in yeast cells through 
recombinant DNA methods that inserted the HBsAg gene into 
yeast organisms for expression and purification. In 1986, this 
hepatitis B vaccine was the first approved recombinant vac-
cine in the US (RECOMBIVAX HB) (https://www.fda.gov/
media/74274/download). Newer generation vaccines have 
since been developed (ENGERIX-B [https://www.fda.gov/me-
dia/119403/download] and HEPLISAV-B [https://www.fda.
gov/media/108745/download]) and are widely used today. This 
platform offers advantages including protein purity, as the genes 
of interest are expressed in relative isolation, and vaccine safety, 
as it is no longer necessary to derive vaccines by partially purify-
ing the HBsAg from paid-donor plasma of humans chronically 
infected with hepatitis B virus (and potentially other viruses).

Novel recombinant vaccines and recombinant viral-vectored 
vaccines have been approved or recommended for human use 
for a number of pathogens, including HPV, malaria, and  dengue, 
as discussed below.

Human Papillomavirus
The HPV vaccine is a highly effective recombinant VLP vaccine; 
its public health impacts were highlighted earlier in this chapter. 
Recombinant HPV L proteins expressed in recombinant sys-
tems form VLPs that are purified and formulated with or with-
out an adjuvant. The most recent polyvalent vaccine expresses 
VLPs representing nine HPV serotypes (GARDASIL 9).27 HPV 
VLP vaccines are remarkable for their efficacy and safety and 
because they are primary prevention for several types of cancer 
in both boys and girls.28

Malaria
Malaria causes an annual global disease burden of 220 million 
cases and 400,000 deaths, with the vast majority of cases concen-
trated in Africa. Pregnant women and children under 5 are the 

two highest-risk populations, and the development of an effective 
malaria vaccine remains a global health priority (https://www.who.
int/publications/i/item/world-malaria-report-2019). The most ad-
vanced malaria vaccine, RTS,S, is a recombinant protein subunit 
vaccine that targets the pre-erythrocytic stage of the Plasmodium 
falciparum parasite. It was evaluated in combination with the ad-
juvant AS01 in a Phase 3 trial in which RTS,S/AS01 (Mosquirix) 
demonstrated 36.3% vaccine efficacy four years after first vaccina-
tion in children aged 5 to 17 months who received the four recom-
mended doses.29 Following the phase 3 results, two WHO advisory 
groups jointly called for pilot implementation of the vaccine in 3 to 
5 African nations. In April 2017, the WHO approved the joint rec-
ommendation and established the Malaria Vaccine Implementation 
Programme (MVIP) to further evaluate the vaccine’s safety profile 
and assess the feasibility of a four-dose vaccine administration be-
fore broader use across sub-Saharan Africa (https://www.who.int/
immunization/sage/meetings/2018/april/2_WHO_MalariaMVIP-
update_SAGE_Apr2018.pdf?ua=1). Three pilot countries, Malawi, 
Ghana, and Kenya, were selected based on pre-specified criteria. 
In May 2018, the vaccine was approved by each country’s national 
regulatory agency, and the first round of administration began in 
April 2019. In October 2021, after more than 2.3 million doses of the 
vaccine had been administered to over 800,000 children in the pilot 
nations, the WHO recommended RTS,S/AS01 for broad use in chil-
dren in sub-Saharan Africa and other regions with moderate to high 
Plasmodium falciparum malaria transmission. The MVIP is antici-
pated to conclude in 2023 once the potential benefits of a 4th dose 
and longer-term effects on childhood deaths have been assessed 
(https://www.who.int/news/item/06-10-2021-who-recommends-
groundbreaking-malaria-vaccine-for-children-at-risk).

Dengue
There are an estimated 390 million infections of the dengue  virus 
globally each year, with 95 million of those infections resulting in 
clinical disease.30 In 2019, the first dengue vaccine was approved 
in several countries, including by the US FDA, for use in dengue-
endemic regions. This vaccine, Dengvaxia (CYD-TDV), is a recom-
binant live tetravalent viral vector based on the yellow fever virus 
vaccine strain 17D expressing the envelope and pre-membrane 
genes of all four dengue serotypes. Dengvaxia has been adminis-
tered to more than 41,000 individuals across 26 clinical trials, with a 
favorable safety and immunogenicity profile.31 Based on promising 
results, vaccination campaigns were launched in both Brazil and the 
Philippines, which included school-aged children. However, long-
term observation of vaccine recipients revealed an increased risk of 
severe dengue disease in individuals who had no previous exposure 
to dengue at the time of vaccination (i.e., baseline seronegative in-
dividuals) and in young children (regardless of serostatus).31 During 
the vaccination campaigns in Brazil and the Philippines, 87 cases of 
dengue infection were reported, with 14 resulting in fatalities. Fol-
lowing an additional investigation by the WHO Global Advisory 
Committee on Vaccine Safety, no causality determination could 
be made for these fatalities.32 Based on this increased risk of severe 
dengue infection in seronegative vaccine recipients, Dengvaxia is 
indicated only for seropositive individuals aged 9 to 45 years.33 The 
results from the long-term follow-up of Dengvaxia had a detrimen-
tal impact on vaccine confidence, particularly in the Philippines. In 
that country, increased vaccine hesitancy is believed to have contrib-
uted to a widespread measles outbreak in 2019.34

Recombinant viral vectored vaccines, such as Dengvaxia, the Eb-
ola vaccine Ervebo, which will be discussed later in this chapter, and 

https://www.fda.gov/media/74274/download
https://www.fda.gov/media/74274/download
https://www.fda.gov/media/119403/download
https://www.fda.gov/media/119403/download
https://www.fda.gov/media/108745/download
https://www.fda.gov/media/108745/download
https://www.who.int/publications/i/item/world-malaria-report-2019
https://www.who.int/publications/i/item/world-malaria-report-2019
https://www.who.int/immunization/sage/meetings/2018/april/2_WHO_MalariaMVIPupdate_SAGE_Apr2018.pdf?ua=1
https://www.who.int/immunization/sage/meetings/2018/april/2_WHO_MalariaMVIPupdate_SAGE_Apr2018.pdf?ua=1
https://www.who.int/immunization/sage/meetings/2018/april/2_WHO_MalariaMVIPupdate_SAGE_Apr2018.pdf?ua=1
https://www.who.int/news/item/06-10-2021-who-recommends-groundbreaking-malaria-vaccine-for-children-at-risk
https://www.who.int/news/item/06-10-2021-who-recommends-groundbreaking-malaria-vaccine-for-children-at-risk
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nucleic acid vaccines represent the next generation of vaccine tech-
nology. DNA vaccines utilize DNA plasmids as a vector for express-
ing pathogen antigens in vivo, while mRNA is packaged in a car-
rier molecule for cellular delivery, most often a lipid nanoparticle. 
The technology has been utilized for rapid vaccine production in 
response to outbreaks such as Zika and the COVID-19 global pan-
demic, which began in 2019.35–37 In August 2021, COMIRNATY®, 
a COVID-19 mRNA vaccine developed by BioNTech and Pfizer, 
became the first nucleic acid-based vaccine to receive approval from 
the US FDA for use in humans (https://www.fda.gov/news-events/
press-announcements/fda-approves-first-covid-19-vaccine). A sec-
ond vaccine for COVID-19 using mRNA technology, SPIKEVAX® 
manufactured by Moderna, received FDA approval shortly after 
in January 2022 (https://www.fda.gov/emergency-preparedness-
and-response/coronavirus-disease-2019-covid-19/spikevax-and-
moderna-covid-19-vaccine). Fig. 87.1 portrays a schematic of both 
classical and next-generation platforms in the context of COVID-19 
vaccine development, and additional discussion of the  pandemic 
and the response is included later in this chapter.

Adjuvants
The magnitude of immune responses can be improved by adding 
compounds called adjuvants to vaccine formulations. Recent ad-

vances in our understanding of the innate immune system have 
led to an appreciation that adjuvants act primarily through their 
effects on innate immunity. Adjuvant-triggered innate signals en-
hance the quantity, quality, and specificity of the downstream adap-
tive immune responses to the vaccine antigen. Adjuvants are also 
used to promote increased rates of seroconversion and induce im-
munity even in populations with less responsive immune systems 
such as the elderly, infants, and immunocompromised. Another 
advantage of adjuvants relates to dose-sparing, or their ability to 
reduce the amount of antigen used or the number of vaccine ad-
ministrations given to produce comparable immune responses.38 
Some of the most widely used, clinically approved adjuvants are 
aluminum-based, such as aluminum hydroxide (AH) and alu-
minum phosphate (AP). These adjuvants primarily function to 
amplify antibody production in response to vaccine antigens. Al-
though aluminum adjuvants have been used for many decades, the 
exact mechanism underlying their immune enhancement proper-
ties is not fully understood. Aluminum adjuvants generally have 
safe profiles and are included in vaccine formulations at very low 
doses (0.85 to 1.25 mg).39,40 Novel adjuvants in various stages of de-
velopment include oil-in-water emulsions (e.g., MF059 and AS03), 
saponin-based adjuvants (e.g., QS-21), adjuvants targeting pattern 
recognition (e.g., CpG-ODN), and Toll-like receptor and RIG-I-
like receptor ligand-specific adjuvants (e.g., TLR4).38

Viral vector
Example:
VSV-Ebola vaccine
COVID-19:
AZD1222, Ad5-nCoV

DNA
Example: 
Not currently licensed
COVID-19:
INO-4800 in phase 1
clinical trials

RNA
Example: 
Not currently licensed
COVID-19:
mRNA-1273, BNT162
in phase 1/2 clinical trials

Antigen-presenting cells
Example: 
Not currently licensed
COVID-19:
LV-SMENP-DC,
COVID-19/aAPC
in phase 1/2 clinical trials

Whole-inactivated virus
Example: Polio vaccine
COVID-19:
PiCo Vacc in phase 1
clinical trials

Live-attenuated virus
Example: MMR vaccine
COVID-19:
in preclinical stage

Protein subunit
Example: Seasonal
influenza vaccine
COVID-19:
NVX-CoV2373 in
phase 1/2 clinical trails

Virus-like particle
Example: Human
papillomavirus vaccine
COVID-19:
in preclinical stage

RNA

Spike protein

SARS-CoV-2

Nucleocapsid
protein

Classical platforms Next-generation platforms

FIG. 87.1 An Overview of the Different Vaccine Platforms in Development Against COVID-19. A schematic representation is shown 
of the classical vaccine platforms that are commonly used for human vaccines, and next-generation platforms, where very few have been 
licensed for use in humans. The stage of development for each of these vaccine platforms for COVID-19 vaccine development is shown; 
online vaccine trackers are available to follow these vaccines through the clinical development and licensing process.  (Reproduced from 
van Riel D, de Wit E. Next-generation vaccine platforms for COVID-19. Nat Mater. 2020;19[8]:810–812.) As of March 2022, two RNA vac-
cines are currently approved by the FDA for use in humans: COMIRNATY® (NCT04368728) and SPIKEVAX® (NCT04470427).

https://www.fda.gov/news-events/press-announcements/fda-approves-first-covid-19-vaccine
https://www.fda.gov/news-events/press-announcements/fda-approves-first-covid-19-vaccine
https://www.fda.gov/emergency-preparedness-and-response/coronavirus-disease-2019-covid-19/spikevax-and-moderna-covid-19-vaccine
https://www.fda.gov/emergency-preparedness-and-response/coronavirus-disease-2019-covid-19/spikevax-and-moderna-covid-19-vaccine
https://www.fda.gov/emergency-preparedness-and-response/coronavirus-disease-2019-covid-19/spikevax-and-moderna-covid-19-vaccine
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Systems Biology Approach to Vaccination
Over the last decade, systems biology, or systems vaccinology, 
approaches to vaccine development have captured considerable 
interest.41 The principal objectives of a systems vaccinology ap-
proach are to elucidate complex immunological pathways that 
generate long-lasting immunological memory and to provide 
new insights into molecular and cellular signatures that can 
predict vaccine efficacy. In addition to the traditional cellular 
and humoral immunological assays (antibodies, T cells, B cells), 
multiple “omics” assays may be performed and used to gener-
ate computer models or algorithms describing the immune 
response to vaccination. Some of the applications of “omics” 
 assays include profiling of T-cell epitopes and antibody speci-
ficity by proteomics, the discovery of predictive biomarkers by 
metabolomics and lipidomics, assessment of host-pathogen 
interactions and infection-induced immune responses by tran-
scriptomics, and mapping of antibody glycosylation by gly-
comics.42 Recent technological advances bring novel methods 
to systems vaccinology that include single-cell genomics and 
epigenomics. Single-cell technologies enable deconvolution and 
more in-depth resolution of immune responses by identifying 
cellular heterogeneity, rare cell subtypes, and unique biomark-
ers.43 The use of new high-throughput assays to assess multiple 
dimensions of innate and adaptive immune responses generates 
very large data sets. Analyses and integration of these huge data 
sets require multidisciplinary collaboration with computational 
biologists and informaticians. These detailed assessments are 
being applied in a variety of infectious and non-infectious dis-
ease states. The impact of systems vaccinology on public health 
is yet to be fully realized; as the technologies supporting this 
 approach continue to improve, new progress on vaccine devel-
opment and utilization is anticipated.

Recent Responses to Epidemics and Pandemics
Despite all the advances and accomplishments of vaccine sci-
ence, there remains a pressing public health concern that reso-
nates around the globe, that is: when major epidemics of lethal 
and highly infectious diseases occur, can protective vaccines be 
developed quickly enough to respond? Advances in next-gener-
ation vaccine technology have allowed for record-speed prod-
uct development over the last several years, most recently with 
the development of multiple COVID-19 vaccine candidates in 
a matter of months. Demonstrating vaccine efficacy during an 
ongoing epidemic or pandemic remains a challenge, and each 
outbreak presents unique hurdles. Below are three recent case 
studies of diseases that caused epidemics or pandemics and 
examples of vaccine development that occurred in  response to 
these global events.

Ebola
Ebola was first discovered in 1976, and vaccine development be-
gan in the late 1990s with an initial phase 1 clinical trial of the 
first candidate vaccine in 2003.44 Multiple iterations of the Ebola 
vaccine were developed and tested in Phase 1 clinical trials lead-
ing to refinement of the antigen design and platform approach, 
and testing of advanced candidates starting in 2014.45,46 One of 
these candidates, rVSV-ZEBOV (Ervebo), was approved by the 
US FDA in 2019 for the prevention of Ebola virus disease (EVD) 
after demonstration of efficacy in a ring-vaccination clinical trial 
in 2015–16 during the West Africa Ebola outbreak (https://www.
fda.gov/vaccines-blood-biologics/ervebo).47 The VSV-EBOV 
vaccine is unique in that it represents the first vaccine against 

a filovirus to be approved in the United States and is from a 
novel class of vaccine based on a viral vector. VSV-EBOV is a 
live, attenuated recombinant vesicular stomatitis virus (VSV) in 
which the gene for the native envelope  glycoprotein is replaced 
with the gene from the Ebola virus  glycoprotein.46 Additional 
candidate vaccines designed to prevent EVD and other filovi-
ruses are under evaluation in  clinical testing (NCT04041570, 
NCT03475056),48 and a prime-boost vaccine regimen, Zabde-
no® (Ad26.ZEBOV) and Mvabea® (MVA-BN-Filo), was granted 
Marketing Authorization from the European Medicines Agency 
for prophylactic use in individuals ages 1 and older in May 2020 
(https://www.who.int/news-room/questions-and-answers/item/
ebola-vaccines).

Zika Virus
Zika virus is a mosquito-borne flavivirus closely related to 
dengue that was first discovered in 1947 in Zika Forest, Ugan-
da. This single-stranded positive sense RNA virus resulted in 
small human disease outbreaks over the years, but from 2015 
to 2016 emerged and spread across the Americas, Africa, and 
other parts of the world (https://www.who.int/news-room/
fact-sheets/detail/zika-virus). To date, a total of 86 countries 
and territories have reported evidence of mosquito-transmit-
ted Zika infection.49 In pregnant women, infections resulted 
in fetal microcephaly or other birth anomalies.50 In general, 
healthy adults with symptomatic infections experience a mild 
to moderate self-limited viral illness which has been described 
as “mild dengue” and is mostly characterized by fever, rash, 
conjunctivitis, and arthritis. An increased association of 
Guillain-Barré syndrome with Zika infections has also been 
reported in multiple countries. Interestingly, it is believed that 
80% of Zika infections are asymptomatic. In symptomatic 
infected adults, viremia persists for less than a week in most 
cases, but longer durations of viral RNA detection are reported 
in semen and urine.51,52

The development of a vaccine emerged as a top priority of 
the US government’s response to the epidemic in 2015. Several 
leading candidates, including both inactivated and DNA vaccine 
platforms, were rapidly developed and evaluated in early phase 
clinical trials.36,53 One of the candidates progressed into a mul-
tinational efficacy trial in early 2017, but the epidemic waned 
before an efficacy signal could be detected.54 However, these vac-
cine candidates, along with others that have shown promise in 
preclinical studies, remain in development in preparation for 
another Zika epidemic.

SARS-CoV-2
In January 2020, a novel coronavirus was identified as the cause 
of an outbreak in China. By late September 2020, SARS-CoV-2 
quickly spread worldwide with over 1 million documented 
deaths due to the clinical disease, COVID-19.55 Using techniques 
and expertise garnered from prior pandemic responses and pre-
existing coronavirus (SARS-CoV-1 and MERS) vaccine research, 
publicly and privately funded vaccine research teams promptly 
developed candidate SARS-CoV-2 vaccines for the prevention 
of COVID-19 disease.56,57 The first documented COVID-19 vac-
cine clinical trial launched in the United States in March 2020 
with multiple candidates entering clinical trials shortly after, 
quickly demonstrating safety and immunogenicity37,58–60 re-
sulting in the launch of multiple phase 3 efficacy trials by mid 
to late 2020 (NCT04505722, NCT04516746, NCT04470427, 
NCT04368728).61 A variety of established and novel vaccine 

https://www.who.int/news-room/questions-and-answers/item/ebola-vaccines
https://www.who.int/news-room/questions-and-answers/item/ebola-vaccines
https://www.who.int/news-room/fact-sheets/detail/zika-virus
https://www.who.int/news-room/fact-sheets/detail/zika-virus
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platforms were developed predominantly expressing the SARS-
CoV-2 spike protein with many specifically encoding for a sta-
bilized version of the spike protein described in early 2020.56 To 
enable rapid deployment of safe and efficacious vaccines, mul-
tiple international governments established vaccine research and 
production programs and the US government launched Opera-
tion Warp Speed (OWS) in May 2020, designed to utilize exper-
tise and resources from the US government and private sectors 
working rapidly to develop and produce a vaccine for the US 
public, specifically to produce over 300 million safe and effec-
tive vaccine regimens for the US  public by  January of 2021. This 
effort funded and enabled the development of multiple candi-
date vaccines of various platform types (including nucleic acid, 
viral vector, and protein subunit).61 At the time of this writing, 
two nucleic acid vaccines have received FDA approval, COMIR-
NATY® and SPIKEVAX®, after demonstrating 93 to 95% efficacy 
against symptomatic disease in final analyses of the phase 3 trials 
(https://www.fda.gov/emergency-preparedness-andresponse/
coronavirus-disease-2019-covid-19/covid-19-vaccines).

Current Recommendations
Today in the United States, there are clear national guidelines that 
recommend vaccines for children, adolescents, and adults. Each 
February, the CDC publishes two recommended immunization 
schedules based on the recommendations of the CDC-appointed 
ACIP. One ACIP schedule of immunizations provides the adult 
immunization recommendations (Table 87.4). The adult schedule 
offers recommendations for each vaccine based on the age of the 
patient. For example, the ACIP recommends that all adults (per-
sons aged 19 years and over) receive: annual influenza vaccina-
tion; tetanus-diphtheria-acellular pertussis (Tdap) vaccine once, 
followed by tetanus boosters every 10 years; a 2-dose recombinant 
zoster vaccine (RZV) administered 2 to 6 months apart for indi-
viduals aged ≥50 years; and a pneumococcal vaccination at age 65 
years (https://www.cdc.gov/vaccines/schedules/hcp/index.html).

The adult schedule also provides recommendations for 
 vaccines indicated for certain risk factors, including medical con-
ditions (e.g., immunocompromising conditions, kidney failure, 
diabetes), pregnancy, and certain occupations. Importantly, live 

TABLE 87.4 Parts A and B: Recommended Adult Immunization Table, United States, 2020, 
From the Advisory Committee on Immunization Practice of the Centers for Disease Control  
and Prevention

Vaccine

A

19–26 years 27–49 years 50–64 years

Influenza inactivated (IIV4) or
Influenza recombinant (RIV4)

Influenza live, attenuated
(LAIV4)

Tetanus, diphtheria, pertussis
(Tdap or Td)

Measles, mumps, rubella
(MMR)

Varicella
(VAR)

Zoster recombinant
(RZV)

Human papillomavirus (HPV)

Pneumococcal
(PCV15, PCV20, PPSV23))

Hepatitis A
(HepA)

Hepatitis B
(HepB)

Meningococcal A, C, W,Y
(MenACWY)

Meningococcal B
(MenB)

Haemophilus influenzae type b
(Hib)

1 dose annually

2 doses

1 dose PCV15 followed by PPSV23
or

1 dose PCV20 (see notes)

1 dose annually

1 dose Tdap, then Td or Tdap booster every 10 years

1 or 2 doses depending on indication
(if born in 1957 or later)

2 doses
(if born in 1980 or later)

2 or 3 doses depending on age at 
initial vaccination or condition

2 or 3 doses depending on vaccine

2, 3, or 4 doses depending on vaccine or condition

2 or 3 doses depending on vaccine and indication, see notes for booster recommendations

1 or 3 doses depending on indication

1 or 2 doses depending on indication, see notes for booster recommendations

27 through 45 years

19 through 23 years

1 dose PCV15 followed by PPSV23
or

1 dose PCV20

2 doses

Recommended vaccination for adults who meet age
requirement, lack documentation of vaccination, or
lack evidence of past infection

Recommended vaccination for adults
with an additional risk factor 
or another indication

Recommended vaccination based
on shared clinical decision-making

No recommendation/
Not applicable

≥65 years 

oror

1 dose Tdap each pregnancy; 1 dose Td/Tdap for wound management (see notes)

2 doses for immunocompromising conditions (see notes)

https://www.fda.gov/emergency-preparedness-andresponse/coronavirus-disease-2019-covid-19/covid-19-vaccines
https://www.fda.gov/emergency-preparedness-andresponse/coronavirus-disease-2019-covid-19/covid-19-vaccines
https://www.cdc.gov/vaccines/schedules/hcp/index.html
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• Human immunodeficiency virus (HIV)
• Lyme disease
• Malaria
• Powassan disease
• Rocky Mountain spotted fever
• Universal coronavirus (SARS-CoV-1, MERS, SARS-CoV-2)
• Tuberculosis (TB)
• Tularemia
• Zika

vaccines (varicella and MMR) are contraindicated for pregnant 
women, immunocompromised hosts, and HIV-infected individ-
uals when the CD4+ T-cell absolute count is below 200 cells/mcl.

A second ACIP immunization schedule of immunizations 
covers birth to 18 years of age and catch-up recommenda-
tions for children or adolescents who have not received rec-
ommended vaccines (Table 87.5). The ministries of health for 
many  European countries publish their own country-specific 
immunization schedules, and vaccination guidelines pub-
lished by the WHO are utilized by many developing countries. 
The schedules are generally similar but with some region-spe-
cific differences. For example, the 2020 US ACIP immuniza-
tion schedule for children recommends vaccinations against 

TABLE 87.4 Parts A and B: Recommended Adult Immunization Table, United States, 2020, 
From the Advisory Committee on Immunization Practice of the Centers for Disease Control  
and Prevention

B

Recommended vaccination
for adults who meet
age requirement, lack
documentation of
vaccination, or lack
evidence of past infection 

Recommended vaccination
for adults with an additional
risk factor or another
indication

Recommended vaccination
based on shared clinical
decision-makin

Precaution—vaccination
might be indicated if
benefit of protection
outweighs risk of adverse
reaction

No recommendation/
Not applicable

Contraindicated or not
recommended—vaccine
shoulde not be administered.
*Vaccinate after pregnancy.

LAIV4

Vaccine Pregnancy
Immuno-

compromised
(excluding HIV

infection)

HIV infection CD4
percentage and count

Asplenia,
complement
deficiencies

End-stage
renal

disease, or on
hemodialysis

Heart or
lung disease;
alcoholism1

Chronic liver
disease Diabetes Health care

personnel2
Men who
have sex
with men<200 mm3

<15% or
≥200 mm3
≥15 and

IIV4 or RIV4

Tdap or Td 

MMR

VAR

RZV

HPV

Pneumococcal
(PCV15, PCV20,
PPSV23)

HepA

HepB

MenACWY

MenB

Hib

1 or 2 doses depending on indication

2 doses

2 doses at age ≥50 year2 doses at age ≥19 years

2 or 3 doses through age 26 years depending on age at initial vaccination or condition

1 dose Tdap, then Td or Tdap booster every 10 years

1 dose annually

1 dose Tdap each 
pregnancy

ContraindicatedContraindicated*

ContraindicatedContraindicated*

3 doses through age 26 years

1 doses PCV15 followed by PPSV23 OR 1 dose PCV20(see notes)

2 or 3 doses depending on vaccine

2, 3, or 4 doses depending on vaccine or condition

1 or 2 doses depending on indication, see notes for booster recommendations

2 or 3 doses depending on vaccine and indication, see notes for booster recommendations

doses HSCT3

recipients only 1 dose

Precaution

3 doses
(see notes)

oror
Contraindicated Precaution 1 dose annually

Not
Recommended*

1. Precaution for LAIV does not apply to alcoholism. 2. See notes for influenza; hepatitis B; measles, mumps, and rubella; and varicella vaccinations.
3. Hematopoietic stem cell transplant.

Notes: Tetanus, diphtheria, and pertussis vaccination: Pregnancy: 1 dose Tdap during each pregnancy, preferable in early part of gestational weeks 27-36; wound management: Persons with 
3 or more doses of tetanus-toxoid-containing vaccine: For clean and minor wounds, administer Tdap or Td if more than 10 years since last dose of tetanus-toxoid-containing vaccine; for 
all other wounds, administer Tdap or Td if more than 5 years since last dose of tetanus-toxoid-containing vaccine. Tdap is preferred for persons who have not previously received Tdap 
or whose Tdap history is unknown. If a tetanus-toxoid-containing vaccine is indicated for a pregnant woman, use Tdap. Zoster vaccination: Immunocompromising conditions (including 
HIV): RZV recommended for use for persons 19 years or older who are or will be immunodeficient of immunosuppressed because of disease or therapy. Pneumococcal vaccination: Age 
19–64 years with certain underlying medical conditions or other risk factors who have not previously received a pneumococcal conjugate vaccine or whose previous vaccination history is 
unknown: 1 dose PCV15 or 1 dose of PCV20. If PCV15 is used, this should be followed by a dose of PPSV23 given at least 1 year after PCV15 dose. A minimum interval of 8 weeks be-
tween PCV15 and PPSV23 can be considered for adults with an immunocompromised condition, cochlear implant, or cerebrospinal fluid leak to minimize the risk of invasive pneumococ-
cal disease caused by serotypes unique to PPSV23 in these vulnerable groups. Hepatitis B vaccination: Heplisay-B is not recommended in pregnancy due to lack of safety data in pregnant 
women. Meningococcal vaccination: Booster dose is recommended for those at increased risk due to an outbreak and if 5 or more years have passed since receiving MenACWY and 1 
year or more since receiving MenB. Detailed information could be found at https://www.cdc.gov/vaccines/schedules/downloads/adult/adult-combined-schedule.pdf.

—cont’d

ten  viral diseases: hepatitis B, rotavirus, poliovirus, influenza, 
measles, mumps, rubella,  varicella, hepatitis A, and human 
papilloma virus (HPV) (https://www.cdc.gov/vaccines/sched-
ules/hcp/index.html). Preventive viral vaccines in the WHO-
recommended routine immunization schedule for children 
include the same 10 viral vaccines (although four—mumps, 
influenza, varicella, and hepatitis A vaccines—are recom-
mended only for country immunization programs with cer-
tain characteristics). The WHO schedule also recommends 
additional vaccines, for example, rabies, yellow fever, Japanese 
encephalitis, and tick-borne encephalitis vaccines for certain 
high-risk populations (https://www.who.int/immunization/
policy/ immunization_tables/en/).

https://www.cdc.gov/vaccines/schedules/downloads/adult/adult-combined-schedule.pdf
https://www.cdc.gov/vaccines/schedules/hcp/index.html
https://www.cdc.gov/vaccines/schedules/hcp/index.html
https://www.who.int/immunization/policy/immunization_tables/en/
https://www.who.int/immunization/policy/immunization_tables/en/
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Present and Future Challenges
A few specific challenges facing those involved in vaccine 
 research and discovery are highlighted below to illustrate the 
ongoing needs in the area of public health.

A Vaccine for HIV. The development of an HIV/AIDS vaccine 
has long been recognized as a top HIV research global priority 
at the US National Institutes of Health. Strong and simple treat-
ments for those who are living with HIV infection are now avail-
able and have even been rolled out to developing countries. It has 
been shown that treatment-as-prevention, wherein the viral load 
is lowered to an undetectable level by antiretroviral treatment of 
infected persons, results in a benefit to the infected patient and 
up to 96% reduction in HIV incidence in sexual partners.62

More recently, antiretroviral agents have been tested glob-
ally and licensed in the United States as a once-daily pill (a 
 combination of tenofovir and emtricitabine) for HIV/AIDS 
prevention in higher-risk individuals.63 Known as pre-exposure 
prophylaxis (PrEP), this approach, in an idealized setting where 
resources and human adherence were not limiting, could have 
a truly dramatic impact on HIV incidence. However, to date, 
uptake has been low, and adherence has been a concern. A fed-
eral initiative, Ending the HIV Epidemic: A Plan for America, 

TABLE 87.5 Recommended Immunization Schedules for Persons Aged 0 Through 18 Years, 
United States, 2020, From the Advisory Committee on Immunization Practice of the Centers for 
Disease Control and Prevention

Vaccine Birth 1 mo 2 mos 4 mos 6 mos 9 mos 12 mos 15 mos 18 mos 19–23 
mos 2–3 yrs 4–6 yrs 7–10 yrs 11–12 yrs 13–15 yrs 16 yrs 17–18 yrs

Range of recommended
ages for all children

Range of recommended
ages catch-up vaccination

Range of recommended
ages for certain high-risk groups

Recommended vaccination
can begin in this age group

Recommended vaccination based
on shared clinical decision-making

Not recommendation/
not applicable

Hepatitis B (HepB)

Rotavirus (RV): RV1 (2-dose series),
RV5 (3-dose series)
Diphtheria, tetanus, acellular
pertussis (DTaP <7 yrs)

Pneumococcal conjugate (PCV13)

Haemophilus influenzae type b (Hib)

Inactivated poliovirus
(IPV <18 yrs)

Influenza (IIV4)

Influenza (LAIV4)

Measles, mumps, rubella (MMR)

Varicella (VAR)

Hepatitis A (HepA)

Tetanus, diphtheria, acellular
pertussis (Tdap ≥7 yrs)

Human papillomavirus (HPV)

Meningococcal (MenACWY-D
≥9 mos, MenACWY-CRM≥2 mos,
MenACWY-TT≥2years) 
Meningococcal B (MenB-4C,
MenB-FHbp)

Pneumococcal polysaccharide
(PPSV23)

Dengue (DEN4CYD; 9–16 yrs)

See Notes

See Notes

See Notes

2-dose series, See NotesSee Notes

See Notes

See Notes

See Notes

See Notes

See
Notes

Seropositive in endemic areas only
(See Notes)

1st dose

1st dose

1st dose

1st dose

1st dose

1st dose

1st dose

1st dose

1st dose

Annual vaccination 1 or 2 doses Annual vaccination 1 dose only

Annual vaccination 1 dose only
Annual vaccination

1 or 2 doses

1 dose

2nd dose

2nd dose

4th dose

5th dose

3rd dose

3rd dose

3rd dose

3rd dose

3rd or 4th dose

4th dose

4th dose

2nd dose

2nd dose

2nd dose

2nd dose

2nd dose

2nd dose

2nd dose

C

or or

Notes: Measles, mumps, rubella (MMR): during international travel infants age 6–11 months 1 dose before departure; revaccinate with 2-dose series at age 12–15 months (12 months 
for children in high-risk areas) and dose 2 as early as 4 weeks later. Hepatitis A: during international travel infants age 6–11 months 1 dose before departure; revaccinate with 2 doses, 
separated by at least 6 months, between age 12–23 months. For detailed information on Meningococcal Vaccination: MenACWY-D, MenACWY-TT, MenB-4C, MenB-FHbp) and Pneumo-
coccal vaccination see https://www.cdc.gov/vaccines/schedules/hcp/imz/child-adolescent.html#note-mening.

• Human immunodeficiency virus (HIV)
• Lyme disease
• Malaria
• Powassan disease
• Rocky Mountain spotted fever
• Universal coronavirus (SARS-CoV-1, MERS, SARS-CoV-2)
• Tuberculosis (TB)
• Tularemia
• Zika

KEY CONCEPTS
Current Areas of Vaccine Need

https://www.cdc.gov/vaccines/schedules/hcp/imz/child-adolescent.html#note-mening
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which includes a plan to make PrEP medication available with-
out cost for up to 200,000 people a year for 11 years, was an-
nounced in 2019 to help combat these issues and reduce the 
number of new HIV infections in the United States.64

While the advances in HIV treatment, treatment-as- 
prevention, and PrEP have been significant, the numbers of new 
infections globally remain unacceptably high, with 1.7 million 
new infections in 2019 and a total of 38 million people living with 
HIV infection.65 In the United States, progress on prevention 
of HIV infections through condoms, education, and evidence-
based interventions plateaued new infections to ~36,400 in 2018 
(http://www.cdc.gov/hiv/library/reports/hiv-surveillance.html).

The global need for an HIV vaccine remains. However, the 
scientific challenges have proven significant, and despite more 
than 30 years of major effort since the identification of the vi-
ral etiologic agent of AIDS in 1984, there is no approved HIV 
vaccine with proven protective efficacy. The majority of efficacy 
trials completed to date have not achieved protection of higher-
risk vaccinated subjects relative to placebo recipients.66 Addi-
tionally, in two of the trials (which tested replication-deficient 
adenovirus serotype 5 recombinant vaccine vectors expressing 
HIV Gag, Pol, and Nef but not Env), the studies were halted ear-
ly with either concern over possible enhanced HIV acquisition 
in a small subset of participants or lack of prevention efficacy in 
the vaccine groups relative to the placebo groups.66

Importantly, modest vaccine efficacy was observed in the 
RV144 efficacy trial reported in 2009.67 Conducted by the US 
Army in collaboration with the government of Thailand. This 
16,000-person study evaluated a prime-boost regimen of a non-
replicating canarypox vector prime (expressing HIV Gag, prote-
ase, and gp120) followed by boosting with the same vector, plus a 
bivalent gp120 protein adjuvanted in alum. The RV144  regimen 
produced 61% protection in the first year  post- vaccination and 
modest (31.2%) protection at 3.5 years post-vaccination.67

This first evidence of human protection by an HIV vaccine 
proved that the development of an HIV vaccine may be pos-
sible and has re-energized the field. The US HIV Vaccine Tri-
als Unit Network (HVTN), National Institute of Allergy and 
Infectious Diseases (NIAID), National Institutes of Health 
(NIH), US Army, and country-level and industry collaborators 
have formed the Pox-Protein Public-Private partnership (also 
known as P5) to plan an intensive series of follow-up human 
studies to confirm and fully investigate the important leads pro-
vided to the field by RV144.68 One such follow-up efficacy trial 
of 5407 participants in South Africa (HVTN 702) was unfortu-
nately not as successful as RV144. This trial was investigating a 
poxvirus vector and a bivalent gp120 protein adjuvanted with 
MF59, both modified to express clade C. The HVTN 702 trial 
was recently halted when the data and safety monitoring board 
(DSMB) found that the regimen did not prevent infection com-
pared to placebo recipients.69 Additional analysis is ongoing to 
discover the reason behind these discrepant outcomes.

A holy grail for HIV vaccines remains the discovery of a 
vaccine immunogen that induces broadly neutralizing, protec-
tive antibodies. Such antibodies occur naturally in up to 15% 
of chronically infected persons, usually after years of infec-
tion. Although seen in natural infection, no vaccine has been 
able to readily induce these broadly neutralizing antibodies 
in  vaccinated humans. However, several broadly neutralizing 
monoclonal antibodies (bnAbs) have been isolated and cloned, 
and several have been tested for safety and pharmacokinetics 
in human trials. To date, these bnAbs have proven safe and  

well-tolerated in both healthy and HIV-infected recipients.70–72 
In viremic recipients who do not have resistant viruses present 
prior to infusion, receipt of either a single or combination of 
bnAbs results in a temporary decrease in circulating viral load, 
which typically rebounds once the serum levels of the bnAb 
lower  below a protective concentration.73–75

NIAID, through two of its HIV/AIDS clinical trials networks 
(the HVTN and the HIV Prevention Trials Network (HPTN)), is 
conducting two phase 2B efficacy trials of a broadly neutralizing 
monoclonal antibody, VRC01 (Clinical trials HVTN 703/HPTN 
081 and HVTN 704/HPTN 085).70,75 The VRC01 efficacy trials 
(or AMP studies for antibody-mediated protection) are random-
ized, double-blind, placebo-controlled clinical trials. In the AMP 
studies, VRC01 was infused IV every eight weeks for 18 months 
at doses of 0 mg/kg (placebo), 10 mg/kg, or 30 mg/kg. While 
VRC01 was generally well-tolerated and demonstrated a favor-
able safety profile, it did not prevent acquisition of resistant viral 
strains. It did, however, protect against sensitive isolates, provid-
ing 75% protection over the 20- month trial to at-risk popula-
tions exposed to sensative subtype B and C variants. 

These results support what many experts suspected: rather 
than a single antibody, a combination of potent monoclonal 
antibodies targeting different epitopes on the gp120 envelope 
protein structure may be required to produce broad protection 
across a range of diverse subtypes. Combinations of two or three 
bnAbs are being evaluated in early-phase trials (NCT04173819, 
NCT04212091, NCT03928821).75a

Improved Influenza Vaccines
The disease burden due to seasonal influenza A is significant, 
with the highest morbidity and mortality occurring in chil-
dren, older adults, pregnant women, and persons with chronic 
 medical conditions.76 During an average year, seasonal  infections 
result in an estimated 3 to 5 million severe cases and 291,000 to 
645,000 influenza-associated deaths worldwide.77 In the United 
States, it is currently recommended that all persons 6 months or 
older receive an annual influenza vaccine.76 This recommenda-
tion serves to protect the vaccinated individual as well as those 
in the community who cannot be vaccinated themselves.

Influenza A and influenza B viruses are responsible for the 
majority of human infections. Multiple subtypes of influenza A 
are categorized based on the amino acid (AA) sequence homol-
ogy within the viral surface proteins, hemagglutinin (HA), and 
neuraminidase (NA). So far, 18 HA and 11 NA subtypes have 
been discovered. Currently, two influenza A subtypes (H1N1 
and H3N2) and two antigenically distinct lineages of influenza 
B (Yamagata and Victoria) co-circulate in humans,76 with one 
strain of each represented in the quadrivalent seasonal vaccine 
developed each year.

Influenza is a segmented negative-stranded RNA virus of the 
Orthomyxoviridae family that lacks a proof-reading function in 
its viral polymerase and therefore mutates rapidly. These muta-
tions result in an antigenic drift of the surface proteins, requir-
ing an annual vaccine reformulation. Currently, licensed vac-
cines are produced in either embryonated eggs or cell culture 
and include inactivated influenza vaccines (IIVs), recombinant 
influenza vaccines, and live attenuated vaccines.76 WHO issues 
a new vaccine strain recommendation for the vaccine each 
February, and vaccine manufacturers then race to produce the 
year’s seasonal vaccine by late summer in order to be ready for 
the winter influenza season. There are multiple challenges and 

http://www.cdc.gov/hiv/library/reports/hiv-surveillance.html
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needs with regard to this annual process of influenza vaccine 
prediction, production, distribution, implementation, uptake, 
and protection (Fig. 87.2).

Young children (particularly those between 6 months and 
5  years of age) and older adults have a higher risk of severe 
illness during influenza infection. Children between 6 months 
and eight years of age should receive two doses of vaccine ad-
ministered at least four weeks apart during the first season they 
receive vaccination for optimal protection.76 Quadrivalent in-
activated influenza vaccines (IIVs) are approved for all ages, 
while live attenuated influenza vaccines (LAIVs) should only 
be administered to children over 2 years of age, and quadri-
valent recombinant influenza vaccines (RIVs) to children over 
the age of 4 years. For older adults, currently licensed vac-
cines provide relatively weak protection overall but remain 
an important public health measure. Immunosenescence is a 
large contributor to this reduced vaccine efficacy, resulting in 
increased disease susceptibility and severity. One solution to 
this challenge has been the approval of a high-dose vaccine, 
containing a fourfold higher dose of antigen, for a total of 
60 mcg (compared to the standard 15 mcg) of each viral HA 
protein. This high-dose vaccine was shown to increase efficacy 
and was approved for use in older adults in the United States 
in 2009 (trivalent) and 2019 (quadrivalent).2,78 A vaccine for-
mulated with the oil-in-water adjuvant, MF59, was approved 
for use in the United States and may increase immunogenicity 

in older adults (https://www.fda.gov/vaccines-blood-biologics/
approved-products/fluad).3

An ongoing issue with seasonal influenza vaccines involves 
the variable vaccine effectiveness for each viral antigen within 
the vaccine, which is partially dependent on the degree of match 
between the vaccine strains and the circulating strains. In or-
der to allow manufacturers the six months currently required 
for egg-based vaccine production, the vaccine strains for each 
subtype and lineage must be selected in February of each year 
for the following season’s vaccine campaign. The burden of an-
nual revaccination of the entire population against a variable 
viral target is high, both logistically and financially. Further-
more, uptake of the annual seasonal influenza vaccine in the 
general population remains suboptimal. Over the past decade, 
considerable effort has been put into the development of uni-
versal influenza vaccines that would produce a broad immune 
response capable of protecting an individual against more anti-
genically drifted viruses and should ideally mean protection for 
more than one influenza season. A common approach to the 
rational design of such a vaccine involves selecting antigens in 
the more conserved regions of the virus, including the highly 
conserved HA stalk rather than the hypervariable HA head and 
other conserved internal proteins. Some of the universal influ-
enza vaccine candidates are moving into early phase human 
safety and immunogenicity clinical trials, with the ultimate goal 
to improve or possibly supplant the current annual vaccination 

Current influenza vaccine productions
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FIG. 87.2 Current Influenza Vaccine Productions. Timeline of current influenza vaccine production methods. Schematic overview 
of egg-based, cell-based and recombinant protein-based influenza vaccine production. Vaccine strains that match circulating influenza 
viruses for the upcoming flu season are selected by the World Health Organization (WHO) Global Influenza Surveillance and Response 
System (GISRS). High yielding vaccine strains for egg- or cell-based production are generated by either classic or reverse genetic 
reassortment. These adapted viruses go into mass production, either in embryonated eggs or MDCK cells with a production timeline 
of approximately 6 to 8 months. In recombinant hemagglutinin (HA) vaccines (rHA), the HA sequence is cloned into baculovirus and 
expressed by insect cells, significantly shortening production time. (Reproduced from Chen JR, Liu YM, Tseng YC, Ma C. Better influ-
enza vaccines: an industry perspective. J Biomed Sci. 2                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        0                                                                                                                                                                                                                                            2                                                                                                                                                                                                                                                                0                                               ;                                                    2                 7                [  1      ]  :  33 .)
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with an initial vaccination and periodic boosting. A further ad-
vantage to universal vaccines would be pandemic preparedness 
since the universal influenza vaccine, by targeting conserved 
viral domains present on all influenza viruses, may also protect 
against novel emerging subtypes.79

Selected Unmet Vaccine Needs
Along with HIV/AIDS and malaria, tuberculosis is one of the 
three top infectious disease killers each year, and therefore re-
mains a major target for the development of a vaccine to re-
duce mortality and morbidity.80–82 Currently, the WHO’s list 
of diseases which “pose the greatest public health risk due to 
their epidemic potential and/or [the existence of] no or in-
sufficient countermeasures” includes COVID-19, Crimean-
Congo hemorrhagic fever, Ebola virus diseases, and Marburg 
virus disease, Lassa fever, Middle East respiratory coronavirus 
(MERS-CoV) and severe acute respiratory syndrome (SARS), 
Nipah and henipaviral diseases, Rift Valley fever, Zika, and a 
yet to be discovered “Disease X” (https://www.who.int/activi-
ties/prioritizing-diseases-for-research-and-development-in-
emergency-contexts). There are also a number of tick-borne 
diseases with potential to cause significant disease burden in 
the United States for which there are no human vaccines in-
cluding Lyme and  Powassan diseases, Tularemia and Rocky 
Mountain spotted fever (https://www.cdc.gov/ticks/diseases/
index.html).

Reflections on the Future of Vaccinology
The science of vaccinology has entered a new era with the high-
throughput analytic and data approaches being applied today. 
Whether these advances in technology, computation, and sci-
ence will result in improvements in human health remains to 
be seen. The potential of the big data systems biology approach 
has yet to be realized within vaccine science. The field must 
show that the massive data can be analyzed, integrated, and 
can  produce new knowledge leading to improved vaccines that 
 benefit human health.

In order for outstanding scientists to be retained and 
 attracted to the field of vaccinology, it is essential that science 
funding agencies provide and maintain robust support for the 
 critical discovery research projects (investigator-initiated re-
search projects) that form the engine of innovation that drives 
all of science. At the same time, targeted big science vaccine 
program projects and networks have the potential to synergis-
tically pool approaches in intensely focused efforts, tackling 
major vaccine needs and challenges, for example, HIV and TB 
vaccine development. In order to translate basic advances and 
laboratory science into improved health for patients, having 
well-trained translational physician-scientists leading clini-
cal-translational human research programs is an additional 
component of essential infrastructure. Post-doctoral training 
programs that focus on vaccinology are needed, but few are 
in existence. The future of the field depends on attracting and 
training a highly qualified next generation of vaccinology re-
search leaders.

Patients’ and parents’ confidence in and uptake of vaccines 
is derived primarily from the advice and education provided by 
their trusted physicians and other clinicians. But in the time-
pressured office or hospital encounter, clinicians often find it 
challenging to prioritize discussions around vaccination. The 

clinician-patient interface is the most potent opportunity for ed-
ucation and influence, and this crucial moment must be seized 
in order for vaccine programs to be successful. Every clinician 
encounter is an opportunity to review vaccination history, rec-
ommend and discuss needed vaccines, and bring patients’ vac-
cinations up to date. These seemingly simple, everyday actions 
hold incredible power to use vaccination to prevent disease and 
protect the health of all members of our global community.

ACKNOWLEDGMENTS
The authors thank Julie E. Ledgerwood, DO; Robert A. Seder, 
MD; Mark J. Mulligan, MD; and Larisa Strom, MPH for their 
editorial contributions to this chapter.

REFERENCES
1. Steinhoff MC, Omer SB, Roy E, Arifeen SE, Raqib R, Altaye M, et al. In-

fluenza immunization in pregnancy--antibody responses in mothers and 
infants. N Engl J Med. 2010;362(17):1644–1646.

2. DiazGranados CA, Dunning AJ, Kimmel M, Kirby D, Treanor J, Collins 
A, et al. Efficacy of high-dose versus standard-dose influenza vaccine in 
older adults. N Engl J Med. 2014;371(7):635–645.

3. Black S. Safety and effectiveness of MF-59 adjuvanted influenza vaccines 
in children and adults. Vaccine. 2015;33(Suppl 2). B3-5.

4. Willis NJ. Edward Jenner and the eradication of smallpox. Scott Med J. 
1997;42(4):118–121.

5. Memoli MJ, Shaw PA, Han A, Czajkowski L, Reed S, Athota R, et al. 
Evaluation of Antihemagglutinin and Antineuraminidase Antibodies as 
Correlates of Protection in an Influenza A/H1N1 Virus Healthy Human 
Challenge Model. MBio. 2016;7(2).

6. Kirkpatrick BD, Whitehead SS, Pierce KK, Tibery CM, Grier PL, Hynes 
NA, et al. The live attenuated dengue vaccine TV003 elicits complete 
protection against dengue in a human challenge model. Sci Transl Med. 
2016;8(330):330ra36.

7. Bernstein DI, Atmar RL, Lyon GM, Treanor JJ, Chen WH, Jiang
X, et al. Norovirus vaccine against experimental human GII.4
virus illness: a challenge study in healthy adults. J Infect Dis. 
2015;211(6):870–878.

8. Roestenberg M, de Vlas SJ, Nieman AE, Sauerwein RW, Hermsen CC. 
Efficacy of preerythrocytic and blood-stage malaria vaccines can be 

• As valuable as vaccines have been in improving health in the
past century, they are likely to be even more valuable in the next
 century.

• Emerging infections capable of severe morbidity (e.g., Zika and SARS-
CoV-2 viruses) or mortality (e.g., Ebola virus and avian influenza A/
H7N9) continue to emerge and threaten global human health with
alarming regularity.

• Having vaccine platforms “on the shelf”—to enable rapid production
and facilitate immediate preclinical testing for safety, immunogenic-
ity and efficacy will be critical for timely and effective responses to
global outbreaks that result from international personal contacts and
air travel.

• Vaccines moving forward will depend on newer, improved  methods, 
including cell culture-derived recombinant antigens and nucleic
acid vaccines as well as automated high-throughput neutralization
assays.

• There will be an increased application of new molecular adjuvants
(e.g., Toll-like receptor-7 [TLR-7]) that target specific biochemical path-
ways to direct and shape the cascade from innate immune response
to desired adaptive immunity protective response.

• Nanoparticle delivery approaches will be increasingly used to prevent
viral infections by targeting molecular structures of viral antigens.

ON THE HORIZON

https://www.who.int/activities/prioritizing-diseases-for-research-and-development-in-emergency-contexts
https://www.who.int/activities/prioritizing-diseases-for-research-and-development-in-emergency-contexts
https://www.who.int/activities/prioritizing-diseases-for-research-and-development-in-emergency-contexts


1115CHAPTER 87 Vaccines

assessed in small sporozoite challenge trials in human volunteers. J Infect 
Dis. 2012;206(3):319–323.

9. Chen WH, Cohen MB, Kirkpatrick BD, Brady RC, Galloway D, Gurwith 
M, et al. Single-dose Live Oral Cholera Vaccine CVD 103-HgR Protects 
Against Human Experimental Infection With Vibrio cholerae O1 El Tor. 
Clin Infect Dis. 2016;62(11):1329–1335.

 10. Gaynes RP. Germ Theory: Medical Pioneers in Infectious Diseases. ASM 
Press; 2011.

 11. Grabenstein JD, Klugman KP. A century of pneumococcal vaccination 
research in humans. Clin Microbiol Infect. 2012;18(Suppl 5):15–24.

 12. Swift HF, Wilson AT, Lancefield RC. Typing Group a Hemolytic Strep-
tococci by M Precipitin Reactions in Capillary Pipettes. J Exp Med. 
1943;78(2):127–133.

 13. Plotkin S. History of vaccination. Proc Natl Acad Sci U S A. 
2014;111(34):12283–12287.

 14. The Global Eradication of Smallpox: Final Report of the Global 
Commission for the Certification of Smallpox Eradication, Geneva, 
December 1979: World Health Organization. Global Commission for 
the Certification of Smallpox Eradication World Health Organization; 
1980.

 15. Ten great public health achievements–United States, 1900-1999. Centers 
for Disease Control and Prevention, US Department of Health and 
Human Services; 1999 Apr 2. Report No.: 0149-2195 (Print) 0149-2195 
(Linking) Contract No.: 12.

 16. Roush SW, Murphy TV. Vaccine-Preventable Disease Table Working G. 
Historical comparisons of morbidity and mortality for vaccine-prevent-
able diseases in the United States. JAMA. 2007;298(18):2155–2163.

 17. Ten great public health achievements–United States, 2001-2010. Centers 
for Disease Control and Prevention, US Department of Health and Hu-
man Services; 2011 May 20. Contract No.: 19.

 18. Patel M, Lee AD, Clemmons NS, Redd SB, Poser S, Blog D, et al. National 
Update on Measles Cases and Outbreaks - United States, January 1-Octo-
ber 1, 2019. MMWR Morb Mortal Wkly Rep. 2019;68(40):893–896.

 19. Kyaw MH, Lynfield R, Schaffner W, Craig AS, Hadler J, Reingold A, 
et al. Effect of introduction of the pneumococcal conjugate vac-
cine on drug-resistant Streptococcus pneumoniae. N Engl J Med. 
2006;354(14):1455–1463.

 20. Daniel C. Payne, Umesh D. Parashar. Rotavirus. Manual for Surveil-
lance of Vaccine-Preventable Diseases Center for Disease Control and 
 Prevention, 2018.

 21. Drolet M, Benard E, Perez N, Brisson M. Group HPVVIS. Population-
level impact and herd effects following the introduction of human 
papillomavirus vaccination programmes: updated systematic review and 
meta-analysis. Lancet. 2019;394(10197):497–509.

 22. Nair H, Nokes DJ, Gessner BD, Dherani M, Madhi SA, Singleton RJ, et al. 
Global burden of acute lower respiratory infections due to respiratory 
syncytial virus in young children: a systematic review and meta-analysis. 
Lancet. 2010;375(9725):1545–1555.

 23. Kim HW, Canchola JG, Brandt CD, Pyles G, Chanock RM, Jensen K, et al. 
Respiratory syncytial virus disease in infants despite prior administration 
of antigenic inactivated vaccine. Am J Epidemiol. 1969;89(4):422–434.

 24. Murphy BR, Walsh EE. Formalin-inactivated respiratory syncytial virus 
vaccine induces antibodies to the fusion glycoprotein that are deficient in 
fusion-inhibiting activity. J Clin Microbiol. 1988;26(8):1595–1597.

 25. Crank MC, Ruckwardt TJ, Chen M, Morabito KM, Phung E, Costner PJ, 
et al. A proof of concept for structure-based vaccine design targeting RSV 
in humans. Science. 2019;365(6452):505–509.

 26. Thornhill EM, Salpor J, Verhoeven D. Respiratory syntycial virus: Current 
treatment strategies and vaccine approaches. Antivir Chem Chemother. 
2020;28:2040206620947303.

 27. Iversen OE, Miranda MJ, Ulied A, Soerdal T, Lazarus E, Chokephaibulkit 
K, et al. Immunogenicity of the 9-Valent HPV Vaccine Using 2-Dose 
Regimens in Girls and Boys vs a 3-Dose Regimen in Women. JAMA. 
2016;316(22):2411–2421.

 28. Markowitz LE, Liu G, Hariri S, Steinau M, Dunne EF, Unger ER. Preva-
lence of HPV After Introduction of the Vaccination Program in the 
United States. Pediatrics. 2016;137(3):1–9.

 29. Rts SCTP. Efficacy and safety of RTS,S/AS01 malaria vaccine with or
without a booster dose in infants and children in Africa: final re-
sults of a phase 3, individually randomised, controlled trial. Lancet. 
2015;386(9988):31–45.

 30. Bhatt S, Gething PW, Brady OJ, Messina JP, Farlow AW, Moyes 
CL, et al. The global distribution and burden of dengue. Nature. 
2013;496(7446):504–507.

 31. Thomas SJ, Yoon IK. A review of Dengvaxia(R): development to deploy-
ment. Hum Vaccin Immunother. 2019;15(10):2295–2314.

 32. WHO. Global Advisory Committee on Vaccine Safety, 6-7 June 2018. 2018.
 33. Dengue vaccine: WHO position paper, September 2018 - Recommenda-

tions. Vaccine. 2019;37(35):4848-9.
 34. Philippines: Situation Report Measles Outbreak. UNICEF; World Health 

Organization; 2019.
 35. van Riel D, de Wit E. Next-generation vaccine platforms for COVID-19. 

Nat Mater. 2020;19(8):810–812.
 36. Gaudinski MR, Houser KV, Morabito KM, Hu Z, Yamshchikov G, Roth-

well RS, et al. Safety, tolerability, and immunogenicity of two Zika virus 
DNA vaccine candidates in healthy adults: randomised, open-label, phase 
1 clinical trials. Lancet. 2018;391(10120):552–562.

 37. Jackson LA, Anderson EJ, Rouphael NG, Roberts PC, Makhene M, Coler 
RN, et al. An mRNA Vaccine against SARS-CoV-2 - Preliminary Report. 
N Engl J Med. 2020

 38. Coffman RL, Sher A, Seder RA. Vaccine adjuvants: putting innate immu-
nity to work. Immunity. 2010;33(4):492–503.

 39. HogenEsch H, O’Hagan DT, Fox CB. Optimizing the utilization of 
aluminum adjuvants in vaccines: you might just get what you want. NPJ 
Vaccines. 2018;3:51.

 40. Mitkus RJ, King DB, Hess MA, Forshee RA, Walderhaug MO. Updated 
aluminum pharmacokinetics following infant exposures through diet and 
vaccination. Vaccine. 2011;29(51):9538–9543.

 41. Mooney M, McWeeney S, Canderan G, Sekaly RP. A systems framework 
for vaccine design. Curr Opin Immunol. 2013;25(5):551–555.

 42. Raeven RHM, van Riet E, Meiring HD, Metz B, Kersten GFA. Systems 
vaccinology and big data in the vaccine development chain. Immunology. 
2019;156(1):33–46.

 43. Wimmers F, Pulendran B. Emerging technologies for systems vaccinol-
ogy - multi-omics integration and single-cell (epi)genomic profiling. Curr
Opin Immunol. 2020;65:57–64.

 44. Martin JE, Sullivan NJ, Enama ME, Gordon IJ, Roederer M, Koup RA, 
et al. A DNA vaccine for Ebola virus is safe and immunogenic in a phase I 
clinical trial. Clin Vaccine Immunol. 2006;13(11):1267–1277.

 45. Ledgerwood JE, DeZure AD, Stanley DA, Coates EE, Novik L, Enama 
ME, et al. Chimpanzee Adenovirus Vector Ebola Vaccine. N Engl J Med. 
2017;376(10):928–938.

 46. Regules JA, Beigel JH, Paolino KM, Voell J, Castellano AR, Hu Z, et al. 
A Recombinant Vesicular Stomatitis Virus Ebola Vaccine. N Engl J Med. 
2017;376(4):330–341.

 47. Henao-Restrepo AM, Camacho A, Longini IM, Watson CH, Edmunds 
WJ, Egger M, et al. Efficacy and effectiveness of an rVSV-vectored vaccine 
in preventing Ebola virus disease: final results from the Guinea ring vac-
cination, open-label, cluster-randomised trial (Ebola Ca Suffit!). Lancet.
2017;389(10068):505–518.

 48. Mutua G, Anzala O, Luhn K, Robinson C, Bockstal V, Anumendem D, 
et al. Safety and Immunogenicity of a 2-Dose Heterologous Vaccine Regi-
men With Ad26.ZEBOV and MVA-BN-Filo Ebola Vaccines: 12-Month 
Data From a Phase 1 Randomized Clinical Trial in Nairobi, Kenya. J Infect 
Dis. 2019;220(1):57–67.

 49. Zika Virus: World Health Organization; 2020 [Available from: https://
www.who.int/news-room/fact-sheets/detail/zika-virus.

 50. Rasmussen SA, Jamieson DJ, Honein MA, Petersen LR. Zika Virus and 
Birth Defects--Reviewing the Evidence for Causality. N Engl J Med. 
2016;374(20):1981–1987.

 51. Interim Guidance for Zika Virus Testing of Urine - United States, 2016. 
Centers for Disease Control and Prevention, US Department of Health 
and Human Services; 2016. Report No.: 1545-861X (Electronic) 0149-
2195 (Linking) Contract No.: 18.

https://www.who.int/news-room/fact-sheets/detail/zika-virus
https://www.who.int/news-room/fact-sheets/detail/zika-virus


1116 PART IX Medical Management of Immunological Diseases

 52. Matheron S, D’Ortenzio E, Leparc-Goffart I, Hubert B, de Lamballerie X, 
Yazdanpanah Y. Long Lasting Persistence of Zika Virus in Semen. Clin 
Infect Dis. 2016

 53. Modjarrad K, Lin L, George SL, Stephenson KE, Eckels KH, De La Barrera 
RA, et al. Preliminary aggregate safety and immunogenicity results from 
three trials of a purified inactivated Zika virus vaccine candidate: phase 
1, randomised, double-blind, placebo-controlled clinical trials. Lancet.
2018;391(10120):563–571.

 54. Cohen J. Steep drop in Zika cases undermines vaccine trial. Science. 
2018;361(6407):1055–1056.

 55. Coronavirus Disease (COVID-19): World Health Organization; 2020.
 56. Corbett KS, Edwards DK, Leist SR, Abiona OM, Boyoglu-Barnum S, Gil-

lespie RA, et al. SARS-CoV-2 mRNA vaccine design enabled by prototype 
pathogen preparedness. Nature. 2020

 57. Corey L, Mascola JR, Fauci AS, Collins FS. A strategic approach to CO-
VID-19 vaccine R&D. Science. 2020;368(6494):948–950.

 58. Folegatti PM, Ewer KJ, Aley PK, Angus B, Becker S, Belij-Ram-
merstorfer S, et al. Safety and immunogenicity of the ChAdOx1
nCoV-19 vaccine against SARS-CoV-2: a preliminary report of
a phase 1/2, single-blind, randomised controlled trial. Lancet.
2020;396(10249):467–478.

 59. Sahin U, Muik A, Derhovanessian E, Vogler I, Kranz LM, Vormehr M, 
et al. COVID-19 vaccine BNT162b1 elicits human antibody and TH1 T 
cell responses. Nature. 2020

 60. Keech C, Albert G, Cho I, Robertson A, Reed P, Neal S, et al. Phase 1-2 
Trial of a SARS-CoV-2 Recombinant Spike Protein Nanoparticle Vaccine. 
N Engl J Med. 2020

 61. Slaoui M, Hepburn M. Developing Safe and Effective Covid Vaccines - 
Operation Warp Speed’s Strategy and Approach. N Engl J Med. 2020

 62. Cohen MS, Chen YQ, McCauley M, Gamble T, Hosseinipour MC, Kuma-
rasamy N, et al. Prevention of HIV-1 infection with early antiretroviral 
therapy. N Engl J Med. 2011;365(6):493–505.

 63. Koester KA, Grant RM. Editorial Commentary: Keeping Our Eyes on the 
Prize: No New HIV Infections With Increased Use of HIV Pre-exposure 
Prophylaxis. Clin Infect Dis. 2015;61(10):1604–1605.

 64. Heberlein-Larson LA, Tan Y, Stark LM, Cannons AC, Shilts MH,
Unnasch TR, et al. Complex Epidemiological Dynamics of East-
ern Equine Encephalitis Virus in Florida. Am J Trop Med Hyg. 
2019;100(5):1266–1274.

 65. Logunov DY, Dolzhikova IV, Tukhvatullin AI, Shcheblyakov DV. Safety 
and efficacy of the Russian COVID-19 vaccine: more information needed- 
Authors’ reply. Lancet. 2020;396(10256):e54–e55.

 66. Excler JL, Michael NL. Lessons from HIV-1 vaccine efficacy trials. 
Curr Opin HIV AIDS. 2016;11(6):607–613.

 67. Rerks-Ngarm S, Pitisuttithum P, Nitayaphan S, Kaewkungwal J, Chiu J, 
Paris R, et al. Vaccination with ALVAC and AIDSVAX to prevent HIV-1 
infection in Thailand. N Engl J Med. 2009;361(23):2209–2220.

 68. Corey L, Gilbert PB, Tomaras GD, Haynes BF, Pantaleo G, Fauci AS. 
Immune correlates of vaccine protection against HIV-1 acquisition. 
Sci Transl Med. 2015;7(310):310rv7.

 69. Experimental HIV vaccine regimen ineffective in preventing HIV [press 
release]. National Institutes of Health, US Department of Health and Hu-
man Services 2020.

 70. Ledgerwood JE, Coates EE, Yamshchikov G, Saunders JG, Holman L, 
Enama ME, et al. Safety, pharmacokinetics and neutralization of the 
broadly neutralizing HIV-1 human monoclonal antibody VRC01 in 
healthy adults. Clin Exp Immunol. 2015;182(3):289–301.

 71. Cohen YZ, Butler AL, Millard K, Witmer-Pack M, Levin R, Unson-
O’Brien C, et al. Safety, pharmacokinetics, and immunogenicity of the 
combination of the broadly neutralizing anti-HIV-1 antibodies 3BNC117 
and 10-1074 in healthy adults: A randomized, phase 1 study. PLoS One. 
2019;14(8):e0219142.

 72. Gaudinski MR, Houser KV, Doria-Rose NA, Chen GL, Rothwell RSS, 
Berkowitz N, et al. Safety and pharmacokinetics of broadly neutralising 
human monoclonal antibody VRC07-523LS in healthy adults: a phase 1 
dose-escalation clinical trial. Lancet HIV. 2019;6(10):e667–e679.

 73. Caskey M, Schoofs T, Gruell H, Settler A, Karagounis T, Kreider EF, et al. 
Antibody 10-1074 suppresses viremia in HIV-1-infected individuals. Nat 
Med. 2017;23(2):185–191.

 74. Caskey M, Klein F, Lorenzi JC, Seaman MS, West Jr. AP, Buckley N, et al. 
Viraemia suppressed in HIV-1-infected humans by broadly neutralizing 
antibody 3BNC117. Nature. 2015;522(7557):487–491.

 75. Lynch RM, Boritz E, Coates EE, DeZure A, Madden P, Costner 
P, et al. Virologic effects of broadly neutralizing antibody VRC01 
administration during chronic HIV-1 infection. Sci Transl Med. 
2015;7(319):319ra206.

 75a. Corey L, Gilbert PB, Juraska M, Montefiori DC, Morris L, Karuna ST, 
et al. HVTN 704/HPTN 085 and HVTN 703/HPTN 081 Study Teams. 
Two Randomized Trials of Neutralizing Antibodies to Prevent HIV-1 
Acquisition. N Engl J Med. 2021;384(11):1003–1014. doi:10.1056/
NEJMoa2031738. PMID: 33730454; PMCID: PMC8189692.

 76. Grohskopf LA, Alyanak E, Broder KR, Blanton LH, Fry AM, Jernigan DB, 
et al. Prevention and Control of Seasonal Influenza with Vaccines: Recom-
mendations of the Advisory Committee on Immunization Practices - United 
States, 2020-21 Influenza Season. MMWR Recomm Rep.. 2020;69(8):1–24.

 77. Iuliano AD, Roguski KM, Chang HH, Muscatello DJ, Palekar R, Tempia S, 
et al. Estimates of global seasonal influenza-associated respiratory mortal-
ity: a modelling study. Lancet.. 2018;391(10127):1285–1300.

 78. Dunning AJ, DiazGranados CA, Voloshen T, Hu B, Landolfi VA, 
Talbot HK. Correlates of Protection against Influenza in the Elderly: 
Results from an Influenza Vaccine Efficacy Trial. Clin Vaccine Immunol. 
2016;23(3):228–235.

 79. Krammer F. Novel universal influenza virus vaccine approaches. Curr
Opin Virol. 2016;17:95–103.

 80. Evans TG, Schrager L, Thole J. Status of vaccine research and development 
of vaccines for tuberculosis. Vaccine.. 2016;34(26):2911–2914.

 81. Hoft DF. Tuberculosis vaccine development: goals, immunological design, 
and evaluation. Lancet.. 2008;372(9633):164–175.

 82. Kaplan G. Rational vaccine development—a new trend in tuberculosis 
control. N Engl J Med. 2005;353(15):1624–1625.

https://http://dx.doi.org/10.1056/NEJMoa2031738
https://http://dx.doi.org/10.1056/NEJMoa2031738


1117

Allergen Immunotherapy for Allergic Diseases
Joana Cosme and Stephen R. Durham

88

Allergen immunotherapy involves the administration of aller-
gen extracts or allergen products to IgE-sensitized allergic 
individuals in order to induce a state of durable clinical and 
immunologic tolerance following allergen re-exposure.1 This 
chapter gives a historical perspective and review of indications 
and contraindications for allergen immunotherapy. There fol-
lows a review of the evidence for subcutaneous and sublingual 
immunotherapy for inhalant allergies. Immunotherapy for 
Hymenoptera venom anaphylaxis and food allergy are briefly 
considered. Mechanisms of immunotherapy are reviewed along 
with implications for biomarker discovery and novel therapeu-
tic approaches.

HISTORICAL PERSPECTIVE
In 1911, Leonard Noon2 published in The Lancet that extracts 
of grass pollen injected into patients with seasonal pollinosis 
resulted in a marked reduction in conjunctival allergen sensitiv-
ity with a 10 to 30-folds increase in the concentration of grass 
pollen allergen necessary to provoke an immediate conjuncti-
val response. Noon died that year, and his colleague John Free-
man reported that this was accompanied by an improvement 
in hay fever symptoms during subsequent natural seasonal 
exposure. In 1921, Heintz Kustner, who was fish-allergic, dem-
onstrated that following injection of his serum into the skin of 
his colleague Carl Prausnitz, a subsequent skin prick test with 
fish extract resulted in a weal and flare, thereby demonstrat-
ing passive transfer of allergen hypersensitivity by serum.3 The 
nature of this serum factor (coined “reagin”) was unknown 
until 45 years later when Hans Bennich and Gunnar Johans-
son in Sweden4 and Kimi and Teruko Ishizaka in USA5 offi-
cially identified immunoglobulin E as a novel class of antibody 
responsible for this “reaginic” activity. In 1935 Robert Cooke 
showed that the intradermal injection of serum obtained post-
immunotherapy from a ragweed-allergic patient into the skin 
of a non-allergic individual conferred protection against pas-
sive transfer of immediate ragweed skin test hypersensitivity 
that followed intradermal injection of the same individual’s 
pre-immunotherapy serum.6 In 1940, Mary Loveless showed 
that this “blocking” serum factor resided within the immuno-
globulin (presumed IgG) fraction of serum,7 but still many years 
before the discovery of IgE in 1967. In 1952 William Frank-
land, a student of Freeman and also based at St Mary’s hospital  
Paddington UK, published the first randomized, blinded con-
trolled trial of grass pollen immunotherapy.8 He showed that 
compared to the control diluent, a crude extract of grass pollen 
injected subcutaneously was effective in improving rhinitis and 
asthma symptoms during the pollen season. Remarkably, in the 

same study, he showed that it was the high-molecular-weight 
protein fraction rather than the non-protein-containing low-
molecular-weight fraction that was responsible for the thera-
peutic activity of the crude grass pollen extract. In the 1960s 
to 1980s, there followed a series of controlled trials confirming 
the efficacy of subcutaneous immunotherapy (SCIT) for pollen 
allergy9,10 and in mite-allergic children.11 In 1986, a report from 
the Committee of Safety of Medicines questioned the safety of 
subcutaneous immunotherapy following a series of deaths in 
the UK. Fortunately, immunotherapy practice has moved on, 
and national and international guidelines now provide guidance 
for best practice. Together with the publication of large random-
ized controlled trials, subcutaneous immunotherapy is now rec-
ognized as safe and effective.

ALLERGEN IMMUNOTHERAPY FOR ALLERGIC 
RHINOCONJUNCTIVITIS AND ASTHMA: PLACE IN 
THERAPY

Allergen Avoidance and Pharmacotherapy
The role of allergy should be critically evaluated in all cases of 
rhinoconjunctivitis and in bronchial asthma, which is very com-
monly associated with rhinitis. An allergy history combined 
with either skin prick testing and/or serum IgE determinations 
for relevant allergens should always be part of the diagnostic 
work-up. It is important to identify and, where possible, avoid 
provoking allergens such as perennial exposure to the dander of 
domestic pets and house dust mites (HDM). Unfortunately, this 
is often very difficult in view of the psychosocial implications 
of owning a family pet and the relative lack of efficacy of even 
rigorous HDM avoidance measures.

According to ARIA (Allergic rhinitis and its impact on 
asthma) guidelines,12 allergic rhinoconjunctivitis is classi-
fied according to symptom severity as mild or moderate/
severe depending on whether symptoms impact quality of life 
and usual daily activities. Allergic rhinitis is further classified 
according to the duration of symptoms as intermittent (less than 
4 days per week and/or for less than 4 weeks/year) and persis-
tent (greater than 4 days per week for more than 4 weeks/year. 
A simplified guide of treatment according to ARIA12 is summa-
rized in Fig. 88.1. For mild intermittent or persistent symptoms, 
non/low sedating once-daily oral antihistamines, for example, 
loratadine or cetirizine (also intranasal antihistamines), have 
been shown to be effective. For moderate/severe and persistent 
symptoms, intranasal corticosteroids are first-line treatment 
and include fluticasone propionate or mometasone furoate 
once daily. When these treatments are not fully effective, it is 
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essential to check compliance with therapy and intranasal spray 
technique. Recently a nasal spray comprising the combination 
of an intranasal corticosteroid (fluticasone) and antihistamine 
(azelastine) has been shown to be more effective than either 
treatment alone.13 When patients fail to respond to these mea-
sures or develop unacceptable side effects, the diagnosis should 
be checked and adherence to treatment reviewed.

Allergen Immunotherapy
Allergen immunotherapy (AIT) should be considered in 
patients aged 5 years or older, with allergic rhinoconjunctivitis 
in whom a dominant allergen or limited spectrum of allergens 
is mainly responsible for symptoms and in whom the com-
bination of avoidance measures and pharmacotherapy have 
not been adequately effective and/or resulted in unacceptable 
side effects.1 General Indications and contraindications for 
rhinitis and asthma are summarized in Table 88.1. Immuno-
therapy is indicated in patients with rhinoconjunctivitis with/
without mild asthma who have evidence of symptoms on expo-
sure to a relevant allergen and documented IgE sensitization 
to a relevant allergen (SPT and/or Sp-IgE). Contraindications 
include uncontrolled asthma, malignancy, and active autoim-
mune disease. Immunotherapy should not be initiated during 
pregnancy. Recent data suggest that with extracts of proven 
value, polysensitized patients do as well as monosensitized 
patients.14,15

Allergen immunotherapy may be indicated for children and 
adults with seasonal asthma complicating rhinitis due to pol-
lens.14 Sublingual HDM tablet immunotherapy is indicated in 
adults with HDM-driven asthma as an add-on treatment to reg-
ular therapy in order to reduce exacerbations and to decrease 
symptoms and corticosteroid use.15 Due to the lack of robust 
evidence, there are no current indications for the prescription 
of AIT in asthma driven by other aeroallergens.

For both rhinoconjunctivitis and asthma, a 3-year period 
of treatment is generally recommended in order to achieve 
long-term efficacy.14 In rhinoconjunctivitis, this period can be 
extended up to 5 years, while for HDM-driven asthma, there 
does not appear to be an additional benefit of 5-year therapy 
compared to a 3-year period.15

The role of allergen immunotherapy for children and adults 
with atopic eczema is less clear. In patients with inhalant allergy, 
immunotherapy is not contraindicated in those with mild-mod-
erate atopic eczema. In severe eczema, evidence for efficacy is 
weak, and the disease may be exacerbated.16

Allergen immunotherapy is highly effective and may  
be lifesaving in patients who develop anaphylaxis to insect 
stings of Hymenoptera species (bees, wasps, and hornets).  

Evidence of efficacy for certain food allergies, particularly pea-
nut, is emerging—but immunotherapy for food allergy is not 
yet recommended as part of routine practice.

Evidence for Efficacy of Allergen Immunotherapy
Allergic rhinoconjunctivitis. Recently the European Acad-

emy of Allergy and Clinical Immunology published a system-
atic review of immunotherapy for allergic rhinoconjunctivitis,17 
followed by a guideline based on this review.14 5932 studies were 
reviewed, of which 160 were suitable for systematic review. 
Summary data for subcutaneous and sublingual immunother-
apy are presented in Fig. 88.2.17 Efficacy measures are expressed 
as symptom scores, “rescue medication” scores, and combined 
scores—the combination of symptom and medication scores. 
Data are represented as standardized mean differences and 95% 
confidence intervals compared with placebo. The number of 
studies analyzed for which data were available for each catego-
ry, the total number of participants receiving active or placebo 
treatment, the I2 value (a measure of the heterogeneity of the 
data), and levels of statistical significance are shown. Overall, 
the level of heterogeneity was moderate to substantial for all 
categories. Confidence intervals were greater for the combined 
scores since there were fewer studies that included this recently 
introduced measure of efficacy. The mean differences compared 
to placebo varying between 0.4 and 0.6 indicate a moderate level 
of efficacy for both subcutaneous and sublingual immunother-
apy routes.

Subgroup analyses showed that mono/polysensitization and 
presence/absence of asthma did not influence the level of efficacy 
of immunotherapy for rhinoconjunctivitis. The treatment was 
effective in all age groups studied, although less data were avail-
able for children and the elderly. Based on preventative studies, 
allergen immunotherapy initiated below the age of 5 years could 
be effective (or more effective). Few studies are available, and this 
remains an area of high priority. Immunotherapy should not be 
initiated in pregnancy, although effective maintenance immuno-
therapy may be continued during pregnancy.

Examples of individual studies include a phase III trial in the 
UK of 410 grass pollen allergics with moderate-severe hay fever 
who were randomized to receive subcutaneous alum-based 
grass pollen extract in two doses (containing 2 or 20 µg major 
allergen Phleum p 5 in maintenance injections) per week for a 
month, and then monthly over approximately 8 months. There 
was a dose- and time-dependent reduction in seasonal hay fever 
symptoms, with a 30% average reduction for the 20 µg group, 
accompanied by dose-dependent increases in specific IgG IgE-
blocking antibodies.18 In another randomized placebo-con-
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Intra-nasal steroid
Oral or local non-sedative H1-blocker

Allergen and irritant avoidance
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FIG. 88.1 Stepwise guide to treatment of rhinoconjunctivitis. 
(Simplified from ARIA guideline.12)

TABLE 88.1 Allergen Immunotherapy for 
Inhalant Allergens

Indications for Immunotherapy Contraindications

• Rhinoconjunctivitis /mild asthma
• Symptoms on exposure to relevant

allergen
• IgE sensitization to relevant allergen
• Inadequate response to anti-allergic

drugs
• Unacceptable drug side effects
• Polysensitization not a contraindica-

tion

• Severe or uncontrolled
asthma

• Autoimmunity
• Immunodeficiency
• Malignancy
• Pregnancy—initiation

(maintenance OK)
• Lack of understanding/

poor adherence
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trolled trial of sublingual immunotherapy in 992 HDM-allergic 
rhinitics, participants were randomized to receive a sublingual 
tablet containing approximately 15 mcg of Der p1 and Der p 
2 major allergen daily (or half these doses).19 There was a 20% 
reduction in total combined symptom-rescue medication scores 
at the end of 12 months of treatment. It is noteworthy that the 
World Allergy Organization criteria for a clinically meaningful 
reduction in the combined score is 20%. For both studies, clini-
cal improvement was measured over and above usual treatment 
with anti-allergic drugs available to all participants in both 
active and placebo-treated arms.

Based on a systematic review of evidence using “Agree” cri-
teria, the recent EAACI Guideline on allergen immunotherapy 
for allergic rhinoconjunctivitis14 recommended that an indi-
vidual product-based evaluation of evidence for short-term 
efficacy (i.e., for the duration whilst on treatment) is indicated 
before treatment with a specific product is initiated—with con-
tinuous subcutaneous treatment for seasonal rhinitis (Grade 
A evidence), pre and pre/co-seasonal SCIT, for both modified 
(allergoids) and non-modified allergen extracts and for SLIT 
aqueous solutions for grass/tree pollen. Recent evidence has 
also confirmed efficacy during treatment with sublingual tablets 
for seasonal rhinitis (grass, tree, ragweed pollens) and perennial 
rhinoconjunctivitis (HDM) in adults and children.

Allergic Bronchial Asthma. Allergen immunotherapy for 
bronchial asthma was evaluated in a recent EAACI system-
atic review.20 Of 5997 records screened, 98 were suitable for 
qualitative review and 15 for quantitative meta-analysis with 
a standardized mean difference compared to placebo of −1.11 
(confidence intervals −1.66, −0.56) for symptom scores and 
−1.21 (−1.87, −0.54) for medication scores but both with 
substantial evidence of publication bias. The conclusion was 
that immunotherapy can achieve substantial reductions in 
short-term symptoms and medication use for allergic asth-
ma, although at the expense of a modest increase in the risk 
of systemic and local allergic reactions. From limited data 
on cost-effectiveness, sublingual immunotherapy was con-
sidered cost-effective for asthma, although long-term studies 
are required.

The EAACI guideline based on this meta-analysis included 
Grading of Recommendations Assessment, Development, 
and Evaluation approach (GRADE) criteria.15 The expert 

group focused on immunotherapy for HDM allergic asthma 
and concluded there was insufficient evidence to make rec-
ommendations for other allergens. The committee concluded 
that the important prerequisites were (1) optimal selection 
of patients based on a history of HDM-driven asthma (with 
HDM provocation testing if in doubt) as confirmation of 
IgE-sensitization (2) use of individual allergen extracts and 
desensitization procedures of proven value. Only HDM tablet 
immunotherapy was found to have a robust effect for relevant 
asthma critical endpoints (exacerbations, asthma control, and 
safety) and was recommended for partially controlled HDM-
driven asthma (conditional recommendation, moderate qual-
ity evidence).15

Evidence for the EAACI recommendation was from a ran-
domized controlled trial of 12 months duration of two doses 
of HDM tablet immunotherapy in 834 participants with par-
tially controlled asthma. The participants’ inhaled corticoste-
roid treatment was withdrawn 50% after 6 months and com-
pletely at 9 months. The primary outcome was time to first 
moderate-severe asthma exacerbation up to 12 months. There 
was observed a 31% reduction for the six subcutaneous HDM 
tablets and a 34% reduction for the 12 subcutaneous tablets 
compared to placebo treatment. Side-effects were mainly 
local irritation and swelling in the mouth, and an overall 6% 
withdrawal rate due to side effects was noted.21 HDM tablet 
immunotherapy now appears in the most recent GINA asthma 
guideline as an alternative add-on treatment at steps 3 and 4 
in HDM-driven asthma. HDM SCIT was recommended in 
adults and children for reduction of asthma symptoms and 
medication needs (conditional recommendation low-quality 
evidence).22

Long-Term Benefits of Allergen Immunotherapy
Persistence of Benefit 
A major advantage of allergen immunotherapy is its potential 
disease-modifying effects with persistence of benefit for years 
after its discontinuation.23 In contrast, whereas pharmacother-
apy for allergic rhinitis and asthma is effective in improving 
symptoms and quality of life, there are no long-term benefits. 
This is true not only for antihistamines and beta-sympathomi-
metic drugs but also for inhaled/oral corticosteroids, anti-IgE 
monoclonal antibodies, and modern anti-Th2 biologic therapies

Subcutaneous immunotherapy

Symptom scores
SCIT 632; Placebo 499
�  = 16; : 62%; P < .0001

Medication scores
SCIT 602; PLACEBO 464
n = 16; : 64%; p <0.0001

Combined scores
SCIT 364; PLACEBO 338
n = 11; : 58%; p <0.0001

Combined scores
SLIT 375; PLACEBO 301
n = 4; : 65%; P < .008

Sublinguai immunotherapy

Medication scores
SLIT 1496; PLACEBO 1390
n = 29; : 57%; p <0.0001
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SLIT 2285; PLACEBO 2187
n = 41; : 69%; p <0.0001
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FIG. 88.2 Meta-analysis of subcutaneous immunotherapy v placebo and sublingual immunotherapy v placebo for allergic rhinocon-
junctivitis. A comparison of mean differences and confidence intervals of active v placebo treatments for symptom scores, rescue 
medication scores, and combined scores. (Data derived from Dhami et al.17)
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Recent EAACI guidelines,14,15 based on such evidence, advise 
the use of allergen immunotherapy for birch/grass pollen rhi-
noconjunctivitis in children (both sublingual and subcutaneous 
routes) for (1) a sustained effect on symptoms and rescue medi-
cation after cessation of treatment and for (2) prevention of the 
onset of asthma onset for up to 2 years post-treatment and pos-
sibly longer, but more evidence is required.

Subcutaneous versus Sublingual Immunotherapy
Indirect comparison of symptom and medication scores for 
subcutaneous compared with sublingual immunotherapy from 
the recent meta-analysis (see Fig. 88.2) might suggest a trend 
in favor of the subcutaneous route.17 However, the studies for 
subcutaneous immunotherapy are fewer in number and include 
older studies that may not have been performed with the same 
rigor as more recent studies of sublingual immunotherapy. Fur-
thermore, there is considerable overlap in confidence intervals.

There are few head-to-head comparisons of the two modal-
ities.25 In one double-blind study of birch pollen immunother-
apy, reductions in seasonal symptoms and rescue medication 
were numerically similar, although the study was underpow-
ered to show a significant difference if one existed. In a recent 
double-blind placebo-controlled comparison in patients with 
moderate-severe seasonal grass pollen rhinoconjunctivitis, 
nasal allergen provocation was used as a surrogate clinical pri-
mary endpoint.26 Both treatments were effective compared to 
placebo. The onset of efficacy for subcutaneous immunother-
apy (after 1 year’s treatment) was earlier than for the sublin-
gual tablet route in reducing total nasal symptom scores from 
0 to 10 hours after nasal challenge. Both treatments were effec-
tive at reducing allergic rhinitis symptoms at year 2, both fol-
lowing nasal allergen challenge and for symptoms and quality 
of life during the pollen season. However, 2 years of treatment 
was not effective in reducing allergic rhinitis symptoms at year 
3, 1 year after treatment completion. This study confirms the 
need for 3 years of continuous grass pollen immunotherapy 
treatment to achieve long-term efficacy. Phase 3 head-to-head 
comparisons with seasonal combined symptom-medication 
scores as primary endpoint would be informative.

The indications for the subcutaneous and sublingual routes 
are essentially the same and require a prescription by specialists 
familiar with the diagnosis and treatment of allergic rhinitis and 
asthma, knowledge of the indications for immunotherapy, and 
the ability to recognize and treat early signs of anaphylaxis.25 The 
decision depends on the availability of local resources and patient 
choice (Table 88.2). Both sublingual and subcutaneous allergen 
immunotherapies are effective in seasonal rhinitis and, with 
allergen extracts of proven value, are associated with long-term 
remission. For perennial rhinitis, there is higher quality evidence 
in favor of sublingual immunotherapy. Adherence to allergen 
immunotherapy is crucial for efficacy and requires close moni-
toring. The sublingual route may be more acceptable for children, 
as it avoids frequent injections. In the USA, subcutaneous immu-
notherapy is more prevalent, whereas, in Europe, practice is more 
heterogeneous but swinging in favor of the sublingual route. 
Overall, the patient is in equipoise—any advantage of subcutane-
ous treatment in terms of efficacy must be weighed against the 
convenience and safety of the sublingual route (Fig. 88.3).25

Safety
Subcutaneous allergen immunotherapy is an effective and safe 
treatment when performed in a specialist setting, according 

In a study of 47 patients with moderate-severe grass pol-
len allergy, 32 had completed 3 to 4 years of high-dose alum-
based subcutaneous immunotherapy and were randomized to 
either continue for a total of 6 to 7 years on active injections or 
withdrawn at 3 years of matched placebo injections of identi-
cal appearance. Fifteen matched, but non-randomized hay fever 
sufferers were followed during the withdrawal phase for a total 
of 3 years. The group that withdrew at 3 years had comparable 
efficacy (>30% mean difference from placebo) as those for 3 to 
4 years on immunotherapy and comparable to the continued 
efficacy during 3 years of those that continued immunotherapy 
for a total of 6 to 7 years. Continued clinical improvement was 
accompanied by a maintained reduction in immediate cutane-
ous and conjunctival allergen sensitivity, marked and persistent 
suppression of intradermal allergen-induced late-phase skin 
response throughout the 7 years. There was also a reduction in 
allergen-stimulated CD4 T cells and IL-4 mRNA+ cells as deter-
mined by immunohistochemistry and in situ hybridization of 
microscopic sections of biopsies taken from the sites of sup-
pressed cutaneous late-phase responses at 7 years for both those 
maintained and withdrawn from treatment.24

Two independent large randomized, double-blind placebo-
controlled trials of sublingual tablet immunotherapy in adults 
with moderate-severe grass pollen seasonal rhinitis involved 
either continuous treatment or a pre/co-seasonal regimen over 
3 years, with blinded follow up for 2 years off treatment. Both 
regimens were highly effective (>30% mean difference com-
pared to placebo) in reducing seasonal symptoms and medica-
tion scores throughout the 3 years of treatment. There was also 
persistence of benefit (approximately 30% reduction in symp-
tom and medication scores) during successive pollen seasons 
during the 2 years’ follow up off treatment.23

In one large randomized controlled trial of HDM sublingual 
tablets in adults with perennial allergic rhinoconjunctivitis,  
1 year’s treatment was effective in reducing symptoms and res-
cue medication, and the effects persisted during a second year of 
treatment. This raises the question of whether continuous natu-
ral exposure to a perennial allergen following a shorter course 
of immunotherapy may be more effective in maintaining tol-
erance. This requires confirmation in a prospective trial with 
tolerance as the primary outcome.23

EAACI guidelines recommend continuous grass pollen SCIT 
and grass pollen SLIT tablets and SLIT aqueous solution for 
both short-term (on treatment) and long-term (off-treatment) 
benefits in adults and children and for HDM tablets (but not the 
solution). The guidelines advise a minimum of 3 years of treat-
ment for long-term efficacy and that the selection of individual 
allergen products for treatment should be evidence-based.14,15

Prevention of Asthma
The Prevention of Asthma Trial (PAT) was a randomized con-
trolled trial of a subcutaneous alum-based grass pollen vaccine 
in children aged 5 to 12 years who had seasonal rhinitis but no 
asthma. The primary endpoint was time to onset of an asthma 
diagnosis up to 5 years, 2 years following 3 years of immuno-
therapy. The treatment was successful in significantly reducing 
asthma prevalence (odds ratio 2.68, confidence interval [1.3 to 
5.7]). Limitations were that the diagnosis of asthma was based 
on subjective criteria, and although randomized, the trial was 
non-blinded for ethical reservations concerning the need for  
3 years of placebo injections in children.23
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TABLE 88.2 Comparison of Subcutaneous and Sublingual Immunotherapy

Subcutaneous Sublingual

• Effective in seasonal rhinitis
• Induces long-term remission
• Effective in perennial rhinitis
• Evidence base less in children
• Local side effects (pain, swelling at injection site, not troublesome)
• Risk of anaphylaxis
• Administration in a specialist clinic
• Adherence easily monitored
• Direct comparisons with SLIT needed

• Effective in seasonal rhinitis
• Induces long-term remission
• Effective in perennial rhinitis
• More acceptable for children
• Local side effects (itch, swelling in mouth, may be bothersome)
• Severe systemic reactions very rare
• Suitable for self-administration
• Adherence may be a problem
• Direct comparisons with SCIT needed

Efficacy +++
Safety +

SCIT SLIT

Efficacy ++
Safety ++

Patient in equipoise
FIG. 88.3 Choice of subcutaneous v sublingual immunotherapy: 
a balance of efficacy, safety, and patient choice. (Reproduced 
with kind permission of J Allergy Clin Immunol.25)

to international guidelines and with access to adrenaline and 
other resuscitative measures. Nonetheless, a major barrier to the 
wider adoption of subcutaneous immunotherapy has been the 
risk of systemic allergic side effects. In the UK, a Committee on 
Safety of medicine’s report in 1986 identified 26 deaths due to 
“desensitization” in the preceding 30 years.

The majority of deaths occurred in a general practice set-
ting. In the 19 deaths for whom the indication was known, 17 
of these prescriptions were for bronchial asthma, the time of 
onset for most reactions being within 30 minutes, although for 
2, it was up to 90 minutes. The committee highlighted the need 
for special caution in asthma that should be well-controlled 
and for an observation period of 2 hours following injections 
(subsequently reduced to 60 minutes). In a multi-center trial of 
alum-based grass pollen immunotherapy in the UK, 9 of 203 
participants (4.3%) randomized to receive the top dose (20 µg 
major allergen Phleum p5) developed grade 3 systemic reac-
tions with recovery, and none received adrenaline.18 A 12-years 
survey from the USA reported fatal reactions in 1 per 2.5 mil-
lion injections and an average of 3.4 deaths per year.27 Of 17 
fatal reactions, 15 occurred in patients whose asthma was not 
optimally controlled. Risk factors for systemic allergic reactions 
include dosing errors, delayed/absent use of adrenaline, a his-
tory of previous systemic reactions, use of grass pollen or cat 
allergen extracts, co-seasonal administration of extracts, and 
patient-related co-factors such as uncontrolled asthma, use 
of beta-blockers, upper respiratory infections, exercise, and 
fatigue.

Sublingual immunotherapy is safer than subcutaneous 
immunotherapy and suitable for home administration.28 In a 
meta-analysis of 66 studies of sublingual immunotherapy that 
included 4000 participants and more than one million doses, 

one systemic reaction was observed every four treatment years 
and only one severe reaction for every 384 treatments.29 There 
have been isolated case reports of systemic allergic reactions fol-
lowing sublingual immunotherapy, but no fatalities, and these 
tended to occur when treatment was not practiced according to 
published guidelines (use of unstandardized extracts, excessive 
allergen doses, and patients who had experienced a severe reac-
tion during previous subcutaneous immunotherapy). Patients 
should be observed for at least 30 minutes after the first dose 
by staff able to recognize and treat anaphylaxis. Although rare, 
most systemic reactions to SLIT occur at home, so it is impor-
tant to educate patients on how to recognize and treat reactions 
and when to seek medical help. Co-prescription of auto-inject-
able adrenaline devices is recommended in the USA, whereas 
this is not a routine recommendation in Europe unless there are 
risk factors, including a history of previous systemic reactions 
to immunotherapy. Local side effects such as itching and swell-
ing in the mouth and throat irritation frequently occur in 40 to 
75% of cases, although in general are mild, short-lived, last for 
minutes after administration, and resolve within 2 to 3 weeks. 
Local side effects may occasionally be more troublesome and/
or persist for longer and, in clinical trials, result in discontinua-
tion of sublingual immunotherapy in up to 4% to 8% of patients 
treated with sublingual tablets.

Both sublingual and subcutaneous allergen immunothera-
pies are effective in seasonal rhinitis and associated with long-
term disease remission. For perennial rhinitis, both routes are 
effective with higher quality evidence in favor of sublingual 
immunotherapy.

Hymenoptera Venom Immunotherapy
Hymenoptera species include venomous wasps, hornets, and 
bees.30 More than half the population report being stung, with 
adverse reactions ranging from large local reactions (>10 cms) 
to systemic reactions, including anaphylaxis and occasional 
fatalities. The rate of systemic reactions in Europe has been esti-
mated between 0.3% and 7.5% in adults and 0.15% and 3.4% 
in children. Risk factors for anaphylaxis include a bee rather 
than a wasp sting, older age, underlying medical conditions, 
raised baseline serum tryptase, mastocytosis, and the history of 
severity and rapidity of onset of any previous systemic reaction 
following a sting. Diagnosis depends on the clinical history of 
a sting and confirmation of specific IgE sensitivity, in cases of 
doubt, including measurement of IgE to major allergens for bee 
(Api m 1) and for wasp (Vesp v 1 and 5). Large local reactions 
require either no treatment, the elevation of an affected limb 
and ice, or, if severe, oral corticosteroids for 1 to 3 days. Often, 
antibiotics or antihistamines are prescribed for large, local reac-
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tions but are ineffective, unnecessary, and potentially harmful. 
Although local reactions occasionally precede subsequent sys-
temic reactions (up to 15%), local reactions are not considered 
an indication for immunotherapy.31

Moderate-severe systemic reactors should adhere to avoid-
ance advice and be supplied with two auto-injectable adrena-
line pens and their technique of use described and rechecked 
at intervals, along with the expiry date of the device. Moderate-
severe reactors (whose reactions exceed generalized skin reac-
tions) should be offered subcutaneous immunotherapy, with a 
lowered threshold for those with a severely impaired quality of 
life due to fear of a subsequent sting. The threshold for immu-
notherapy is higher in children in view of generally milder reac-
tions and lower risk compared with adults.

Venom immunotherapy confers complete protection from 
severe systemic reactions in 77 to 84% of cases for honeybee 
and 91% to 95% for wasp venom. Immunotherapy protocols 
are similar to those for inhalant allergens, with weekly updos-
ing injections for 12 to 16 weeks followed by monthly injec-
tions for 1 year, extending to 6 to 8 weeks between mainte-
nance injections in subsequent years—generally 3 years for 
wasp venom and 3 to 5 years for bee venom, depending on 
the risk of subsequent stings and access to medical care. Risk 
factors for systemic reactions (approximately 8% to 20%) dur-
ing venom immunotherapy include bee venom, rapid updos-
ing, and probably raised basal serum tryptase levels. Venom 
immunotherapy confers long-term tolerance although there 
are no long-term randomized controlled trials, so it is difficult 
to unravel tolerance due to long-term effects from natural tol-
erance due to declining IgE levels in the absence of subsequent 
stings.30, 31

Allergen Immunotherapy for Foods
Diagnosis of food allergy depends on the history combined 
with objective confirmation of IgE-sensitization to relevant 
foods by skin testing and/or serum-specific IgE. Specific IgE 
tests to recombinant allergens are often useful to distinguish 
true allergy to major protein antigens associated with severe 
reactions and distinguish them from cross-reacting aller-
gens that may be either irrelevant or associated with pollen 
food syndromes. Oral provocation tests may be indicated 
when the diagnosis remains in doubt and/or to exclude food 
allergy to specific foods and enable their re-introduction into 
the diet. Standard treatment for food allergy involves accu-
rate identification of offending foods and appropriate avoid-
ance advice. Patients with food-induced anaphylaxis should 
additionally be supplied with two auto-injectable adrenaline 
pens with clear and repeated instructions on their use and 
replacement on expiry. In high-risk children with peanut 
allergy, anti-IgE therapy with omalizumab has been shown to 
be effective in raising the threshold in order to afford protec-
tion against accidental exposure, although this is expensive 
and would need to be continued long-term. Allergy to milk 
and egg in infants and children is usually self-limiting with 
age. Persistent allergy to egg and milk in adults is often seri-
ous and life-threatening, and attempts at oral immunother-
apy are associated with a high risk of severe adverse events 
such that immunotherapy for egg and milk allergy is not rec-
ommended for use outside randomized controlled trials and 
confined to specialist centers.

A major area of research has been specific immunotherapy 
for peanuts. Peanut allergy is common in westernized coun-

tries where it has been estimated to affect 1.4% to 3% of the 
population and represents a common cause of food-induced 
anaphylaxis. It is a major risk factor for fatal reactions in asth-
matics and is associated with expense and substantial psycho-
social burden for affected individuals and their families. Most 
studies have focused on oral peanut immunotherapy in chil-
dren, whereas sublingual and epicutaneous routes have also 
been tested.

PALISADE32 was a phase 3 trial of oral peanut immuno-
therapy in 551 participants aged 4 to 55 years (mainly under 
17) with a severe peanut allergy. Participants were selected by
failing a double-blind oral food challenge at 100 mg peanut pro-
tein. They were randomized 3:1 to active or placebo treatment 
over a period of 24 weeks. The primary endpoint was the pro-
portion who could ingest 600 mg peanut protein at the end of 
treatment. The results showed that in children and adolescents 
who received encapsulated peanut (AR101), approximately 2/3 
achieved the primary endpoint compared with 1/25 of placebo-
treated participants. Local and gastrointestinal side-effects were 
two-fold higher in AR1010-treated participants. Systemic aller-
gic reactions occurred in 53/372 (14.2%), including one case of 
severe anaphylaxis compared to 4/124 (3.2%) in placebo-treated 
participants.

A recent meta-analysis (PACE) of nine randomized con-
trolled trials of oral peanut immunotherapy33 in over 1000 
individuals showed that whereas the treatment was effective in 
achieving desensitization (risk ratio for passing a supervised oral 
peanut challenge of 12.42/1), the treatment was accompanied 
by a 3.12/1 risk ratio for anaphylaxis and 2.21/1 for receiving 
epinephrine compared to placebo. In an accompanying edito-
rial, the question was raised whether trading treatment-related 
side-effects at home during treatment for allergic reactions to 
accidental exposures out of the house (i.e., in social situations) 
might be beneficial for some patients.

In contrast to inhalant allergen immunotherapy, oral immu-
notherapy for peanuts has not been associated with durable 
tolerance after discontinuation. The POISED study34 evaluated 
the sustained effects of 2 years of oral peanut immunotherapy 
over 1 year after discontinuation. 120 participants aged 7 to 55 
years with a severe peanut allergy were enrolled. A maintenance 
dose of 4-g peanut was achieved by 1 year in most participants. 
Whereas effective desensitization to 4-g peanut challenge was 
achieved, discontinuation, or even a reduction to 300 mg daily 
peanut, markedly increased the likelihood of return of clinical 
reactivity to peanut within months of discontinuation.

A phase 3 trial of epicutaneous immunotherapy was per-
formed in 356 enrolled participants, median age 7 years, with 
peanut allergy but no history of anaphylaxis.35 The treatment 
involved daily application to the skin of a peanut patch con-
taining 250 mcg of peanut protein over 12 months. 35.3% on 
active treatment compared to 13.6% placebo-treated patients 
achieved the pre-determined peanut-eliciting dose (300 mg 
for most participants), although the trial did not achieve a 
component of the primary endpoint. Subsequent analyses 
and follow-up indicated persistent protection while the par-
ticipants remained on treatment. In general, the treatment was 
well-tolerated, although local application site reactions were 
common for both active and placebo-treated groups (approxi-
mately 90%) and discontinuation rates were comparable 
(approximately 10%).

Taken together, these data suggest that oral peanut immu-
notherapy is effective but labor-intensive and associated with 
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frequent systemic allergic reactions, including increased rates 
of anaphylaxis and adrenaline usage during the treatment. With 
currently available strategies, long-term disease remission after 
discontinuation has not been achieved. A comparison between 
the oral and epicutaneous routes in terms of benefits and 
side-effects would be of interest. Data suggest that the earlier 
introduction and targeting of younger and less IgE-sensitized 
individuals is likely to be more effective. At present, however, 
immunotherapy for food allergy in general, and peanut allergy 
for which most data are available, should be confined to research 
and specialist centers and is not recommended for routine clini-
cal use.

Mechanisms of Allergen Immunotherapy
A greater understanding of the underlying mechanisms of 
immunotherapy is important for developing biomarkers 
to assess disease severity, predict responders, and monitor 
response to treatment. Insights into mechanisms have provided 
a rationale for novel approaches to immunotherapy, including 
alternative routes, modified allergens, and “allergen+” strate-
gies to improve efficacy, convenience for patients, and enable 
shorter, safer protocols.

Mechanisms of Allergic Rhinitis
Nasal allergen provocation has been used as a model to study 
mechanisms of allergic rhinitis and the influence of immuno-
therapy. The early nasal response at 0 to 60 minutes after chal-
lenge involves immediate sneezing followed by watery nasal 
discharge and eye symptoms. The early response occurs fol-
lowing allergen-crosslinking of IgE receptors on the surface 
of mast cells. A sequence of intracellular signaling events 
results in the immediate release of granule-associated media-
tors, including histamine and tryptase (the latter largely mast-
cell-specific), and within minutes the release of newly formed 
mediators derived from membrane lipid including the sulfido-
peptide leukotrienes C4 (LTC4), LTD4 and LTE4, platelet-
activating factor, and, largely specific for mast cells, prosta-
glandin D2 (PGD2).

The late phase nasal response is associated with tissue eosin-
ophilia and the recruitment and activation of basophils and 
Th2-type CD4-positive T cells. Innate lymphoid cells (ILCs) do 
not possess surface lineage markers and do not express T cell 
receptors, so they are therefore unable to recognize allergen. 
ILCs respond to epithelial cytokines such as thymic stromal 
lymphopoietin (TSLP) and IL-33. These cytokines also recruit 
and activate local dendritic cells (“DC2s”) that promote prefer-
ential T-cell development in favor of a Th2 phenotype

An additional feature of allergic rhinitis is the activation of 
peripheral blood basophils and their recruitment and transepi-
thelial migration during the pollen season. Whereas inhibition 
of nasal challenge is useful for proof of concept for immuno-
therapy and allergen dose-response studies, exposure chal-
lenges in an environmental allergen chamber are more like 
natural allergen exposure and have been shown to have similar 
underlying mechanisms.

Mechanisms of Allergen Immunotherapy
Allergen immunotherapy has been shown to inhibit the early 
nasal response with a corresponding inhibition of mast cell 
recruitment, activation, and decreases in histamine and leu-

kotriene release as determined by measurements in collected 
nasal fluid. Immunotherapy inhibits the late nasal response 
and accompanying release of Th2 cytokines IL-4, 5, 9, and 13 
and eosinophil chemotactic factors such as CCL11 (Eotaxin), 
CCL17, and CCL22. Local eosinophilia is reduced along with 
a decrease in local Th2-positive T cells. These inhibitory 
changes are mimicked during the pollen season. Immuno-
therapy additionally inhibited seasonal transepithelial migra-
tion of mast cells and basophils and CD1a-positive dendritic 
cells, decreased tissue eosinophilia, and inhibited local IgE-
synthesis. These local reductions in Th2-dependent events are 
accompanied by increases in local regulatory T cells, includ-
ing IL-10- and Transforming growth factor-beta (TGF-β)-
producing peripheral Tregs. As well as downregulating Th2 
T-cell responses, these cytokines are major switch factors in 
favor of IgG4 and IgA heavy chain switching, respectively, 
consistent with the observed local and systemic increases in 
allergen-specific IgG4 and IgA during immunotherapy. There 
are also local increases in FOXP3-expressing-CD25 high CD3+ 
cells, presumed thymus-derived central Tregs. This induction 
of Tregs, detectable also in peripheral blood, occurs within  
3 months, whereas successful immunotherapy is also accom-
panied by a more delayed-in-time increase in Th1 cells detect-
able in the skin, nose, and peripheral blood. The accompanying 
increase in interferon gamma+ T cells suppresses IL-4 depen-
dent IgE production and favors overall switching in favor of 
IgG isotypes, particularly IgG1 and IgG2, also observed dur-
ing allergen immunotherapy (Fig. 88.4).36

Recent novel findings include inhibition of seasonal 
increases in peripheral blood ILC2s during the pollen season 
after immunotherapy and a change in ILC2 phenotype in favor 
of IL-10-producing ILC2s with typical regulatory properties. 
The induction of regulatory B cells as an alternative source of 
IL-10 following allergen immunotherapy is increasingly recog-
nized.36 Th2A cells represent a novel subset of Th2 T cells that 
increase during the pollen season and are characterized by low 
expression of the surface marker CD27. Th2A cells are inhibited 
following successful immunotherapy.

T follicular helper cells (Tfh) are located within the germinal 
centers of lymph nodes and are characterized by surface expres-
sion of CXCR5, intracellular transcription factor Bcl-6, and 
produce abundant IL-21. Through IL-21, Tfh cells are potent 
inducers, together with IL-4 of B-cell class switching to IgE. 
Immunotherapy has been shown to downregulate peripheral 
Tfh cells in favor of so-called T follicular regulatory (Tfr) cells 
that have a similar phenotype to Tfh cells, although additionally 
express FOXP3 and have inhibitory properties including inhibi-
tion of Tfh cells.37 There is the emergence of a novel subset of IL-
35-producing regulatory T cells. IL-35 has inhibitory proper-
ties like IL-10, induces regulatory B cells, and inhibits IL-4- and 
IL-21-stimulated human IgE synthesis in vitro. Peripheral IL-35 
Treg numbers and IL-35 concentrations in allergen-stimulated 
in vitro T-cell culture supernatants are low in allergic rhinitis 
compared to normal healthy controls. Peripheral numbers of 
IL-35 Tregs and IL-35 production are increased during grass 
pollen immunotherapy and correlate with the accompanying 
suppression of nasal symptoms.38

Summary
A pattern is emerging where allergen immunotherapy for 
inhalant allergens is shown to potently inhibit Th2 T-cell and 
innate lymphoid cell activation and IgE-dependent mast cell 
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• Allergen Immunotherapy is effective in seasonal and perennial allergic 
rhinoconjunctivitis

• Use of either SCIT or SLIT depends on the availability of resources
and patient preference

• Three years of treatment with allergen extracts of proven value
results in long-term efficacy

• HDM tablet immunotherapy for mite-induced asthma reduces asthma
exacerbations

• Subcutaneous immunotherapy for Hymenoptera venom allergy is
highly effective

• Oral peanut immunotherapy induces desensitization but not long-
term tolerance

• Knowledge of mechanisms of immunotherapy should enable
biomarkers to predict and/or monitor response and to develop more
effective, safe, and more convenient strategies

and basophil activation and tissue eosinophilia (see Fig. 88.4). 
This may occur because of an early induction of Treg responses, 
including peripheral IL-10-, TGF-beta, and IL-35-produc-
ing Tregs and a more delayed-in-time immune deviation in 
favor of allergen-specific Th1 responses at approximately 12 
months. Different subsets of B regulatory cells are increasingly 
recognized as an alternative source of IL-10 following immu-
notherapy.36 In addition to suppression of the Th2 response, 
“IgE-blocking” antibodies, particularly allergen-specific IgG4 
and IgA, compete with IgE for the formation of allergen-IgE 
complexes. As a result, there is a decrease in both Fc€R1-
dependent activation of mast cells and basophils and suppres-
sion of Fc€R2-dependent IgE-facilitated antigen-stimulated 
activation of Th2 T-cell development. Interestingly these “pro-
tective” IgE-inhibitory antibodies may also be detected locally 
in nasal fluid as well as in peripheral blood and correlate bet-
ter with response to immunotherapy than simply measuring 
immunoreactive IgG4 and IgA levels.39 A novel recent finding 
is that whereas for subcutaneous immunotherapy, the domi-
nant blocking antibody is IgG4, for sublingual immunother-
apy, the major IgE-inhibitory activity resides within IgA.39 
Thus, the two routes of immunotherapy (SCIT and SLIT) 
may act by distinct mechanisms, and in resistant cases, it may 
make sense to combine both routes—although this would first 
require confirmatory clinical trials.
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FIG. 88.4 Mechanisms of AIT. During the initial sensitization phase in patients with allergic rhinitis, low allergen exposure at the nasal 
mucosal surface results in activation of epithelial cells, which then activate DCs. DCs uptake and present antigens to naive T cells to 
induce allergic TH2 (Th2A) responses and IgE-facilitated antigen presentation. Subsequent allergen re-exposure leads to mast cell and 
basophil degranulation, causing classic early-phase reactions. Subsequent infiltration of other leukocytes leads to late-phase allergic in-
flammation. High-dose allergen exposure by immunotherapy restores DC function, which produces IL-12, IL-27, and IL-10 and promotes 
immune deviation from a TH2 to TH1 response and induction of Treg and Breg cells (including other B-cell subsets) that produce IgA, 
IgG, and IgG4 blocking antibodies. Suppressive activities of Treg cells, Breg cells, and IgG-blocking activity are indicated by red arrows. 
EC, Epithelial cells; TLR, Toll-like receptor. (Figure and legend reproduced with kind permission of J Allergy Clin Immunol.36)

THERAPEUTIC PRINCIPLES

Biomarkers of Response to Immunotherapy
At present, a history of symptoms on exposure to the relevant 
allergen and confirmation of IgE sensitization by skin test and/
or measuring specific IgE are the two most reliable predictors 
of an individual’s response to immunotherapy. If the history is 
doubtful, some centers recommend nasal or conjunctival prov-
ocation as a clinical surrogate to confirm end-organ response—
although there is little information on threshold dose to confirm 
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clinical relevance and/or response to immunotherapy. Elevated 
IgG/IgG4 levels are indicative of exposure to the vaccine rather 
than a response to treatment, and there is evidence that func-
tional IgE-blocking activity may more reliably predict response 
to treatment in clinical trials. These include inhibition by post-
immunotherapy serum of allergen-IgE complex binding by 
CD23-expressing B cells as a surrogate of Th2 T-cell develop-
ment. Second, inhibition in vitro of allergen-stimulated baso-
phil histamine release. Ex vivo basophil activation may also be 
measured directly using whole blood allergen stimulation and 
CD63 measurement. Circulating allergen-responsive TH2A 
cells, (CD27−CCR4+CRTH2+CD45R0+ CD4+ T cells) can be 
measured before/after immunotherapy. These assays require 
flow cytometry, which is not routinely available for clinic sam-
pling’ and real-time measurements. Recently, by use of whole 
blood RT-PCR, a pro-tolerogenic signature in peripheral den-
dritic cells that expressed high levels of C1Q and Stabilin 1 was 
recognized that correlated with immunotherapy response follow-
ing sublingual grass pollen immunotherapy. A recent summary 
of potential biomarkers for immunotherapy was published by 
an EAACI task force report. Whether these assays may predict 
individual responses to immunotherapy as opposed to identi-
fying significant associations at a group level in clinical trials 
remains to be determined.40

Novel Therapeutic Approaches
Subcutaneous allergen immunotherapy, although effective, is 
time-consuming and requires specialist supervision. There is a 
need for shorter, safer, more convenient immunotherapy prod-
ucts and protocols.41 Sublingual treatment is safer and can be 
self-administered. Both routes require 4 to 6 months for efficacy 
in pre-co-seasonal regimens and a minimum of 3 years for long-
term tolerance. One approach has been the chemical modifica-
tion of allergens to reduce allergenicity—such allergoids may be 
effective but have no proven value over conventional extracts. 
Allergen extracts have been formulated with alum or tyrosine in 
order to delay absorption and have adjuvant properties. Alter-
native routes include epicutaneous “patch” application of aller-
gen and intralymphatic injections directly into lymph nodes 
under ultrasound guidance.41

Peptide immunotherapy involves the use of shortened pep-
tides derived from either crude standardized extracts or syn-
thetic peptides. Peptide immunotherapy attempts to reduce 
allergenicity while preserving or increasing immunogenicity. 
Examples include Cat Fel d 1 peptides of 12 to 20 amino acid 
length that appeared effective and safe at phase 2 but have not 
been successful so far in phase 3 studies Similarly, medium-
length peptides—either recombinant peptides or prepared by 
controlled hydrolysis of whole allergen extracts showed early 
promise but have not so far been successful at phase 3. The 
use of recombinant allergens, both for specific diagnosis and 
as products for immunotherapy, is an attractive approach as it 
involves a high degree of standardization and the potential to 
tailor products according to individual allergen sensitivities. 
One approach has involved a recombinant mixture of major 
grass allergens covalently linked to a highly immunogenic pre-S 
protein derived from the hepatitis C virus. The recombinant 
product selectively increases IgG antibody responses while 
reducing IgE and is currently in phase 3 trials.

In line with the experiments of Robert Cooke almost  
100 years ago involving the passive transfer of immunity to 

ragweed by use of post-immunotherapy serum injected intra-
dermally, an alternative approach is a passive immunotherapy 
by administration of recombinant antibodies of high affinity 
directed against major allergens. This is likely to be more effec-
tive where there is one dominant major allergen, as is the case 
for cat allergy (Fel d 1). In a recent study, a single injection of a 
combination of two high-affinity recombinant IgG4 antibodies 
directed against Fel d 1 (single dose 600 mg) was highly effective 
at suppressing the immediate response to nasal allergen chal-
lenge with whole-cat extract. In contrast to active immuniza-
tion, the limitation of passive immunotherapy is that there is no 
possibility of durable long-term tolerance.

Another approach is the combination of allergen products 
with biologics that favorably modify the immune response to 
the allergen to enhance safety and/or favor induction of prefer-
ential tolerogenic responses. Anti-IgE (Xolair) combined with 
ragweed subcutaneous immunotherapy reduced systemic aller-
gic reactions during a rush-updosing protocol by greater than 
80%. Other examples include the combination of subcutane-
ous immunotherapy with Toll-like receptor agonists (TLR4 and 
TLR9 TLR2 and TLR742 agonists). The combination of allergen 
immunotherapy with monoclonal antibodies directed against 
Th2 cytokine pathways (for example, dupilumab targeting IL-4 
receptor-alpha) or alternatively with antibodies directed against 
epithelial cytokines (tezepelumab, targeting TSLP). Such “aller-
gen+” strategies may have the potential to improve efficacy and 
safety, and possibly enable a shorter, more efficacious course of 
immunotherapy and augment induction of long-term tolerance.

• Allergoids (chemical modified allergens)
• Allergens +Immunostimulants (TLR-4, TLR-7, TLR-9 agonists)
• Allergens +monoclonal antibodies (anti-IgE, anti-IL-4, anti-TSLP)
• Recombinant allergens (birch pollen, grass pollen, cat dander)
• Alternative routes (sublingual, intra-lymphatic, epicutaneous)
• Synthetic T-cell peptides (cat dander, house dust mites)
• Recombinant B-cell peptides (grass pollen)
• Medium-length hydrolyzed peptides (grass pollen)
• Passive immunotherapy (anti-Fel d 1 monoclonal antibodies)

ON THE HORIZON
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The clinical era of transplantation began on December 23, 1954, 
when Dr. Joseph Murray and colleagues performed the first 
successful renal transplant on the genetically identical Herrick 
twins. Solid organ transplantation (SOT) has since transformed 
the management of end-stage organ failure, as a lifesaving tech-
nique but also improving the quality of life. The development 
of powerful immunosuppressive regimens and cutting-edge 
biologic agents represents an elegant proof of concept, trans-
lating seminal work from the laboratory bench to the patient’s 
bedside. However, there are many challenges to overcome. In 
addition to the major insufficiency in organ supply for the many 
patients waiting for transplantation, there are immunologic 
challenges including cellular and antibody-mediated rejection 
that require all recipients to be maintained on a regimen of im-
munosuppressive therapy for the life span of the organ. Such 
global immunosuppression is associated with toxicities includ-
ing infection, malignancy, and cardiovascular risks that may 
result in fatal events. Judging the adequacy of immunosuppres-
sion is a balance, and the tools to measure sufficiency and our 
understanding of that process are elusive and complicated by 
donor–host genetics. In this chapter, we review mechanisms of 
host immune response to an organ transplant, discuss current 
and new agents for immunosuppression, insights into immune-
modulation in terms of transplant tolerance, and the potential 
for pig organs to mitigate the demand on human donors, and 
emphasize the contributions of clinical trials and recent studies.

THE IMMUNE RESPONSE IN ORGAN 
TRANSPLANTATION
The immune system must have the ability to distinguish “self ” 
from “non-self ” or “altered-self ” to avoid damaging the host. 
Any immune response that is generated must also be propor-
tional to the threat; thus, antigens encountered in the context 
of inflammation will prime T cells and evoke a more aggres-
sive immune response. While essential to survival, this is a 
major barrier to successful transplantation. Specific signals of 
“danger” may evoke an immune response, are nonspecific, and 
are managed by the innate immune response (Fig. 89.1). In 
contrast, allorecognition (that is, the recognition of a specific 
protein or antigen on a donor tissue that is different from the 
host or recipient) is specific and results in rejection. In animal 
models, transplantation between genetically identical individu-
als  (isograft, syngeneic graft) does not result in rejection, while 
transplantation between disparate donors and hosts of the same 
species (allograft) results in an aggressive immune response. The 

transplantation of organs across species (xenograft) is  receiving 
more focus, as barriers such as zoonosis and gene editing may 
 facilitate early acceptance; this is discussed later.

Innate Immunity and Ischemia Reperfusion Injury
Deceased donor brain death leads to systemic inflammation, 
leading to hemodynamic responses and subsequent organ injury, 
whereas donation after cardiac death is associated with warm 
ischemic injury. At organ retrieval, organs are perfused in an at-
tempt to mitigate the reactive oxygen species and aberrant metab-
olism associated with brain death.1 Perfusion solutions have been 
developed to reduce biochemical injury, and coupled with cold 
storage, are used to reduce the injury associated with reperfusion 
following implantation. More recently, ex vivo  approaches for or-
gan preservation have emphasized metabolic reprogramming to 
improve organ function prior to implantation of multiple organs.2 
Moreover, normothermic (i.e., physiologic body temperature) 
oxygenated perfusion is under study to better “resuscitate” organs 
through a more physiologic environment. These approaches are 
crucial to optimizing the limited donor organ pool available.

Innate immunity plays a key role in ischemic injury, resulting 
in release of damage-associated molecular patterns (DAMPs) like 
heat shock proteins (HSPs), nucleic acids, and high-mobility group 
box-1 (HMGB1) protein. These molecules are recognized by in-
variant pattern-recognition receptors (PRRs) of the innate immune 
system; for example, Toll-like receptors (TLRs) (see Chapter 3).  
Release of inflammatory mediators, such as interleukin-1 (IL-1) 
and IL-6 chemokines, results in adhesion molecule upregulation 
that expands the immune response. This further triggers activation 
of macrophages and dendritic cells (DCs), resulting in greater anti-
gen-presenting capacity and entry to a cytocidal state. Endogenous 
signals can also activate the complement cascade, which promotes 
DC maturation and subsequently their ability to activate T cells. 
Thus, the innate immune system, activated by local tissue injury, 
promotes the initiation of adaptive immune responses when there 
are antigenic differences between the donor and the recipient. Ac-
tivation of the adaptive immune system results in a series of effec-
tor mechanisms, both cell- and antibody-mediated, which lead to 
further graft injury (see Fig. 89.1).

Clinical Implications
Implantation of an allograft with severe damage may result in pri-
mary non-function. In the kidney, lack of function necessitating 
dialysis treatments in the recipient is known as delayed allograft 
function (DGF),3 occurring in about 30% of all  transplanted kid-
neys. Such poorly functioning allografts may eventually recover 
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but are associated with inferior transplant outcomes, including 
more frequent rejection episodes and worse baseline function. 
While preclinical models of ischemia reperfusion have suggested 
potential clinical targets for therapy, the results of recent clinical 
trials with novel agents have been disappointing. The difficulty 
in translating therapy may relate to the complexity of organ al-
location as well as clinical trial design. Understanding ischemia-
related dysfunction remains an unmet need in SOT.

Activation of the Adaptive Immune Response
Recognition by T cells of differences between donor and recipi-
ent major and/or minor histocompatibility antigens is central to 
the adaptive immune response. The extensive polymorphism of 
major histocompatibility complex (MHC) genes (see Chapter 5) 
makes complete matching of unrelated individuals rare, and, al-
most inevitably, transplantation of cells or organs between ge-
netically unrelated individuals occurs across an MHC mismatch. 
Knowledge of MHC structure and molecules has contributed sig-
nificantly to our understanding of how rejection is triggered and 
facilitated the development of immunosuppressive drugs. While 
these differences may be overcome initially by the potency of im-
munosuppressive therapy, mismatch in class II DR and DQ anti-
gens is associated with graft failure.4

Signal 1: Recognition of Alloantigen
Class I MHC molecules are cell surface glycoproteins expressed 
on most nucleated cells and are recognized by CD8 T-cell recep-
tors (TCRs). Class II MHC molecules are not expressed by every 
cell in the body; rather, they are found on DCs, B lymphocytes, 

 macrophages, and, in humans, endothelial cells. MHC class II 
molecules are recognized by T cells bearing the CD4 TCR. Ex-
pression of both class I and II MHC molecules can be induced 
during inflammation of ischemia or rejection, particularly by 
interferon-gamma (IFN-γ). The inflammatory response trig-
gered in the allograft by retrieval and implantation of the organ 
initiates not only the migration of donor-derived passenger leu-
kocytes but also their maturation into functional APC express-
ing high levels of donor MHC molecules.

Antigen processing within antigen-presenting cells (APCs) re-
sults in the production of peptides that can bind in these grooves, 
producing MHC–peptide complexes that are recognized by T 
cells (see Chapter 6). These peptides may be of self-origin or de-
rived from foreign molecules (e.g., from an allograft after trans-
plantation or from a virus after an infection). In general, peptides 
derived from molecules within the cell are processed and loaded 
into MHC class I molecules, whereas extracellular molecules 
present outside the cell are processed into peptides that load into 
class II molecules. However, cross- presentation can also occur.

As discussed in Chapter 4, the TCR is composed of two chains 
that confer MHC–peptide specificity and is associated with a 
complex of polypeptides referred to collectively as CD3. When 
the TCR of host naïve or memory T cells engages its specific anti-
gen, CD3 delivers intracellular signals to the T cell (Chapter 10). 
This is the first step in T-cell activation commonly referred to as 
“signal 1” and is believed to take place in secondary lymphoid or-
gans rather than in the transplanted graft itself. In clinical trans-
plantation, treatment with calcineurin inhibitors (CNIs) to block 
signal 1 and/or the use of T cell–depleting agents has been highly 
successful in the prevention and reversal of rejection episodes.

Antigen presentation may occur in one of three pathways 
(Fig. 89.2). Intact allogeneic MHC molecules presented by 
donor-derived passenger leukocytes to host T cells is known as 
the direct pathway of allorecognition and this is the dominant 
pathway through which the immune response to the graft is ini-
tiated. T cells responding via direct antigen presentation consti-
tute a vast majority of the alloreactive immune repertoire, esti-
mated at 10% of T cells.5 Over time, when donor APCs within 
the graft are depleted, the indirect pathway of allorecognition 
dominates. Here, the recipient APCs largely consisting of DCs 
and B cells process and present peptides derived from allogeneic 
MHC molecules shed from the graft (both soluble MHC mol-
ecules and apoptotic cells), as well as minor histocompatibility 
antigens. Experimental models suggest that indirect presenta-
tion of donor antigens may play a greater role in rejection than 
direct presentation overall, as it is a continuous process as long 
as the graft remains in situ. Finally, a third pathway referred to 
as the semidirect pathway of antigen presentation exists in which 
donor MHC proteins are transferred intact to recipient APCs 
(through membrane transfer or the exosomal route), enabling 
them to present allogeneic MHC–peptide complexes to host T 
cells. This MHC transfer is temperature and energy dependent 
and requires close cell-to-cell contact. Both MHC class I and 
class II may be transferred, although class II MHC appears to be 
transferred more efficiently.

Signal 2: Costimulation
T-lymphocyte activation also requires signals delivered by 
the interaction of several costimulatory receptors and their li-
gands, known collectively as “signal 2” (Fig. 89.3). During T-cell 
 activation, the TCR–CD3 complex and costimulatory mole-
cules are brought together in the cell membrane to form the im-

FIG. 89.1 Mechanisms Leading to Graft Injury. After the trau-
ma of surgery (“danger of transplantation”), there is an interplay 
of innate and adaptive immune responses resulting in eventual 
graft destruction.
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FIG. 89.3 Costimulatory Signal 2. Costimulation follows bind-
ing to major histocompatibility complex (MHC) class I and class 
II on antigen-presenting cells (APCs) and involves signal trans-
duction via intracellular proteins and increased interaction affin-
ity via the binding of several cell surface proteins. Several co-
stimulatory molecule pairs have been identified, both activating 
and inhibitory.

FIG. 89.2 Antigen Presentation. (A) Direct presentation: passenger donor antigen-presenting cell (APC) presents alloantigen to re-
cipient T cells in lymphoid tissue. (B) Indirect presentation: alloantigen from donor cells is processed and presented by recipient APC 
via major histocompatibility complex (MHC) class II to recipient CD4+ cell. (C) Semidirect presentation: donor MHC class I and class II 
may be transferred to the surface of recipient APCs, enabling presentation of alloantigen to recipient T cells.
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munologic synapse. Signal 1 is specific for the antigen involved, 
whereas costimulation is not antigen-specific.

Costimulatory receptors fall into two major families; the B7 
family (e.g., CD28 and CD152) and the tumor necrosis fac-
tor (TNF) family (e.g., CD154 and CD70) (see Chapter 10). 
 Although several costimulatory molecule pairs have been identi-
fied,6 the CD28 and CD154 pathways have been the most clearly 

defined in transplantation. CD80 and CD86 ligands on the sur-
face of DCs and other cells can bind to CD28 on T cells, result-
ing in the activation of additional signal–transduction pathways 
within the T cell. This has a number of effects: lowering the 
threshold for T-cell activation; increasing glucose metabolism, as 
well as cytokine and chemokine expression, including IL-2 pro-
duction; reducing T-cell death through apoptosis; and expanding 
the number of T cells that respond through proliferation. CD80 
and CD86 are also linked to an inhibitory receptor, CD152 or cy-
totoxic T-lymphocyte antigen-4 (CTLA-4), which inhibits T-cell 
activation possibly by competing with CD28 to bind with CD80 
or CD86. CTLA-4 has a 10-fold higher receptor affinity compared 
with CD28 and is rapidly upregulated following T-cell activation. 
Additionally, CTLA-4 activates tryptophan catabolism in DCs, 
resulting in the inhibition of proliferation and promoting apop-
tosis of the responding T cells. This pathway is the mechanism 
behind belatacept, CTLA4-Ig, a biologic used in transplantation 
to  mitigate rejection (as  discussed later in this chapter).

CD40, a member of the TNF receptor family, is expressed on 
all APCs and binds to CD154 (CD40L), which is present on ac-
tivated CD4 cells, a subset of CD8 cells and Natural Killer (NK) 
cells. CD40 stimulation causes triggering signals for antibody 
production and induces MHC expression on APCs, thus ampli-
fying antigen presentation. In preclinical models,  treatment with 
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transcription factors cause the expression of many genes leading 
to upregulation of growth factors and cytokines; in particular, 
IL-2, a key T-cell growth factor, and CD25 (IL-2Rα). Growth 
signals are then delivered through the phosphoinositide-3-ki-
nase (PI3K) and mammalian target of rapamycin (mTOR) 
pathways to promote cell cycle progression, and the clonal 
expansion and  differentiation of activated T cells are initiated 
leading to their effector functions. These mechanisms are tar-
geted by various  immunosuppressive agents discussed in the 
 immunosuppression section and seen in Table 89.1.

The pattern of cytokine production through the interaction 
of the combination of signaling processes determines the na-
ture of the response, in which either cell-mediated or antibody- 
mediated immunity is seen to dominate (see Chapter  11). 
T-helper 1 (Th1) cells are T cells known to promote a cell-medi-
ated response and are associated with the production of IFN-γ. 

anti-CD154 promoted long-term survival of heart allografts in 
mice and of kidney allografts in non-human primates (NHPs).7 
The clinical efficacy of costimulatory blockade is discussed fur-
ther in the Immunosuppression section.

Signal 3: T-Cell Proliferation and Differentiation
Following signals 1 and 2, a complex process known as “sig-
nal 3” begins. This signal includes the induction of three sig-
nal–transduction pathways: the calcium–calcineurin pathway, 
the Ras- and Rac-mitogen–activated protein kinase pathways, 
and the protein kinase C nuclear factor κB (NF-κB) pathway 
(see Chapter 10). These pathways interact with inositol triphos-
phate (IP3) and diacylglycerol (DAG), formed from the hydro-
lysis of phosphatidylinositol 4,5-bisphosphonate, to  activate 3 
 transcription factors: nuclear factor of activated T cells (NFAT), 
 activating protein-1 (AP-1), and NF-κB, respectively. These 

TABLE 89.1 Immunosuppressive Therapies in Transplantation: Maintenance Induction 
and Adjuvant Treatments

Drug Mechanisms Adverse Effects

Maintenance Agents
Corticosteroids Induces phospholipase A2 inhibitory proteins, inhibits arachidonic 

acid synthesis, inhibits prostaglandins and leukotrienes
Diabetes, delayed wound healing, peptic ulcers, psychosis, 

osteoporosis, infection, blurred vision, fluid retention, weight 
gain, acne, constipation

Azathioprine Inhibits purine and DNA synthesis, inhibits cell proliferation Bone marrow depression, opportunistic infection, macrocytosis, 
liver toxicity

Mycophenolate 
mofetil

Inhibits inosine-monophosphate dehydrogenase, inhibits purine 
synthesis. and blocks cell proliferation

Gastrointestinal symptoms, bone marrow depression, opportu-
nistic infection, in particular CMV and BK nephropathy

Cyclosporine Binds to cyclophilin, inhibits calcineurin phosphatase, blocks 
NFAT dephosphorylation, blocks IL-2 transcription and T-cell 
activation

Hypertension, hyperlipidemia, nephrotoxicity, hepatotoxic-
ity, pancreatitis, peptic ulcers, thrombotic microangiopa-
thy,  opportunistic infection, neurotoxicity, tremor, gingival 
 hyperplasia, hirsutism

Tacrolimus Binds to FKBP12, inhibits calcineurin phosphatase and blocks 
T-cell activation

Posttransplantation diabetes mellitus, nephrotoxicity, thrombotic 
microangiopathy, neurotoxicity

Rapamycin
Everolimus

Binds to FKBP12, inhibits mTOR, and blocks IL-2–driven cell 
proliferation

Delayed graft function, delayed wound healing, mouth ulcers, pneu-
monitis, increased proteinuria, peripheral edema, hyperlipidemia

Belatacept Binds CD80/86 with higher affinity than CD28 blocking signal 2 
in T cells

Headache, anemia
PTLD, opportunistic infection

Induction Agents
Antithymocyte 

globulin
Polyclonal effects not well characterized; immunosuppressive ef-

ficacy attributed to T-cell depletion through apoptosis, antibody-
dependent cytolysis, and complement-dependent lysis

Polyclonal effects: cytokine release syndrome, serum sickness, 
leukopenia, thrombocytopenia.

De novo tumors and opportunistic infection: CMV and HSV.
Alemtuzumab Binds to CD52 antigen, (expressed on 95% of peripheral blood 

lymphocytes, NK cells, macrophages, and thymocytes)
Results in profound lymphopenia

Opportunistic infections: Candida, CMV

Basiliximab Binds to IL-2R with similar affinity as IL-2, thereby inhibiting 
IL-2–driven T-cell proliferation

Abrogates Signal 3

Occasional hypersensitivity reactions, inadequate immunosup-
pression in immunologically high-risk recipients

Adjunctive Treatments
Intravenous 

 Immune 
Globulin

Inhibition of antibody production, inhibition of B-cell differentia-
tion, inhibition of production of interleukin-6 and tumor necrosis 
factor-α, induction of B-cell apoptosis, inhibits complement 
activation, saturates FcRn to accelerate the breakdown of 
endogenous alloantibody IgG, anti-idiotypic antibody blocking 
alloantibody function

Hemolysis, headache, acute renal failure with sucrose-containing 
preparations, thromboembolic events

Rituximab Binds CD20 with cellular destruction by ADCC Infusion side effects (headache, nausea), hypogammaglobu-
linemia

Eculizumab Binds to the terminal complement component 5 limiting the 
production of C5b and membrane-activating complexes

Meningococcal infections, Neisseria infections

Proteasome 
inhibitors

Bind the 26 S proteasome inhibiting proper ubiquitination and 
protein degradation leading to cell dysfunction and apoptosis

Neuropathy, diarrhea, headache, cytopenia

ADCC, antibody-dependent cytotoxicity; CMV, cytomegalovirus; DHFR, dihydrofolate reductase; HSV, herpes simplex virus; IL-2, interleukin-2; IL-2R, interleukin-2 receptor; mTOR, 
mammalian target of rapamycin; NFAT, nuclear factor of activated T cells; PTLD, post-transplant lymphoproliferative disease.



1132 PART X Transplantation

T cells promoting a humoral response (i.e., Th2 cells) are asso-
ciated with the generation of IL-4, −5, and −6. Additionally, a 
Th17 population that has been identified is characterized by the 
production of IL-17 and promotion of the infiltration of neutro-
phils. Th22 cells, which express IL-13, IL-22, and TNF-α, have 
also been described. A subset of CD4 cells called regulatory T 
cells (Treg) can also be induced following antigen exposure in 
the periphery (pTregs; see Chapter 13). These cells secrete IL-
10 or transforming growth factor-beta (TGF-β) and have sup-
pressive or regulatory functions against effector cells and APCs. 
Skewing the immune response in favor of Treg is being investi-
gated as a potential strategy to improve long-term graft survival 
or through adoptive transfer.8 The balance of these responses 
results in either graft injury or the induction of tolerance.

Following exposure to an antigen, antigen-specific memory 
T and B cells are generated. These memory cells are then able 
to produce a more rapid and intense immune reaction if the 
antigen is encountered on a second occasion because they have 
a lower activation threshold and are less dependent on costimu-
lation. Transplant recipients, particularly older patients or those 
who have had previous antigen exposure through previous 
transplantation, blood transfusion, or pregnancy, may there-
fore have specific anti-donor memory cells. Memory-type re-
sponses may also occur due to antigen receptor cross-reactivity 
known as heterologous immunity. Moreover, T-effector mem-
ory cells are resistant to lymphocyte depletion therapies and 
CD28+CD8+CD45RA+CCR7− effector memory cells are resis-
tant to costimulatory blockade.9

HOW ARE GRAFTS DESTROYED: THE HOST 
EFFECTOR IMMUNE  RESPONSE
In organ transplantation, the type of transplanted tissue, loca-
tion of implanted organ, and immune status of the recipient at 
time of transplantation may modify the immune response. Al-
though initiation of rejection in a naïve recipient is principally 
T-cell dependent, many components of the immune system 
contribute to the subsequent destruction of the transplanted tis-
sue. Graft destruction may be alloantigen-specific, or may be 
due to bystander tissue destruction.

Acute T Cell–Mediated Rejection
As described above, following the innate response to organ 
acquisition, implantation, and reperfusion, the inflammatory 
environment within the graft promotes an adaptive cellular re-
sponse to the graft itself. Naïve cytotoxic T cells, activated by 
CD4 cells clustering with APCs, migrate to the graft, where they 
recognize allogeneic class I MHC molecules. These cytotoxic 
cells release key molecules such as perforin and granzyme B, 
upregulate surface Fas ligand, and secrete soluble mediators, 
such as TNF-α. Perforins insert into the target cell membrane 
to form pores, allowing granzyme to enter the cell, causing pro-
teolysis and activation of the apoptotic caspase cascade. More-
over, Fas ligand binds to Fas on target cells, similarly inducing 
apoptosis. While the clinical risk of acute T cell–mediated re-
jection (TCMR) occurs in the first months of transplantation, 
TCMR may be detected at any time following transplantation, 
when there is insufficient immunosuppression.

In animal models, a nonspecific delayed-type hypersensitiv-
ity response may occur, usually mediated by CD4 cells that are 
attracted to the graft, involving the release of multiple proin-

flammatory cytokines, including IL-1, IFN-γ, and TNF-α. This 
leads to the further recruitment and activation of leukocytes, 
increasing graft cell permeability and vascular smooth muscle 
tone, affecting graft function, and contributing to both acute 
and/or sustained rejection. In the latter process, CD4 allore-
active T cells responding to donor-derived peptides bound to 
recipient MHC class II molecules have also been correlated 
with chronic allograft dysfunction. In human kidney transplant 
recipients (KTRs), this phenomenon is called chronic active T 
cell–mediated rejection (CA-TCMR) and has specific histologic 
criteria (Table 89.2).10 CA-TCMR is associated with prior epi-
sodes of TCMR and later development of allograft fibrosis and 
tubular atrophy.11,12 This entity reflects under immunosuppres-
sion, but appropriate clinical intervention remains uncertain.

As acute allograft rejection is initiated by the recognition 
of polymorphic donor MHC molecules by recipient T cells, it 
may follow that transplantation of MHC incompatible tissues 
will elicit a strong T cell–dependent immune response to donor 
tissues, based on extent of mismatches as demonstrated in ro-
dent models. These differences are often not apparent in clinical 
transplantation in the context of modern immunosuppression. 
Moreover, rejection may still occur between MHC-matched 
siblings due to T-cell recognition of minor histocompatibility 
antigen differences.

From work in animal models and findings in human trans-
plant recipients, so-called “chronic rejection” was a label used to 
describe functionally failing organ transplants with associated 
inflammatory cell infiltrates coupled with alloantibody interac-
tion of the vascular endothelium. This interaction resulted in 
smooth muscle cell activation and proliferation of the arterial 
medial wall (“vasculopathy”). This entity can be seen in heart 
and kidney allografts. In the latter, interstitial fibrosis and tubu-
lar atrophy are also characteristic of the failing allograft. Indi-
rect allorecognition has been implicated in the development of 
“chronic rejection,” though this is primarily derived from ani-
mal models (reviewed in Siu JHY, et al.13).

Clinical Implications
Acute graft rejection is suspected when there is a sudden de-
terioration in allograft function and is confirmed by allograft 
biopsy. As shown in Table 89.2, there are semi-quantitative mea-
sures for the intensity and location of inflammatory response, 
developed for all the organs.10 An example of TCMR is shown 
in Fig. 89.4. The extent of rejection grade is associated with the 
number of cells within the tubular epithelial cell as well as the 
extent of inflammation in the graft. Vascular invasion is consid-
ered more severe and raises the grade of rejection. Typically, the 
severity of an episode of rejection and the level of graft dysfunc-
tion are key factors in terms of responsiveness to therapy. Fi-
nally, the frequency of rejection in the first year after transplant 
varies depending on the organ, ranging from 8% in the kidneys 
up to 39% in the small bowel,14 reflecting the immunogenicity 
of the allograft and effectiveness of immunosuppressive therapy.

Detection of graft dysfunction varies based on organ, and 
while lab findings are used for kidney, liver, and pancreas 
transplants, heart transplants undergo surveillance biopsy to 
monitor for rejection. In kidney transplantation, the finding of 
rejection in a biopsy without graft dysfunction is called “sub-
clinical” rejection. However, in a recent survey of US transplant 
centers, less than 25% performed surveillance biopsies even in 
selected patients, citing the low yield of actionable information 
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as the primary reason for nonperformance. Moreover, the early 
 detection of subclinical rejection identifies patients at increased 
risk for allograft failure who might benefit from early interven-
tions that increase immunosuppression exposure. However, 
the long-term consequences of detecting and treating subclini-
cal inflammation remain controversial, with some arguing that 
there are insufficient long-term benefits to justify the practice.

With the growing use of immune checkpoint inhibitors 
(CPIs) in advanced cancer treatment (see Chapter 80), there is 
increasing recognition of immune-related adverse events that 
occur in 70%–90% of treated patients.15 Such events include 
skin disorders, acute kidney injury with acute interstitial ne-

phritis, gastrointestinal (GI) disorders, hepatotoxicity, and en-
docrinopathies like thyroiditis and diabetes. The activation of 
T-cell antitumor  activity may also adversely affect allografts in 
transplant recipients. Further data are needed to better assess 
the risks to  transplanted organs and possible negative impact on 
patient survival beyond the impact of the tumor itself.

Antibody-Mediated Rejection
Alloantigen-specific antibodies, or alloantibodies, are produced 
after alloantigen-driven B-cell activation in the presence of T-cell 
help, which may occur during cellular rejection or  following a 
blood transfusion. In addition to DCs, B cells themselves may 

FIG. 89.4 Kidney Biopsies Demonstrating Abnormal Histology. (A) This is an example of Banff 1b T cell–mediated rejection (TCMR). 
Note that there is substantial interstitial inflammation (i3) but the extent of tubular infiltration by monocytes (tubulitis, t) is critical to 
define TCMR. (B) Antibody-mediated rejection (AbMR). The key findings are peritubular capillaritis (ptc) accompanying vasculitis (v) and 
thrombosis. There is also tubulitis present. (C) Immunostaining for complement component C4d, with positive staining of peritubular 
capillaries. (D) BK polyomavirus nephropathy. There is intense interstitial inflammation (i) and tubulitis with obliteration of the renal tu-
bules; these findings may also be seen in TCMR. However, within the tubular epithelium are viral cytopathic changes including nuclear 
inclusions in tubular epithelial cells, enlarged irregular nuclei, and chromatin smudging, as well as detached tubular cells with denuded 
patches of basement membrane. (E) Immunostaining for SV40 T antigen demonstrating positive nuclei in the renal tubule epithelium. 
This finding is diagnostic for viral infection with the SV40 family of viruses that include BK.
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act as APCs. MHC class II molecules are presented to and bind 
immunoglobulins (Igs) on the surface of B cells, enabling the B 
cell to internalize the alloantigen and process it into peptides that 
are presented at the cell surface within MHC class II molecules 
(see Chapter 6). These activated T cells produce cytokines that 
activate B cells, enabling them to differentiate into alloantibody-
producing plasma cells. When allospecific antibodies encounter 
their specific antigen, antibody-mediated rejection occurs.

There are three mechanisms by which antibody mediates tis-
sue injury in antibody-mediated rejection (AbMR; Fig. 89.5).16 
First, bound antibody activates endothelial cells within the graft, 
resulting in the expression of adhesion molecules, cytokines, 
and chemokines, as well as the synthesis of tissue factor. This 
process results in increased immune cell trafficking to the site, 
enhancing the immune response. Second, antibody binding may 
trigger complement activation, which can result in cell lysis and 
graft damage directly or indirectly by the binding of complement 
components to the graft and the recruitment of macrophages 
and neutrophils. Finally, the exposed Fc non-antigen-specific 
portion of the antibody molecule may serve as a receptor for 
other innate immune cells, including NK cells and monocytes. 
This encourages NK cells and macrophages to kill any target 
cells with antibodies bound to their surface. This is a nonspecific 
process termed antibody-dependent cellular cytotoxicity (ADCC) 
and can contribute to graft rejection (see Chapter 12).

Antibodies to Human Leukocyte Antigens (HLA)  antibod-
ies may be present in all hosts. The diversity and extent of these 
antibodies are referred to as allosensitization. This occurs as a 
result of blood transfusions due to contaminating passenger 
leukocytes in the blood product, pregnancy, and prior organ 
transplant. While we typically associate alloantibodies forming 
after sensitizing events, their generation in the context of host 
infection and heterologous immunity has important clinical im-
plications.17

When donor-specific anti-HLA antibodies (DSA) exist in a 
recipient prior to transplantation, a dramatic response known 
as hyperacute rejection may occur upon perfusion of the trans-
planted graft. Coagulation and complement cascades are ac-
tivated, resulting in extensive thrombosis and graft infarction 
within minutes. Hyperacute rejection is rarely seen in clinical 
practice anymore because of the advances in screening for HLA 
antibodies prior to transplantation (see the following section).

Non-HLA antibodies are increasingly recognized as as-
sociated and perhaps causative of antibody-mediated injury.18 
The antigens recognized include the major histocompatibility 
complex class I chain-related gene A (MICA) or B (MICB), or 
structural proteins in the donor organ such as collagen IV in 
basement membranes, vimentin, or angiotensin 1 receptor. 
Anti-endothelial-cell antibodies to targets such as ICAM-4 and 
endoglin have also been identified in pre-kidney transplant sera 
and associated with post-transplant development of HLA DSA 
and AbMR, and similarly correlated to poor outcomes in heart 
transplantation. However, there is no consensus on the routine 
monitoring for detection of such antibodies, which are clinically 
assayed when HLA DSA are not detected in the setting of graft 
dysfunction and AbMR.

Clinical Implications
In the past, the assessment of HLA antibodies, and specifically 
those that are donor specific, utilized an in vitro ADCC cytotox-
icity assay that required donor cells (lymphocytes) and the serum 
from the intended recipient. DSA are now measured by sensitive 
flow cytometry–based techniques using HLA-loaded beads and 
recipient serum, allowing for a more complete profile than older 
serologic analyses.19 These sensitive assays are more efficient in 
busy laboratories but are subject to lab-to-lab  differences in their 
performance, and hence are difficult to standardize across all 
transplant centers.20 However, within a particular histocompat-
ibility laboratory, methods and thresholds have been established 
to define clinically apparent antibodies. In clinical practice, labo-
ratories perform a “virtual” cross-match in which detailed mo-
lecular typing of the donor and a detailed antibody profile of the 
recipient render a determination of HLA compatibility.19 This 
improves the time to transplantation and also supports proper 
organ allocation to avoid those recipients with existing DSAs.

Diagnosis of AbMR requires an allograft biopsy. Specific crite-
ria are shown in Table 89.2, but the recognition of injury was finally 
galvanized by the ability to detect complement  activation within the 
allograft based on immunostaining of C4d in  peritubular  capillaries, 
the site of antibody–endothelial interaction (see Fig. 89.4). The de-
pendence on this criterion has also led to debate about C4d-negative 
biopsies with otherwise typical findings for AbMR, and also the 
presence of C4d in the absence of injury findings in the context of 

FIG. 89.5 Mechanisms of Antibody-Mediated Injury on the Vascular Endothelium. Once alloantibody is bound, activation may occur 
via complement–dependent pathway. Typically, non-HLA anti-donor antibodies activate through complement-independent pathways. 
 Finally, bound antibody exposes the Fc portion of the antibody, which may bind and attract leukocytes to the endothelium,  adding to the 
 immune-mediated injury by innate immune cells. (Adapted from Valenzuela N, Reed EF. J Clin Invest 2017;127(7):2492.  Fig. 89.2 A.).
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TABLE 89.2 Banff Diagnostic Criteria 
for Renal Allografts
Category 1: Normal or nonspecific changes

Category 2: Antibody-mediated changes

Active AbMR (requires all 3 criteria)
1. Histologic evidence of acute tissue injury:

• Microvascular inflammation (g > 0 and/or ptc > 0)
• Intimal or transmural arteritis (v > 0)b

• ATM
 2. Evidence of current/recent antibody interaction with vascular

 endothelium, including one or more of the following:
• C4d staining in ptc
• Moderate microvascular inflammation ([g + ptc] ≥2)
• Gene transcripts/classifiers of ABMR

 3. Serologic evidence of donor-specific antibodies (DSA).
Chronic active ABMR (requires all 3 criteria)

1. Morphologic changes of chronic tissue injury
• Transplant glomerulopathy (cg > 0)
• Severe peritubular capillary basement membrane multilayering
• Arterial intimal fibrosis

 2. Same as above
 3. Same as above

Chronic Inactive ABMR
1. Same as above
 2. Absence of criterion 2 above
 3. Prior documented active or CA ABMR and/or DSA

Category 3: Borderline (suspicious for acute TCMR
Foci of tubulitis (t1, t2, or t3) with mild interstitial inflammation (i1), OR mild 

tubulitis (t1) with moderate to severe interstitial inflammation (i2 or i3)

Category 4: T-cell–mediated rejection (TCMR)
Active TCMR
Grade IA: Interstitial inflammation (i2 or i3) with moderate tubulitis
Grade IB: Interstitial inflammation (i2 or i3) with severe tubulitis (t3)
Grade IIA: Mild to moderate intimal arteritis (v1), with/without inter-

stitial inflammation
Grade IIB: Severe intimal arteritis (v2), with/without interstitial inflam-

mation
Grade III: Transmural arteritis and/or arterial fibrinoid necrosis (v3), 

with/without interstitial inflammation
Chronic active TCMR (requires all 3 criteria)
Grade IA–Grade IB: Interstitial inflammation involving >25% of scle-

rotic cortex AND > 25% of total cortical parenchyma (ti2 or ti3) with 
moderate (t2 or t-IFTA2) or severe (t3 or t-IFTA3) tubulitis

Grade II: Chronic allograft arteriopathy

Category 5: Polyomavirus nephropathy
Class I: pvl 1 and ci 0–1
Class II: pvl 1 and ci 2–3, or pvl 2 and ci 0–3, or pvl 3 and ci 0–1
Class III: pvl 3 and ci 2–3

Histological criteria have been developed and are regularly reviewed to aid diagnosis 
of the cause of chronic allograft dysfunction. Determining the cause of dysfunction 
aids decision making with regard to pathology and management.
AbMR, Antibody-mediated rejection; CA, chronic active; ptc, peritubular capillaritis;  
v, vasculitis.
For full details, see Loupy A, Haas M, Roufosse C, et al. The Banff 2019 Kidney Meet-
ing Report (I): Updates on and clarification of criteria for T cell- and antibody-mediated 
rejection. Am J Transplant. 2020;20(9):2318–31.

so-called accommodation.21 This has led to revisions of standardiza-
tion for AbMR biopsy diagnosis in the kidney and includes the use of 
gene transcripts associated with AbMR.10

With the increasing recognition of de novo development of 
DSA following transplantation contributing to late allograft fail-
ure, in part due to insufficient immunosuppressive therapy for a 
particular host, there is a growing consensus of the necessity for 
monitoring for DSA after transplantation to mitigate the contri-
bution of antibody-mediated injury in graft failure.22

Late Allograft Failure
Both nonimmune and immune injury contribute to late al-
lograft loss.23 In the former, key contributors include advanced 
donor age and cell senescence, delayed graft function (as not-
ed in the previous section), and calcineurin-mediated nephro-
toxicity. These injuries involve cell signaling, promoting tissue 
remodeling, and interstitial fibrosis and tubular atrophy. With 
regard to immune-mediated injury, the notion of chronic re-
jection or chronic allograft nephropathy has been replaced 
with more refined entities, based on the analysis of large cohort 
studies that have pointed to the contribution of DSA anti-HLA 
antibodies based on data in large clinical cohorts.24,25 Such 
studies and others suggest the presence of immune activation 
either by intentional nonadherence or immune responses that 
have evaded the immunosuppressive state over time. This phe-
nomenon is seen in the lung allograft, manifested as chronic 
lung allograft dysfunction (CLAD),26 and in the heart trans-
plant, where it is known as cardiac allograft vasculopathy.27 In 
both instances, there is injury and inflammation affecting the 
airways and  vasculature, respectively.

Viral-Mediated Kidney Allograft Injury
In the last two decades, a critically important contributor to kid-
ney transplant injury and graft failure as well as to native kidney 
injury in other solid organ transplants has become known as 
BK polyomavirus nephropathy. BK virus, a DNA virus related 
to JC polyomavirus and SV-40, reactivates in the host, eliciting 
an immune response that histologically can mimic ACR with 
an inflammatory, interstitial inflammatory response with tubu-
litis, as well as viral inclusions in tubular epithelial cells28 asso-
ciated with kidney dysfunction. This is not a systemic disease, 
with focal infection in the tissues of the urinary tract. The virus 
gains entry into urothelium via an N-linked glycoprotein con-
taining a (2,3)-linked sialic acid receptor followed by caveolae-
mediated endocytosis. Following internalization into the cell, 
the virus migrates through the cytoplasm and gains entry into 
the nucleus, where viral transcription, replication, and particle 
assembly take place. Innate immune responses, in part via Toll-
like receptor 3 (TLR3) that senses viral double-stranded RNA 
as part of the viral replication, result in induction of IL-6 and 
IL-8. Small peptide defensins and IFN-γ inhibit viral replica-
tion. Viral-specific T-cell responses, activated following DC 
presentation of viral antigens, are important to control viral in-
fection, whereas antiviral antibodies do not appear to correlate 
with viral clearance.

Clinical Implications
It is the extent of immunosuppression that is associated with vi-
ral reactivation and suppression of normal antiviral cellular re-
sponses. As such, clinicians use a proactive strategy to monitor 
for BK viral DNA in urine and/or serum by polymerase chain 
reaction (PCR). Once detected, reduction in immunosuppres-
sion is undertaken. With worsening kidney function, diagnosis 
is made by allograft biopsy, which reveals interstitial inflamma-
tion, tubulitis, and immunohistochemical staining for SV-40 
T-cell antigen, so called polyomavirus replication/load level 
(pvl) (see Fig. 89.4). With no known effective antiviral therapy, 
immunosuppression may be reduced further and empiric treat-
ments have included IVIG, conversion to cyclosporine, and cor-
ticosteroid therapy. Typically, there is progressive inflammation 
and fibrosis, and ultimately allograft failure.
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IMMUNOSUPPRESSIVE MANAGEMENT
The potency of current immunosuppressive strategies has been 
associated with dramatic improvements in short-term graft out-
comes due to reduced rates of TCMR. But as noted previously, 
long-term graft survival remains a challenge. Therapy is aimed 
at T cell–mediated immune responses. The treatment paradigm 
is induction therapy, followed by maintenance therapy. Induc-
tion may be lymphocyte-depleting or not, with the former quite 
popular due to the potency of this strategy of reducing the bulk 
of T lymphocytes (monoclonal or polyclonal antibody) at the 
time of implantation of the allograft. Based on the discussion 
of allorecognition and T-cell activation, maintenance therapy 
is a combination of agents to interfere with these  processes 
(Fig. 89.6) and includes corticosteroids, anti-metabolite (typi-
cally mycophenolic acid [MPA]), and calcineurin inhibitor 
(typically tacrolimus). Table 89.1 lists the mechanisms of these 
agents and, importantly, their off-target effects, with overall 
concerns of opportunistic infection and malignancy. To achieve 
the proper level of immunosuppression, clinicians monitor 
12-hour trough levels of calcineurin inhibitor (CNI) as well as 
MPA levels. Note that certain solid organ transplants such as the 
liver don’t typically include induction therapy, and maintenance 
therapy may include two agents only. In contrast, highly immu-
nogenic simultaneous kidney–pancreas transplants utilize “qua-
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FIG. 89.6 Immunosuppressive Drugs and Their Targets. Signal 1 results from major histocompatibility complex (MHC): antigen 
recognition through the T-cell receptor (TCR)–CD3 complex, a process blocked by anti-CD3 mAbs and indirectly by rituximab. Signal 2 
results in costimulation, a process that can be blocked by belatacept. Costimulation results in full activation of the TCR–CD3 complex, 
initiating signal transduction. Signal 3: downstream signaling pathways result in calcineurin activation, a stage that can be inhibited by 
tacrolimus and cyclosporine. Activated calcineurin dephosphorylates nuclear factor of activated T cells (NFAT), allowing interleukin-2 
(IL-2) transcription, a process that can be inhibited by steroids. IL-2 receptor stimulation, which is blocked by basiliximab, activates the 
mammalian target of rapamycin (mTOR) signaling cascade, which can be inhibited by sirolimus. This pathway induces the T cell to 
enter the cell cycle and proliferate, which in turn can be blocked by mycophenolate and azathioprine. Rabbit antithymocyte globulin 
(rATG) exerts polyclonal effects, and alemtuzumab binds to CD52, both resulting in immunodepletion.

CLINICAL PEARLS
When graft dysfunction is detected, a biopsy is performed and therapy 
is based on those findings:

T cell–mediated rejection (i.e., acute cellular rejection 
or TCMR)
• Increase in baseline therapy doses
• High-dose steroids
• Anti-thymocyte globulin
• Alemtuzumab

Antibody-mediated rejection (AbMR)
• Plasmapheresis
• Intravenous immunoglobulin
• Rituximab

BK virus nephropathy (BKPVN)
• Immunosuppression reduction (Anti-metabolite, CNI)
• Serial monitoring of serum and/or urine viral load by PCR

druple therapy” with  T-cell depletion as induction. Typically 
over the first 3 to 6 months maintenance therapy is reduced to 
lower baseline levels as the risk of TCMR is reduced.

Signal 1: Blockade of Antigen Recognition
Activation of the rejection response to an allograft hinges on the 
recognition of antigen by the host immune system.  Targeting 
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•  Patients receive induction immunosuppression
Non-lymphocyte depleting mAb or
Lymphocyte-depleting antibody or
Corticosteroids
• Maintenance therapy begins on the day of transplantation
Calcineurin inhibitor (CNI)
Anti-metabolite (mycophenolate mofetil)
Corticosteroids (or avoidance depending on induction)
• Special situations such as HLA-incompatible transplants: highly

 sensitized patients may also receive rituximab and/or intravenous
 immune globulin

• Therapeutic drug level monitoring for CNI and sometimes mycophe-
nolic acid (MPA)

THERAPEUTIC PRINCIPLES

signal 1 via monoclonal antibodies has been used in both 
transplantation and autoimmunity and includes the already 
 mentioned lymphocyte-depleting antibodies.

Rabbit Antithymocyte Globulin
Current therapeutic strategies are based on induction therapies 
that concentrate on profound immune-cell depletion at the time 
of transplantation, when immune activation is most intense and 
prior clinical uses included horse antilymphocyte globulin and 
anti-CD3 antibody. In current practice, the most commonly 
used agent is rabbit antithymocyte globulin (rATG), a lympho-
cyte-depleting polyclonal IgG preparation with specificity to-
ward human thymocytes. It primarily binds to peripheral blood 
lymphocytes as well as to those present in the lymphoid organs, 
including lymph nodes, spleen, and thymus, as demonstrated 
by in vivo studies in NHPs. The agent’s polyclonal nature en-
ables it to display specificity toward a wide variety of molecules 
expressed on the surface of T cells, B cells, DCs, NK cells, and 
endothelial cells, including those involved in T-cell activation, 
proliferation, apoptosis, signal transduction, cell adhesion, and 
trafficking. The precise mechanism of action underlying the im-
munosuppressive efficacy of rATG in transplant recipients is un-
clear, although it has been primarily attributed to T-cell deple-
tion. In vitro studies suggest that rATG modulates the expression 
of various lymphocyte surface antigens, resulting in apoptosis, 
antibody-dependent cytolysis, or complement-dependent lysis. 
Initially, this agent was primarily used for treatment of TCMR 
(and had approval for that purpose by the US Food and Drug 
Administration [FDA]), but evolving data for induction therapy 
have demonstrated non-inferiority with non-lymphocyte deple-
tion induction in terms of incidence of biopsy-proven acute re-
jection, graft loss, or death at 6 and 12 months after transplanta-
tion, leading to FDA approval.29 Treatment may be monitored by 
flow cytometry of total CD3 cells present in the recipient. Over 
3 to 6 months, repopulation occurs, but with overall reduced 
total absolute lymphocyte count even at 1 year30 with thymo-
poiesis and homeostatic proliferation contributing to immune 
reconstitution and expansion CD4+CD25+ Forkhead box P3+ 
(FOXP3+), CTLA-4+, and glucocorticoid-induced TNF recep-
tor (GITR+)+ Treg from human peripheral blood lymphocytes. 
These Treg subsets are key to immune response modulation.

While definitive superiority compared to non-depletional 
induction therapy has not been demonstrated,31 rATG has facil-
itated the avoidance of corticosteroids that were utilized widely 
in the prior decade and still utilized for immune “low-risk” pa-
tients in about 25% of KTRs. However, a systematic review has 

demonstrated higher rates of acute rejection but no difference 
in patient and graft survival at 5 years, without clear benefit or 
detriment beyond that.32

Alemtuzumab (Campath-1H)
Alemtuzumab is a humanized rat IgG2b directed against the 
CD52 antigen, which is expressed on 95% of peripheral blood 
lymphocytes, NK cells, macrophages, and thymocytes,33 affect-
ing nearly all mononuclear cells. The profound and long-lasting 
lymphopenia produced after the administration of a single dose of 
30 mg of alemtuzumab is likely explained by such abundance on 
monocyte cell surfaces. Examination of the peripheral blood lym-
phocytes from recipients after alemtuzumab induction has identi-
fied a subset of T cells, predominantly CD4 central memory cells 
that survive despite alemtuzumab induction and appear largely re-
sistant to depletion; these memory T cells express lower CD52 lev-
els compared with naïve T cells. CD52 is not present on granulo-
cytes, platelets, erythrocytes, or hematopoietic stem cells (HSCs). 
After binding to CD52, alemtuzumab causes cell death through 
several mechanisms: complement-mediated cytolysis, antibody-
mediated cytotoxicity, and apoptosis. With a plasma half-life of 
approximately 12 days, its clinical effects are far more persistent, 
with greater than 99% lymphocyte depletion after a single dose, 
and lymph-node depletion taking up to 3 to 5 days compared with 
less than 1 hour seen in the peripheral lymphocytes.34

In this setting of severe lymphopenia, homeostatic proliferation 
affects the recovery of cell subpopulations, with rapid return of na-
ïve and memory T cells that may trigger rejection.35 CD8 cells ap-
pear to recover within 6 months, but CD4 cells may not reach pre-
transplant levels by 1 year, if at all. NK cells are almost unaffected 
and decrease only transiently (a population of CD52− NK cells has 
also been identified); monocyte and B-cell recovery can be seen 
at 3 and 12 months, respectively; T-cell levels recover to only 50% 
of baseline at 36 months.34 Thus, there are lasting impacts on the 
recipient’s peripheral blood cellular makeup, although long-term 
impacts have yet to show definitive damage.

While first used safely in transplantation as an induction 
agent in 1998 alone or with cyclosporine, other small clinical 
studies suggested the potency of lymphocyte depletion and abil-
ity to limit maintenance therapy with limited rejection and suc-
cessful short-term graft survivals. Two randomized controlled 
trials in kidney transplantation have assessed the efficacy and 
safety of alemtuzumab compared to rATG36,37 demonstrating 
alemtuzumab as an effective induction agent in both high- and 
low-immune-risk patients. Furthermore, it facilitates reduced 
exposure to CNI and mycophenolate, as well as steroid avoid-
ance. Critically, late-term rejections have been observed with 
such strategies,38 and some groups have noted AbMR as a com-
mon rejection phenotype, perhaps due to the minimization of 
maintenance therapy that facilitates (inadvertently) development 
of de novo DSA. Combinations of maintenance therapies includ-
ing mTOR inhibitors (mTORi) and deoxyspergualin have been 
attempted to improve long-term engraftment. However, with the 
lack of pharmacokinetic data and additional trials, there is no 
FDA or European Medicines Agency (EMA) approval for its use 
in transplant and limited clinical availability unless off-label use.

Anti-CD20 Monoclonal Antibody (Rituximab)
Rituximab is an anti-CD20, chimeric mAb that eliminates 
most B cells from the circulation. Originally used to treat B-cell 
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 lymphoproliferative diseases in patients other than transplant 
recipients as well as to treat post-transplant lymphoproliferative 
disease (PTLD), it is also now used in SOT as a treatment of 
antibody-mediated rejection and to “desensitize” patients who 
are receiving HLA-incompatible or ABO-incompatible trans-
plants. However, depletion of antibody-producing cells may 
be incomplete because rituximab cannot target CD20-negative 
plasmablasts and plasma cells, which are the cells producing 
 antibodies. The actions of rituximab in AbMR are to effectively 
deplete APC (e.g., B cells), limiting indirect pathway T-cell acti-
vation resulting in a sustained immune response. Recent studies 
of CCR5-deficient mice receiving kidney allografts demonstrat-
ed that early treatment with anti-CD20 at the time of trans-
plantation effectively blocked the typical accelerated AbMR of 
control allografts, but when given at day 5, and afterwards, was 
unable to control the accelerated rejection.39 While there may 
be a role for targeting B cells preemptively in SOT in highly sen-
sitized individuals, additional strategies to downregulate the B-
cell response are under evaluation.

Signal 2: Costimulatory Blockade: CTLA4Ig 
and Anti-CD40L
As already noted, a positive costimulatory signal is needed to 
promote T-cell activation; in its absence, partially activated T 
cells become hyporesponsive (anergic) or die via apoptosis.

The primary pathways of blockade for clinical implemen-
tation are CD28:CD80/86 and CD40:CD154. It has been 
 hypothesized that the inhibition of full T-cell activation by co-
stimulatory blockade rather than total T-cell depletion might 
more selectively target effector T cells and spare beneficial Treg 
while avoiding the many adverse effects of nonspecific immu-
nodepletion. This has been based on preclinical studies and not 
been borne out in human transplantation.7

CTLA-4 (CD152) is an inducible T-cell surface antigen that, 
when bound to CD80/86 receptor ligands (B7 molecules) on 
APC, delivers inhibitory signals to the activated T cell. Belata-
cept (LEA29Y) is a fusion protein that combines a mutated ver-
sion of the extracellular binding domain of CTLA-4 with the 
Fc portion of IgG1, with specificity for CD80/86 expressed on 
APC. Ligation of CD80/86 by CD28 (a surface antigen con-
stitutively expressed on T cells) usually lowers the activation 
threshold of T cells (Fig. 89.6). Belatacept has a higher affin-
ity and slower dissociation rate from human B7 molecules (i.e., 
CD80/86) compared with CD28, resulting in inhibition of the 
costimulation required for effective T-cell activation.

Belatacept has been studied in KTRs and is FDA-approved 
for use as prophylaxis for rejection. In the phase 2 trial KTRs,40 
belatacept treatment was associated with a low rate of rejec-
tion, similar to that in control treatment of cyclosporin A, my-
cophenolate, and corticosteroids. Moreover, graft function was 
significantly better with belatacept treatment. In two larger 
randomized trials,41,42 treatment with belatacept was associated 
with higher rates of acute rejection in the first year of transplant 
compared to control treatment with cyclosporine, but with sig-
nificantly better renal function and improved cardiovascular 
and metabolic profiles. These beneficial effects have been dem-
onstrated out to 7 years post-transplant.43 The higher rate of 
rejection with belatacept therapy has been borne out in other 
studies attempting to optimize its use. While these rejections 
are reversible and have not had demonstrable allograft loss, they 
make patient management impractical. Studies to understand 

this unexpected consequence in humans have noted the loss 
of CD28 on effector memory CD8 and CD4 T cells, effectively 
making these cells resistant to costimulatory blockade by CT-
LA4Ig.44 In the latter case, they may be found in rejection biop-
sies and appear to acquire CD57, a marker of terminal differen-
tiation and a ligand for P and L selectin. Their presence prior to 
transplant may identify patients resistant to treatment. Studies 
are ongoing to understand this risk and identify practical ways 
to implement these drugs. In clinical practice, they may also be 
useful in conversion when CNIs are not tolerated.45

Promising data in NHP models of kidney transplantation 
demonstrated beneficial effects of long-term allograft sur-
vival when anti-CD154 antibody was either combined with 
CTLA4Ig or as monotherapy.46 However, human trials were 
halted due to unexpected life-threatening pulmonary emboli, 
with demonstration that activated platelets express and shed 
soluble CD154, promoting rejection, but which are also asso-
ciated with the thrombosis seen in humans.47 Removing the 
Fc portion of the antibody not only reduces this thrombosis 
but also promotes tolerance in murine models of allogeneic 
bone marrow and skin transplantation. For the most part, 
clinical attempts to use anti-CD154 antibody continue to be 
on hold6 while the focus has turned to a non-activating anti-
CD40 monoclonal antibody (bleselumab) to block the CD40–
CD154 pathway, which showed promise in prolonging kidney 
and liver allograft survival in NHPs. A phase 2 trial in KTRs 
demonstrated three- to fourfold higher rates of biopsy-proven 
rejection48 ending any potential in kidney transplants for the 
present. These disappointing results demonstrate the difficulty 
in translating immunologic findings in murine models, which 
are highly inbred and kept in isolation from pathogens, as 
compared to more complex findings in NHPs and ultimately 
to man.

Signal 3: Blockade of Proliferation and Differentiation
Anti-IL-2R (CD25) Monoclonal Antibody (Basiliximab)
As already discussed in Chapters 10 and 11, activated T cells 
produce IL-2, which binds to the IL-2 receptor high-affinity 
transmembrane protein subunit α (CD25), leading to signal 
transduction and T-cell activation. Anti-IL-2R (anti-CD25) 
mAb specifically target activated T cells but do not cause sig-
nificant lymphocyte depletion and are not associated with ma-
jor adverse effects compared with lymphocyte-depleting agents. 
However, other T-cell subtypes, including Treg, also express 
CD25, and therefore the use of these agents may impact some 
of the natural mechanisms of immunoregulation. Basiliximab, 
a chimeric mAb, binds the IL-2R with similar affinity as IL-2, 
thereby effectively competing with IL-2 and subsequently inhib-
iting IL-2–driven T-cell proliferation (Fig. 89.6).

It has been used in renal transplantation in low-immune-risk 
recipients and supported by consensus guidelines.49 First trans-
plants, well-matched organs, as well as living donors are consid-
ered “low” risk. However, in high-immune-risk situations, such 
as with the occurrence of detectable anti-donor HLA antibod-
ies, re-transplantation, and the presence of high risk for acute 
kidney injury/DGF post-transplantation, rATG is favored.31 
With the selective and short-term immunosuppressive effect 
of basiliximab, confined to the highly immunogenic period 
immediately after transplantation, this class of drug has been 
under investigation to substitute for corticosteroids in early ste-
roid withdrawal or steroid-free regimens. However, the debate 
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continues about the implementation of basiliximab in favor of 
rATG,50 and it has also been utilized in the other solid organs.

Corticosteroids
Corticosteroids have complex immunosuppressive as well as 
anti-inflammatory effects (see Chapter 83). They act principally 
by binding to cytoplasmic glucocorticoid receptors, although at 
higher doses they can exhibit receptor-independent effects as 
well. The steroid–receptor complex translocates to the nucleus, 
where through DNA binding and by targeting transcription fac-
tors such as AP-1 and NF-κB affects a variety of cytokines in-
cluding IL-1, IL-2, IL-3, and IL-6, TNF-α, IFN-γ; and a number 
of chemokines. By inhibiting cyclooxygenase, corticosteroids 
are also able to reduce the production of inflammatory media-
tors, such as leukotrienes, thromboxanes, and prostaglandins. 
Corticosteroids have been the mainstay of maintenance immu-
nosuppression regimens for several decades (see Table 89.1, see 
Fig. 89.6). However, because of off-target effects, including its 
diabetogenic properties and induction of bone loss, skin chang-
es, and other negative metabolic profiles, steroid avoidance has 
been utilized in many kidney transplant programs with signifi-
cant success when coupled with antibody induction, at least in 
the short term.37,51

Antiproliferative Agents
With the discovery of azathioprine in 1957, anti-metabolites 
have been important maintenance immunosuppressive agents 
that interfere with DNA synthesis and prevent cell-cycle pro-
gression (see Fig. 89.6). In the context of allograft rejection, this 
impairs the clonal expansion of alloreactive T cells. While not 
used as commonly as mycophenolate, azathioprine is hepati-
cally metabolized to the purine analogue 6-mercaptopurine and 
incorporated into DNA. By inhibiting purine nucleotide syn-
thesis (and therefore DNA and RNA synthesis), it reduces gene 
transcription and prevents cell cycle progression. The effects 
of azathioprine are not lymphocyte-specific, resulting in bone 
marrow suppression.

In current clinical practice, mycophenolate mofetil (MMF) 
is the primary anti-metabolite used. MMF is metabolized in the 
liver to the active MPA. MPA is a noncompetitive, reversible 
inhibitor of inosine monophosphate dehydrogenase (IMPDH), 
the enzyme that catalyzes purine synthesis in the de novo path-
way by conversion of inosine monophosphate to guanosine mo-
nophosphate. As the salvage pathway of purine synthesis from 
guanine is less active in lymphocytes, they are relatively de-
pendent on the de novo pathway of purine synthesis compared 
with other cell types. As a result, the effects of MMF are more 
lymphocyte-specific than azathioprine, and less myelosuppres-
sive. MMF therapy is utilized in all solid organs transplanted 
and is considered a standard of care following FDA approval in 
1995 and EMA approval in 1996 for prophylaxis for transplant 
rejection.52

Calcineurin Inhibitors
Since their clinical introduction in the early 1980s with cyclo-
sporin A (CsA) and tacrolimus (Tac) in early 1990s, this class 
of agent has had a substantial impact on transplantation, with a 
significant reduction in acute rejection rates and improved graft 
survival. About 95% of renal transplant recipients currently 

receive CNI.14 Both CsA and Tac bind cytoplasmic immuno-
philins (cyclophilin and FK506-binding protein 12 [FKBP12], 
respectively) to form complexes that can inhibit the calcium-
dependent phosphatase calcineurin, a rate-limiting enzyme in 
the TCR signal–transduction pathway (see Fig. 89.6). By pre-
venting translocation of the transcription factor NFAT to the 
nucleus, calcineurin inhibition impairs upregulation of many 
molecules important for T-cell proliferation and the generation 
of an effective immune response, including the cytokines IL-2, 
IL-4, TNF-α, and IFN-γ, and costimulatory molecules, such 
as CD154. However, CNIs are associated with nephrotoxicity, 
both for native kidneys when used in other solid organs and 
in kidney allografts. Indeed, there have been many attempts to 
avoid and/or minimize their use, but this has been challenging 
with the occurrence of improved kidney function, albeit with 
a strong risk of rejection.53 As already noted, the development 
of de novo DSA and late antibody-mediated rejection are con-
sequences of patient- or physician-implemented minimization. 
The “Symphony” study, a large, randomized control study of 
~1700 KTRs compared four maintenance regimens including 
reduction in tacrolimus target dosing and basiliximab induc-
tion. When compared to a CsA-based regimen or mTORi regi-
men, Tac treatment was associated with a significantly lower re-
jection rate (12% in the first year with a 95% 1-year graft survival 
and better renal function) than the other regimens, and this rate 
was maintained out to 3 years post-transplantation.54 In the last 
few years, long-acting Tac preparations have been developed, 
allowing once-daily dosing to enhance adherence and reduce 
both pill burden and side effects such as tremor and nausea.55

Mammalian Target of Rapamycin Inhibitors
Sirolimus (rapamycin) and everolimus bind to the same im-
munophilin as tacrolimus (FKBP12), although the complexes 
formed do not interact with calcineurin but instead bind to the 
regulatory kinase mTOR, which has a critical role in cytokine 
receptor signal transduction (Fig. 89.6). mTOR activates the ri-
bosomal enzyme p70 S6 kinase and blocks an inhibitory protein 
4E-BP1, both of which are required for translation of proteins 
necessary for progression from the G1 (growth) phase to the S 
(DNA synthesis) phase of the cell cycle. Therefore, inhibition 
of this pathway in T cells blocks the action of cytokines, such 
as IL-2, IL-4, and IL-15, preventing cell-cycle progression and 
clonal expansion. mTORi have also been tested in a variety of 
tumors with modest impact but are under investigation as a 
“sensitizer” for chemotherapy. In some vascularized cancers, the 
tumor suppressor gene PTEN, which is also a negative regulator 
of mTOR, loses function, leading to ongoing mTOR activity and 
 tumorigenesis.

Unfortunately, this class has a substantial side-effect profile, 
including disabling extremity edema, pneumonitis, and dyslip-
idemia, as well as proteinuria. A recent study using everolimus 
in place of MPA with CNI demonstrated outcomes that were 
not inferior to standard immunosuppressive therapy.56 While 
these agents are not used commonly in de novo maintenance 
therapy, they have been studied intently to avoid or minimize 
CNI. Conversion at 1 to 6 months post-transplant to sirolimus 
was associated with significantly improved renal function and 
similar rejection frequency as CsA-based therapy.57 Another 
large randomized controlled trial used conversion to evero-
limus at 4.5 months, but with higher rejection rates, although 
graft function remained superior on everolimus, regardless of 
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rejection.58,59 Late conversion has had mixed results. Practically 
speaking, for kidney transplantation, these agents are reserved 
as alternatives when other drugs have side effects and for use in 
kidney-transplant recipients who have repeated squamous cell 
cancers of the skin and who are at high risk for cancer recur-
rence post-transplantation, to mitigate the development of new 
tumors.60 Finally, in heart transplantation, these agents are em-
ployed to mitigate the development of coronary vasculopathy.61

An interesting feature of mTORi therapy is their promotion 
of Treg generation and survival, as demonstrated in animal 
models of transplantation with prolonged graft survival.62 In 
kidney and liver recipients, de novo mTORi use has also been 
associated with enhanced Treg development,63,64 suggesting that 
mTORi are attractive agents to potentially promote tolerance, 
discussed subsequently in this chapter.

Desensitization and Antibody-Mediated 
Rejection Treatments
A major challenge, as noted above, is the development of AbMR. 
While we avoid preformed DSA prior to transplantation, some 
patients have such broad sensitization to HLA that it isn’t pos-
sible to find a donor that is HLA-compatible. In order to fa-
cilitate a transplant, clinicians resort to desensitization therapy. 
While protocols vary and the approaches differ, the agents used 
here primarily are plasmapheresis to reduce total antibody load 
coupled with intravenous immune globulin (IVIG). IVIG treat-
ment has broad effects, including anti-idiotypic antibodies to 
block response on endothelium, as a general anti-inflammatory 
binding cytokines and chemokines, and, importantly, blocking 
FcRn and facilitating excretion of anti-HLA antibody by the 
kidney (see Table 89.1). Rituximab is also used. Unfortunately, 
neither is FDA-approved, but they are used in humans based on 
substantial preclinical and mechanistic data and by consensus.65

Another approach to mitigate AbMR in this situation is 
to disrupt complement activation. Eculizumab, a humanized 
monoclonal antibody against complement C5 (Fig. 89.5), inhibit-
ing the cleavage into C5a and C5b and thus MAC formation (see 
Chapter 3), has been utilized to mitigate the injury of AbMR. While 
the data for its use are limited, two studies in de novo showed that 
its use in HLA-incompatible transplantation were associated with 
low rates of AbMR, particularly in deceased-donor transplants,66 
but less significantly in living donor transplants67 where the control 
treatment had very low rejection rates as well. Interestingly, eculi-
zumab has no effect on the development of chronic AbMR in sensi-
tized patients with high levels of DSA at the time of transplantation. 
Hence, eculizumab use is infrequent and typically reserved for re-
sistant AbMR not responding to standard treatments. C1 ester-
ase inhibitors are currently under study in AbMR treatment and 
mechanistically may be more effective in blocking complement 
injury more proximally.68

Plasma cells, the factories for antibody production, are an 
important potential target for treatment in AbMR. Several ap-
proaches are under investigation that seem promising.69 Protea-
some inhibitors bortezomib and carfilzomib, FDA-approved for 
treatment of multiple myeloma, function by inhibiting the 26 S 
proteasome, disrupting ubiquitination and protein degradation, 
ultimately disrupting the cell cycle and leading to cell apoptosis 
(see Table 89.1). Both bortezomib and carfilzomib have been 
successful in desensitizing KTRs but with rebound of antibody 
levels weeks after treatment. This allows engraftment without 
early rejection, but there is a return of DSA associated with later 

rejection. They have also been used in lung and heart allograft 
desensitization, in which bortezomib may be more effective. 
When used for late AbMR, bortezomib was not successful in 
reducing DSA levels or improving renal function, and was asso-
ciated with significantly reduced DSA levels but could not miti-
gate late injury and was associated with hematologic, cardiac, 
and neurologic side effects, limiting its use.70 Finally, promis-
ing preclinical work using novel combinations of proteasome 
inhibitor with anti-CD40 or with belatacept has been  applied 
to patients, in sensitized heart71 and kidney transplant candi-
dates.72 These studies demonstrate the ability to reduce HLA 
antibodies in the host, facilitate the transplant, and mitigate 
the development of AbMR when used in combination targeting 
both plasma cells and T-follicular helper cell/B-cell costimula-
tion and activation that leads to AbMR. Other approaches that 
affect plasma cells include anti-CD38 antibody (daratumumab, 
isatuximab), which in preliminary studies decreases DSA in 
heart allograft rejection and targets IL-6, a proinflammatory cy-
tokine produced by plasma cells either by neutralizing antibody 
or by blocking the IL-6 receptor.69

As another means to aggressively remove HLA antibodies 
in highly sensitized patients to facilitate transplantation, re-
cent reports have utilized a novel agent IdeS (imlifidase). IdeS 
is an endopeptidase derived from Streptococcus pyogenes that 
has specificity for human IgG, and when infused intravenously 
results in the rapid cleavage of immunoglobulin. There have 
been several small studies in KTRs who were not transplant-
able due to high levels and broad specificity of HLA antibodies 
and were treated within 24 hours of transplantation. Treatment 
was associated with a dramatic drop in HLA antibody load, al-
lowing transplantation73,74 although AbMR occurred in 10 of 
25 patients with only 1 graft loss. This approach was used for 
deceased donors as well as living donors because therapy can 
be given so proximally to the transplant and antibody loss is 
so comprehensive. Larger studies are underway to determine if 
this is a generalizable approach.

TOLERANCE
With organ grafts succumbing over time to graft loss due to 
immune-mediated injury, and the overall toxicity of chronic 
immunosuppression, numerous investigators have attempted to 
develop treatments that lead to donor specific hyporesponsive-
ness (i.e., tolerance) while maintaining an intact immune re-
sponse for pathogens. In 1953, Billingham and co-workers first 
introduced the term transplantation tolerance, with the report 
that inoculation of fetal mice with lymphoid cells from an al-
logeneic adult donor mouse of a different strain led to later ac-
ceptance of skin grafts from the original skin graft donors. This 
work resulted in the Nobel Prize for Medicine in 1960.

The mechanisms of tolerance include deletion, anergy, im-
mune regulation, clonal exhaustion, and ignorance and are dis-
cussed in detail in Chapter 10. The clinical approaches have lev-
eraged our understanding of these fundamental mechanisms.75 
When an SOT recipient exhibits a well-functioning graft and 
lacks histologic signs of rejection after receiving no immuno-
suppression for at least 1 year, they have achieved operational 
tolerance (OT).76 Importantly, these patients must also be capa-
ble of responding to other non–transplantation-related immune 
challenges, including infections and vaccinations. Over recent 
years, experimental models have shown that it is possible to  
exploit the processes by which immune homeostasis and tolerance 
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to self-antigens are maintained to induce tolerance to alloan-
tigen. The optimal outcome for patients after transplantation 
would be the harnessing of these mechanisms to induce specific 
immunologic unresponsiveness or tolerance to the graft, thus 
avoiding the adverse side effects associated with current immu-
nosuppressive regimens (see Table 89.1).

While ideal, OT in humans is extremely difficult to induce 
intentionally and has only been identified in a subset of trans-
plant recipients. While rodent models have had success, transla-
tion into NHPs and humans has been more difficult. Another 
challenge is the lack of definitive laboratory parameters that 
give a clear indication of whether a particular recipient is toler-
ant of his or her graft. Furthermore, OT appears to be organ 
dependent. For example, recipients of a liver transplant have an 
advantage in developing OT because of the immune-privileged 
status of the liver. In humans, several studies demonstrate that 
a permanent and stable immunosuppressive-free state can be 
safely attempted and sometimes achieved in patients who have 
received a liver transplant.77 However, OT has not been reported 
after intestinal, islet, or whole-organ pancreas transplantation, 
whereas two exceptional cases of OT have been described af-
ter lung and heart transplantations.78 There have been more re-
ports of late with cases in renal transplantation, based on wide 
nationwide surveys.79,80 Important questions in studying these 
populations are the biologic signatures or biomarkers of OT.79 
The potential of these biomarkers goes beyond simply iden-
tifying potential individuals that may be “susceptible” to OT 
for immunosuppressive withdrawal. Some are assays assessing 
antigen-specific responses but are challenging, requiring abun-

dant cellular material from both donor and recipient. A molecu-
lar approach seems to have the most interest, with a goal of a 
gene expression profile in peripheral blood with non–antigen- 
specific transcripts that correlate to outcome. Such a molecular 
profile or signature overcomes the complexity of a system with 
 practically infinite individual cell combinations.

Clinical Protocols in Tolerance Induction
Molecule-Based Protocols
One of the earliest attempts at OT was the administration of pre-
sumed tolerogenic induction therapy, followed by immunosup-
pressive withdrawal. As noted above in the immunosuppression 
section, the initial use of alemtuzumab in human recipients of 
kidney transplants with reduction in maintenance immunosup-
pression is defined as “prope,” or near tolerance.81,82 Complete 
withdrawal of immunosuppression has not been successful 
and even with modification of maintenance therapy to include 
mTORi, late AbMR has been noted. At best, reduction of base-
line immunosuppression has been achieved with extremely 
close follow-up, making them impractical in kidney transplant 
programs that are high-volume and involve sensitized recipi-
ents. Moreover, it is now apparent that leukocyte depletion is 
not accompanied by a permanent and complete deletion of allo-
aggressive donor-reactive cells, and the establishment of a regu-
latory network is required to maintain tolerance. In contrast, 
numerous studies in liver transplant recipients have occurred 
with an overall tolerance rate of about 20% to 30% of the study 
population.77 These results are dependent on the tolerogenic 
nature of the liver, the age of recipient, maintenance immuno-
suppression, and cause of liver disease, whether metabolic or 
immunologic/infectious.76

Full Chimerism
The more robust experimental strategies for the induction of 
tolerance to foreign antigen utilize the mechanisms of central 
deletion to eliminate T-cell clones with specificity for the foreign 
antigens in question, thereby preventing them from entering 
the periphery. The establishment of hematopoietic chimerism, 
through bone marrow transplantation, can reliably achieve this. 
Stable engraftment of donor HSCs results in repopulation of the 
recipient thymus with donor-type thymic DCs, and T cells with 
anti-donor specificity are deleted by negative selection.

Full chimerism requires the ablation of the recipient’s im-
mune system with high-dose radiation and/or chemotherapy. 
Alternatively, nonablative conditioning regimens may be used, 
followed by the infusion of donor’s marrow to colonize the recip-
ient completely. This phenomenon paves the way for the onset of 
tolerance in the case of a subsequent SOT from the same donor.83 
As proof of concept, numerous patients have undergone success-
ful bone marrow transplant (BMT) for hematologic malignancy 
indications and have subsequently been successfully transplant-
ed with a kidney from the same donor, without the requirement 
for increased immunosuppression.84 It is important to highlight 
that in all these cases, the use of BMT was justified on the basis of 
the need for treatment of hematologic malignancies.

An alternative approach to achieving full chimerism in HLA-
mismatched unrelated stem cell/renal transplant human recipi-
ents involves infusing a cell product enriched for tolerogenic 
graft facilitating cells (FCs) as well as HSCs and T cells (“FCRx”) 
rather than just bone marrow graft alone.85,86 These bone mar-

• T-cell memory
• Presensitization—direct exposure to alloantigen (e.g., pregnancy or 

blood transfusion).
• Heterologous immunity—cross-reactivity in the T-cell repertoire

among antiviral, antibacterial, environmental, and transplantation
antigens.

• Homeostatic proliferation—induced by lymphocyte-depleting anti-
bodies (i.e., alemtuzumab).

• Memory T cells generated by the above mechanisms—can result
in rapidly formed effector immune responses upon rechallenge.
These T cells are less sensitive to T-cell-depleting antibodies and
costimulatory blockade. and thus may be more resistant to some
tolerance induction strategies.

• B-cell response
• Recipients treated with lymphocyte-depleting antibodies display a

general increase in the naïve B-cell population.
• There is a prevalent development of alloantibody in recipients treat-

ed with depleting antibody therapy.
• Much focus of tolerogenic strategies is on the T-cell response.

However, recent data suggest that the humoral immune system
may play a more significant role than previously thought, possibly
contributing to more long-term outcomes. Further work in this area 
continues.

• Lack of tolerance signature
• An episode of acute rejection can severely affect graft survival in

most transplanted organs.
• There is absence of validated biomarkers of tolerance or predictors 

of rejection.
• It is clinically difficult to often justify high-risk tolerizing strategies

in patients who would otherwise do moderately well with standard 
 immunosuppression.

KEY CONCEPTS
Barriers to Transplantation Tolerance
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row–derived FCs, which are CD8+ but do not express a TCR, 
potently enhance engraftment of allogeneic HSCs in condi-
tioned recipients. FCs are composed predominantly of a plas-
macytoid precursor DC subpopulation, induce the generation of 
antigen-specific Treg in vitro and in vivo, and have been found 
to effectively prevent graft-versus-host disease (GvHD)  in mice. 
Initial studies have demonstrated macrochimerism with no in-
cidence of GvHD or engraftment syndrome in a small number 
of patients, and were immunosuppression-free—that is, these 
patients were clinically operationally tolerant. In vitro studies 
indicated that chimeric donor lymphocytes were tolerized to the 
recipient, with a significant increase in the CD4 Treg/T-effector 
cell population  ratio observed in these patients when compared 
with those who had lost chimerism. This approach to establish 
high levels of donor multilineage chimerism has exciting thera-
peutic implications for disorders for which HSC transplantation 
can provide a “functional cure,” including inherited metabolic 
disorders, hemoglobinopathies, and autoimmune disease, as 
well as in SOT. Longer-term follow-up data on these initial pa-
tients as well as data from a phase 3 clinical trial are anticipated.

Mixed Chimerism
Another promising approach is the induction of mixed hema-
topoietic chimerism, which can be achieved in experimental 
models and clinical settings using nonmyeloablative condition-
ing regimens with far less toxic induction therapy.87 Examples 
include either a combination of depleting anti-CD4 and anti-
CD8 antibodies together with mild, nonmyeloablative total 
body irradiation or costimulatory blockade with anti-CD154 
and/or CTLA4Ig. When these induction protocols are followed 
by BMT, the result is mixed chimerism, meaning the continued 
survival of both donor and recipient hematopoietic progenitor 
cells. In mouse and NHP models that have undergone these 
therapies, there is durable tolerance to donor-type allografts, 
which have a much lower incidence of GvHD compared with 
full chimeras; similar results have been demonstrated in early 
studies in human recipients as well.

Regulatory T Cells
Treg have the capability of suppressing immune responses and 
are thus a focus in transplantation to mitigate  alloantigen re-
sponses and/or induce tolerance. As discussed in Chapter 13, Treg 
may exist as thymic-derived naturally occurring CD25+CD4+ 
cells (tTreg) or induced Treg (iTreg) that are either differenti-
ated from CD25−CD4+ nonregulatory cells or expanded from 
CD25+CD4+ cells in response to antigen. Both tTreg and iTreg 
have been demonstrated to play important roles in transplant 
tolerance.88 Expression of the transcription factor FOXP3 is 
essential for the development and function of Treg. However, 
tTreg and iTreg differ in origin, antigen experience, methylation 
patterns of FOXP3, and suppressive mechanisms. Unlike mice, 
FOXP3 in humans is also expressed transiently by activated 
non-regulatory T cells that also upregulate CD25 expression. 
Thus, not all CD25+FOXP3+CD4+ cells will be genuine human 
Treg, and so isolation strategies based on CD25hiCD4+ are likely 
to be imperfect. In humans, CD127loCD25+CD4+ T cells are 
characterized by a higher level of FOXP3 expression and a more 
pronounced suppressive capacity.88,89

Strategies exist for both in vivo or ex vivo generation and/
or expansion of Treg. The most common ex vivo approach is 

based on stimulation with anti-CD3 and anti-CD28 beads in the 
 presence of high concentrations of IL-2, which  stimulates prolif-
eration sometimes with rapamycin (mTORi)  present.90,91 Impor-
tantly, ex vivo–expanded CD25hiCD4+ and CD127loCD25+CD4+ 
Treg are effective at inhibiting vasculopathy seen in late al-
lograft rejection in a humanized mouse model, whereas 
CD127loCD25+CD4+ T cells are five times more efficient than 
those not expressing a low level of CD127.62 In humans, infusion 
was well tolerated and in some cases reduced intragraft inflam-
mation. Despite the generation of sufficient numbers of Treg for 
cellular therapy, this mode of expansion is antigen nonspecific, 
without any enrichment steps for the cells of interest.

Donor-antigen-specific Treg are more appealing for clinical 
application in transplantation, as they may be more potent on a 
cell-per-cell basis at controlling allograft rejection. Here, expo-
sure to antigen may either expand tTreg or induce the genera-
tion of iTreg from cells that do not originally possess regulatory 
activity. Results from the ONE study consortium of six nonran-
domized trials across multiple transplant centers included 104 
patients receiving Treg, DCs, or macrophages with an overall 
rejection rate of 16%, as compared to 12% in standard therapy 
patients. Forty percent of treated subjects tolerated weaning to 
tacrolimus alone,92 demonstrating the safety of regulatory-cell 
adoptive transfer. Treg therapy in liver transplant recipients re-
sulted in reduced anti-donor T-cell responses post-transplanta-
tion.93 However, questions remain regarding such therapy, in-
cluding stability and plasticity of such cells, migration patterns, 
and optimal maintenance immunosuppressive therapy.

Finally, typical immunosuppressive therapy may affect Treg 
function in vivo. CNIs, in particular cyclosporine, are detri-
mental to Treg expansion and growth, whereas the mTORi ra-
pamycin appears to be beneficial to Treg in terms of both in vivo 
generation and function in mouse models and in vitro cultures 
of human Treg.

There are other cell-based therapies being investigated for 
their tolerogenic potentials. It should be stressed that these 
studies have been conducted in limited numbers of patients and 
include mesenchymal stromal cells (MSCs)94 and regulatory 
macrophages to facilitate immunosuppression minimization as 
well as regulate inflammation in other inflammatory conditions.

Biomarkers of Rejection or Tolerance
A major challenge in the field of transplantation is the ability to 
determine the sufficiency of immunosuppression in each trans-
plant recipient and provide a more personalized approach to 
care. Current methods for care include monitoring trough drug 
levels and assessment for viral infections. Even so, recipients 
may still develop infection or rejection even when they appear 
to be adherent to their regimen. Moreover, there is new recog-
nition that inflammation in the transplant may occur prior to 
functional changes, and this “subclinical” inflammation leads to 
late graft loss. As functional changes reflect clinical inflamma-
tion, surveillance biopsies may be employed, both in the kidney 
and heart allografts, to detect inflammation. These are costly, 
invasive, and have complications. Hence, the ability to nonin-
vasively determine the immune status of the recipient, predict 
and/or diagnose rejection, and detect tolerance would allow for 
individualized immunosuppressive therapy.95

Technical advances in multiparameter flow cytometry, an-
tigen-specific lymphocyte assays, and genome-wide analyses 
have led to the development of powerful and more standardized 



1143CHAPTER 89 Solid Organ Transplantation: Rejection, Immunosuppression, and Tolerance

techniques to characterize alloimmune responses. Gene expres-
sion profiles in peripheral blood have been a critical  focus for 
detecting transplant tolerance80 or detecting rejection,96 with the 
latter achieving commercialization. Gene expression in  allograft 
biopsies has made significant progress creating a “molecular mi-
croscope” as an adjunct to the histologic features that suffer from 
inter-observer variability and limited sample.97 In plasma, the 
detection of donor-derived cell-free DNA correlates with organ 
rejection in heart and kidney allografts98 and is  commercialized 
for use in the latter.

While these are exciting developments for patient care, and 
some of these tools are commercialized, there is a need for vali-
dation in larger cohorts.99 None of the referenced assays are FDA-
approved for clinical use. Moreover, biomarker qualification for 
regulatory drug development is an entirely different process, but 
a recent meeting with leading experts provided some significant 
guidance for advancing transplant therapeutics.100

NEW FRONTIERS IN ORGAN SUPPLY FOR 
TRANSPLANTATION: XENOTRANSPLANTATION
There remains a critical shortage of solid organs for those patients 
who would benefit from transplant, and many individuals die 
waiting to be transplanted. To address this challenge, new strate-
gies in mitigating the shortage are being investigated, including 
using human immunodeficiency virus (HIV)-positive donor or-
gans into HIV-positive recipients, and using hepatitis C–infected 
organs that would otherwise be discarded and transplanting into 
hepatitis C naïve recipients followed by antiviral treatment.101 An 
alternative strategy is using animal organs that are genetically ma-
nipulated to limit adaptive immune responses for human trans-
plantation, a strategy called xenotransplantation.

Xenotransplantation began in the early 1960s, with studies of 
kidneys transplanted from NHP into human patients with end-
stage kidney disease being met with limited success. In 1985, 
headlines were made when a baboon heart was transplanted 
into an infant with a severe congenital heart defect, with fatal 
rejection. With little success using NHP–human xenotransplan-
tation and concerns of zoonosis, advancements stalled. Current 
research is focused on enhancing the suitability of pig-organ 
transplantation for human recipients, primarily through the ge-
netic modification of pigs using NHPs as the recipients most 
closely matching humans.

The critical barrier for engraftment is the presence of pre-
formed natural antibodies against donor antigens expressed on 
grafts from other species. For clinical purposes, the most impor-
tant have been antibodies to galactose-α−1,3-galactose (α-gal). 
These preformed antibodies are responsible for instances of hy-
peracute rejection and graft failure in the early xenotransplant 
experiments involving pig solid organs from genetically unmod-
ified animals.102 Further research in pigs, NHPs, and humans 
has revealed a number of additional immune proteins that play 
important roles in species–specific host immunologic respons-
es. To enhance the longevity of the pig xenografts, investigators 
have genetically modified the donor pig in two ways: by reduc-
ing complement activation and by deleting GAL. In the former, 
protective constructs can be introduced into the genome, such as 
those of human complement regulatory proteins (e.g., hCD59), 
to dampen the human host complement response to the xeno-
graft. In the latter, deletion of GAL, which is now accomplished 
more easily than homologous recombination using CRISPR-

Cas9 technology, can prevent a destructive host response.103 
Coupled with treatment with anti-CD154  antibody and standard 
immunosuppressive agents, survival can be extended beyond a 
few days to months in heart and kidney xenotransplants. Given 
the progress in this area, it has been speculated that a clinical 
trial in xenotransplantation is anticipated within the next few 
years.104 This will require optimization of immunosuppressive 
therapy and assessment of the presence of human recipient anti-
HLA antibodies, which may cross-react with swine leukocyte 
antigens to design the  compatible pig  organ.

• Clinical introduction of antigen-specific regulatory T-cell therapy for
 tolerance induction

• Implementation of biomarker monitoring of allografts for subclinical
immune-mediated injury

• Development of pig organs for the first pig-to-man kidney
 xenotransplant

• Identification of safe and effective treatments for antibody-mediated
rejection

ON THE HORIZON
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Following the discovery of the major human leukocyte antigens 
(HLA) in 1958, hematopoietic stem cell transplantation (HSCT) 
became a widespread treatment for a variety of congenital and 
acquired disorders. The cure of an infant with severe combined 
immunodeficiency (SCID) in 1968 was the first successful ex-
perience in HSCT, marking the beginning of a new era in medi-
cine. Shortly thereafter, success was achieved also with HSCT in 
a child with Wiskott-Aldrich syndrome (WAS).

For many years, the successful use of HSCT in severe primary 
immune deficiency (PID) was largely restricted to transplanta-
tion from HLA-matched sibling donors (MSD), as HSCT from 
mismatched related family donors (MMRDs), usually haploi-
dentical parents, was followed by severe complications, graft-
versus-host disease (GvHD) in particular. In the late 1970s, it 
was demonstrated in animal models that removal of mature T 
lymphocytes from the graft obtained from mismatched marrow 
allowed successful reconstitution upon injection into lethally ir-
radiated recipient animals. This important achievement opened 
the way to the broader use of HSCT in severe forms of PID. 
Transplantation of hematopoietic stem cells (HSCs) from adult 
volunteer matched unrelated donors (MUD), and of umbilical 
cord blood (UCB), has been increasingly used in individuals 
with PID. Overall, since 1968, over 2000 transplantations have 
been performed in patients with PID, most of them in children 
with SCID.1,2 The increasing number of transplantations over 
the years reflects an increased awareness of PID, the broader 
availability of diagnostic tools (including newborn screening for 
SCID), improved outcomes as a result of advances in supportive 
and critical care before and after HSCT, increasingly improved 
strategies to prevent GvHD, and the greater availability of MUD 
and UCB for transplantation.

HEMATOPOIETIC STEM CELL TRANSPLANTATION: 
GENERAL CONSIDERATIONS

Sources of Hematopoietic Stem Cells for Transplantation
HSCs with distinct properties can be retrieved from bone mar-
row, peripheral blood, or UCB (Table 90.1) (Chapter 2). Bone 
marrow is the most traditional source and is obtained by mul-
tiple small volume (5 to 10 mL) aspirations from along the 
iliac crests, usually while the donor is under general anesthe-
sia. The volume of marrow obtained is typically 1 L for adults 
or 10 to 20 mL/kg of the recipient weight. Blood group match-
ing for ABO antigens is not required for HSCT, as mature red 
blood cells (RBCs) or anti-ABO antibodies can be removed by 
RBC depletion and plasma depletion, respectively. In the case 

of HLA-identical transplantation, marrow stem cells are then 
injected intravenously without further manipulation into the 
recipient. In the case of mismatched transplantation, bone mar-
row cells have historically been T-cell depleted ex vivo, or in vivo 
administration of cyclophosphamide has been employed to pre-
vent GvHD.

HSCs can also be retrieved from peripheral blood following 
in vivo administration of agents that cause mobilization of stem 
cells into the peripheral circulation, including granulocyte-
colony-stimulating factor (G-CSF) and/or plerixafor. These cy-
tokines are given to the donor typically over 5 days before the 
harvest of peripheral blood HSCs.

Finally, UCB is another rich source of HSCs. At birth, cord 
blood is collected in a heparinized medium and stored in liquid 
nitrogen, with small aliquots preserved for HLA typing. When-
ever sufficient compatibility is identified between a patient and 
stored cord blood, the latter is thawed and injected into the re-
cipient without further manipulation. More recently, in vitro 
expansion of cord blood stem cells, and transplantations with 
multiple cord blood units, have been used to overcome the limi-
tation of the small volume of cord blood available in the sample.

Donor Selection and Manipulation of the Graft

KEY CONCEPTS
Human Leukocyte Antigen Testing and Matching

• The human leukocyte antigen (HLA) genes, which encode class I and
class II major histocompatibility complexes (MHCs), are located in
closely linked fashion on chromosome 6. They are inherited as blocks,
termed haplotypes, one from each parent.

• HLA genes are inherited in Mendelian fashion. Hence the likelihood of 
a sibling being fully matched is ~1 in 4. Siblings have a 50% chance of 
being haploidentical or sharing one haplotype, and a 25% chance of
not matching at all. Crossovers within the HLA locus lead to different
degrees of matching between siblings.

• HLA class I genes used commonly for typing are HLA-A, HLA-B, and
HLA-C, while HLA class II genes are HLA-DRB1, HLA-DQB1, and
HLA-DPB1.

• Improved HLA typing has changed the definition of a full match:
• 6/6 match: matched at both HLA-A, HLA-B, and HLA-DRB1 genes.
• 8/8 match: matched 6/6 plus both HLA-C genes.
• 10/10 match: matched 8/8 plus both HLA-DQB1 genes.
• 12/12 match: matched 10/10 plus both HLA-DPB1 genes.

• Early methods of HLA typing were serological, using antibodies from
multiparous women. Current methods employ panels of sequence-
specific oligonucleotides or DNA sequencing.

• The greater the degree of HLA mismatch, the higher the chance of
both graft rejection and GvHD.
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TABLE 90.1 Sources of Hematopoietic Stem Cells for Transplantation

Bone Marrow Peripheral Blood Stem Cells Umbilical Cord Blood

General properties Used since 1950s
Obtained from a postnatal donor

Used since 1980s
Obtained from a postnatal donor

Used since 1990s
Obtained from newborn umbilical cord

Collection Bone marrow harvest under gen-
eral anesthesia

Collection by leukapheresis after ad-
ministering subcutaneous mobiliza-
tion agents for 5–6 days

Collection at the time of birth, then cryopre-
served

Donor types Matched related
Matched or mismatched unrelated 

(8–10 of 10)
Mismatched related (haploidenti-

cal)

Matched related
Matched or mismatched unrelated 

(8–10 of 10)
Mismatched related (haploidentical)

Matched related
Matched or mismatched unrelated (4–6 of 6)

Infection risk May transmit bloodborne infec-
tions

May transmit bloodborne infections Practically no risk of transmitting bloodborne 
infections

Cellular properties Will contain antigen-specific 
memory T cells

Potent driver of GVHD

Will contain antigen-specific memory 
T cells

Potent driver of GVHD, contains ~1 log 
more T cells than bone marrow

Higher dose of CD34+ cells compared 
to bone marrow

Little to no antigen-specific memory T cells
Less GVHD at a comparable degree of match-

ing
~1 log less nucleated cells and CD34+ cells/kg 

compared to other sources

Typical minimal cell 
dose

2 × 108 nucleated cells/kg
2 × 106 CD34+ cells/kg

2 × 108 nucleated cells/kg
2 × 106 CD34+ cells/kg

2.5 × 107 nucleated cells/kg at time of cryo-
preservation

Median time to neutro-
phil engraftment

18 days 13 days 23 days

Median time to platelet 
engraftment

26 days 18 days 60+ days

Additional consider-
ations

May harvest donor repeatedly if 
needed

Volunteer unrelated donor must 
be willing and pass medical 
clearance

May harvest donor repeatedly if 
needed

Volunteer unrelated donor must be 
willing and pass medical clearance

Repeat transplantation from donor is not 
possible

Cells are available immediately frozen
Cell dose is usually limiting for adults, may be 

overcome by using two different donor units
Donor is not screened, and could have underly-

ing hematologic or immunologic abnormali-
ties

Hematopoietic Stem Cell Transplantation From a Related 
Human Leukocyte Antigen–Identical Donor
The use of unfractionated stem cells from an HLA-identi-
cal sibling offers the best chance of rapid engraftment and 
immune reconstitution. In such cases, the HLA-identity 
between recipient and donor minimizes the risk of GvHD.  
Furthermore, the mature T cells contained in the graft pro-
vide the first line of immune reconstitution after transplanta-
tion, as they may expand and lead to a rapid increase in the 
number of circulating T lymphocytes as early as 2 weeks after 
HSCT. Engraftment of these mature T cells transplanted with 
the bone marrow of a matched related donor (MRD) is partic-
ularly important in infants with SCID, as it is early evidence 
of immune reconstitution in a severely immunocompromised  
host.

Hematopoietic Stem Cell Transplantation From a 
Haploidentical Donor
Unfortunately, the option of related HLA-identical HSCT is 
limited to a minority of patients. HSCT from a haploidentical 
parent was historically the next considered option, particularly 
in infants with SCID. The rationale for haploidentical HSCT is 
based on the ability of donor-derived stem cells to repopulate 
the recipient’s vestigial thymus and give rise to fully mature T 
lymphocytes. Indeed, this is a life-saving procedure that has 
been successfully applied to several hundreds of infants with 
SCID.1,2 However, donor T lymphocytes that would otherwise 

cause severe GvHD must be eliminated. Several methods are 
available to attain T-cell depletion.

In the past, the most frequent method was soybean lectin 
agglutination and E-rosetting. With this method, soybean lectin 
induced agglutination of the majority of mature marrow cells, 
which were removed by sedimentation. Further depletion of T 
lymphocytes was achieved by rosetting with sheep erythrocytes 
(E-rosetting technique) and density gradient centrifugation. 
Importantly, T-cell depletion by soybean lectin agglutination 
and E-rosetting maintains all immature marrow cells in the final 
preparation. T-cell depletion can also be achieved by incuba-
tion of bone marrow with monoclonal antibodies (mAbs) to T 
lymphocytes plus complement. Campath-1 G, Leu 1, and other 
mAbs have been used for this purpose, but the degree of T-cell 
depletion that is achieved with these agents is less complete than 
with the soybean lectin and E-rosetting, and therefore a higher 
incidence of GvHD has been reported.

A major advance in graft processing occurred with the de-
velopment of devices that used antibodies and magnetic beads 
to positively or negatively select cells of interest. T-cell depletion 
by graft manipulation is now most frequently achieved either 
by (1) positive selection of CD34+ cells, enriching for HSC and 
very immature progenitors, or (2) negative selection of T cells. 
For CD34+ selection, the CliniMACS device (Miltenyi) employs 
mAb against CD34 that are directly conjugated to magnetic 
beads; after binding the anti-CD34 magnetic bead/cell conju-
gate, release of the magnetic force releases the cells. The Clini-
MACS device, in general, leads to more efficient and consistent 
T-cell depletion, often to <104 CD3+ T cells/kg of recipient 
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weight. This device is widely used beyond its labeled indication 
of adults with acute myelogenous leukemia (AML) undergoing 
MSD transplant, through a humanitarian device exemption. 
This extremely robust method of T-cell depletion also removes 
CD34− progenitors, and other cells (especially stromal marrow 
cells) that can facilitate stem cell engraftment.

Negative selection of T cells has also been used to preserve 
progenitors that support short-term engraftment, early post-
transplant, and other cells, such as natural killer (NK) cells, 
that facilitate engraftment and/or improve control of disease in 
patients with hematologic malignancy. In addition to depletion 
of CD3+ T cells, more recently, depletion of cells bearing αβ T-
cell receptors (TCR) has been increasingly used with success in 
many PID, including SCID.3 Agents such as the anti-B cell an-
tibody CD19 can be added to deplete B cells, thereby reducing 
transmission of Epstein-Barr virus (EBV).

The T-cell depletion methods described above can be very 
effective at preventing GvHD but come with consequences, in-
cluding increase in the risk of graft rejection, slowing immune re-
constitution, and leaving patients vulnerable to severe viral infec-
tions post-transplant. Post-transplant cyclophosphamide (PTCy) 
has emerged recently as a technique to deplete donor T cells in 
vivo after infusion of unmanipulated haploidentical marrow or 
peripheral blood stem cells (PBSC). PTCy is typically given on 
days +3 and +4 at 50 mg/kg. In principle, mature T cells from the 
donor that are contained within the graft and are directed against 
recipient alloantigens will vigorously proliferate and be most sus-
ceptible to the action of PTCy. The increasing use of PTCy has 
been fueled by its low cost, particularly in resource-poor areas 
where the depletion technology and machinery are not available.

Hematopoietic Stem Cell Transplantation From Matched 
Unrelated Donors
HSCT from MUD has been increasingly used to treat severe PID 
since 1977. Transplantation from MUD has been facilitated by 
the increasing number of volunteer donors included in registries 
worldwide and advances in the techniques for HLA typing, which 
permit the identification of an optimal MUD and reduction in the 
risk of GvHD. As of February 2021, more than 38 million donor 
volunteers and UCB units were included in the World Marrow 
Donor Association registry. At present, it takes only a few weeks 
to identify a MUD. However, the probability of finding a suitable 
donor is lower for ethnic or racial groups that have extreme poly-
morphism of haplotypes, such as those of African ancestry, or are 
from populations poorly represented among volunteer donors.

Hematopoietic Stem Cell Transplantation Using 
Unmanipulated Cord Blood
As opposed to MUD HSCT, which requires identification, will-
ingness, and medical clearance of an adult volunteer, stored cord 
blood is readily available as a source of stem cells for transplan-
tation. In addition, the risk of GvHD at any given degree of HLA 
matching is lower when using cord blood, compared with MUD 
HSCT, so that greater HLA disparity with the recipient can be 
tolerated. However, the number of cells in a unit is still a major 
limitation of cord blood. Low cell dose is not usually a problem 
for HSCT performed in infants because of the low weight of the 
recipient. Indeed, unrelated UCB transplantation has been suc-
cessfully used in hundreds of patients with severe PID.4 In prac-
tice, an unrelated HSC donor should be simultaneously sought 

in cord blood banks and bone marrow donor registries for pa-
tients lacking an HLA-identical sibling HSC donor. The option 
of performing UCB transplants should be based on urgency of 
the transplantation, the cell dose required, and the number of 
HLA disparities. Outcomes of transplant for nonmalignant dis-
ease for overall survival, graft rejection, and acute GvHD are 
better with UCB with mismatches at two or more HLA alleles 
than with MUD with a full match or one allele mismatch.4

Principles of Conditioning and Effect on Hematopoietic 
and Immune Reconstitution
Before HSCT for all malignant and nonmalignant disorders 
other than SCID, administration of agents to prevent immune-
mediated graft rejection and promote engraftment of donor 
HSC are required (Table 90.2). This pre-HSCT treatment, or 
‘conditioning,’ prevents immunological rejection using agents 
that target T cells and/or NK cells, and provides ‘space’ for do-
nor HSC to engraft using agents that damage or kill recipient 
HSC. Some agents achieve more than one purpose, such as 
high-dose total body irradiation (1200 to 1400 cGy), which in 
the case of acute lymphoblastic leukemia has long been favored 
to eliminate leukemia from sanctuary sites, such as the testes or 
the central nervous system.

The backbone of conditioning for PIDs other than SCID was 
historically high-dose busulfan as a stem-cell-directed agent 
and cyclophosphamide as an immune-cell-directed agent (Bu/
Cy). Other alkylating agents that target HSC include melphalan, 
thiotepa, and treosulfan, the latter approved only in Europe as of 
2021. Fludarabine, a nucleoside analog, has now largely replaced 
cyclophosphamide and generally leads to less organ toxicity than 
regimens with more than one alkylating agent. Antibodies that 
deplete immune cells, termed serotherapy, such as anti-thymo-
cyte globulin or alemtuzumab, and low-dose total body irradia-
tion (TBI) (200 to 400 cGy) are also effective for depleting T cells. 
The likelihood of graft rejection is increased when there is greater 
HLA disparity (related vs. unrelated donors, matched vs. mis-
matched donors), pre-sensitization of the host to donor antigens 
(e.g., through blood transfusions), and when the graft has been 
depleted of donor T cells. It must be noted, however, that sero-
therapy agents, due to their long half-life, do not act solely on re-
cipient T cells; if not fully consumed by the time of HSC infusion, 
these agents will also act on T cells contained within the donor 
graft. In contrast, TBI has effects only on recipient cells.

Bu/Cy is a typical myeloablative conditioning (MAC) regi-
men, in that hematopoiesis will not recover unless stem cells are 
infused. Individualized pharmacokinetic monitoring and adjust-
ment of busulfan dose to achieve a desired area-under-the-curve  
(AUC) exposure is now standard clinical practice. Reduced 
toxicity and reduced intensity conditioning (RIC) regimens 
may employ a lower AUC target of busulfan or other alkylating 

TABLE 90.2 Agents Used for Conditioning

Myeloablation Lymphoablation

Busulfan (may use pharmacoki-
netic adjustment to achieve a 
given exposure)

Melphalan
Treosulfan
High-dose total body irradiation 

(1200–1400 cGy)
Thiotepa

Cyclophosphamide
Fludarabine
Anti-thymocyte globulin
Alemtuzumab
Pentostatin
Low- or high-dose total body 

irradiation (as little as 200–
400 cGy)
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merism (Fig. 90.1). In contrast, HSCT without conditioning in 
SCID patients leads to minimal to no HSC engraftment in the 
bone marrow. While T cells generated in the thymus are donor-
derived, all other cells arising from HSC in the bone marrow 
(B cells, NK cells, neutrophils, monocytes, RBCs, platelets) are 
recipient-derived; a state termed split chimerism (see Fig. 90.1).

The kinetics of T-cell reconstitution proceeds in two phases, 
a thymus-independent phase, followed by a thymus-dependent 
phase (Fig. 90.2). When the graft is first infused, mature T cells 

agents thought to be milder than busulfan. RIC regimens are ex-
pected, at least some of the time, to result in a mixture of donor 
and recipient cells, termed mixed chimerism, and autologous 
recovery after RIC is possible without stem cell infusion. Typi-
cal regimens, associated AUC targets, and range of exposure per 
dose in different units are given in Tables 90.3 and 90.4.

The profound absence of T-cell development and function in 
patients with SCID makes them unable to reject an allogeneic 
graft, allowing HSCT to be performed in the absence of con-
ditioning to eliminate host T cells and NK cells. Successful re-
constitution of T cells depends on the engraftment of HSC and 
progenitors in the thymus, leading to sustained neogenesis of T 
donor-derived cells. After MAC or RIC, donor-derived HSCs 
engraft in the bone marrow, typically replacing all hematopoi-
etic cells with donor-derived cells; a state termed full-donor chi-

TABLE 90.3 Classification of Common 
Conditioning Regimens
Myeloablative (MAC) Busulfan (16 mg/kg or adjust to cAUC 50–70)

Cyclophosphamide (200 mg/kg)
TBI 1200–1400 cGy
Cyclophosphamide or fludarabine or other 

agents
Reduced toxicity 

(RTC)
Busulfan (adjust to cAUC 80–90)
Fludarabine (120–180 mg/m2)
Treosulfan
Cyclophosphamide
Treosulfan
Fludarabine

Reduced intensity 
(RIC)

Busulfan (adjust to cAUC 45–65)
Fludarabine (120–180 mg/m2)
+/− anti-thymocyte globulin or alemtuzumab
Fludarabine (120–180 mg/m2)
Melphalan (100–140 mg/m2)
Anti-thymocyte globulin or alemtuzumab

Immunosuppression 
alone (Minimal 
intensity)

Fludarabine
Cyclophosphamide
Anti-thymocyte globulin or alemtuzumab
TBI 200 cGy
Fludarabine
Anti-thymocyte globulin or alemtuzumab

AUC, Area-under-the-curve; TBI, total body irradiation.

No conditioning
Little to no donor HSC chimerism

Conditioning
High level donor HSC chimerism

B� SCID B� SCID

HSC HSC HSC

T cells

recipient donor

T cells T cellsB cells B cells B cells

FIG. 90.1 T-cell and B-cell donor chimerism after hematopoietic 
stem cell (HSC) transplantation with or without conditioning in 
patients with severe combined immunodeficiency (SCID). (With 
permission from Fig. 1 from Pai S-Y. Treatment of primary im-
munodeficiency with allogeneic transplant and gene therapy. 
Hematology. 2019;2019[1]:457–465.)

Day 0
1-3 months
post-HCT

4-6 months
post-HCT

Marrow HSC

Thymus

Peripheral
T cells

Donor
graft

donor infused
T cells

donor

A

FIG. 90.2 Kinetics of extrathymic versus thymic reconstitution 
of donor-derived T cells post-hematopoietic cell transplantation 
(HCT). HSC, Hematopoietic stem cell. (With permission from 
Fig. 2A from Pai S-Y. Treatment of primary immunodeficiency 
with allogeneic transplant and gene therapy. Hematology. 
2019;2019[1]:457–465.)

TABLE 90.4 Measurement of Busulfan 
Exposure in Different Units

Target Cumula-
tive Exposure 
(cAUC) Schedule

Target Range Per Dose

μM × min
Css ng × 
min/L

80–90
mg × h/L

Every 6 h × 4 
days

~1200–
1400

~850–950

Every 12 h × 4 
days

~2400–
2800

~850–950

Daily × 4 days ~4900–
5500

~850–950

45–65
mg × h/L

Every 6 h × 4 
days

~700–1000 ~450–700

Every 12 h × 4 
days

~1400–
2000

~450–700

Daily × 4 days ~2800–
4000

~450–700

20–30
mg × h/L

Daily × 2 days ~2400–
3600

~400–650

AUC, Area-under-the-curve.
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contained in the graft expand, driven by the lymphopenia of the 
host and cytokines such as IL-7. This occurs over the first 1 to 3 
months after HSCT, and it is these donor-derived allogeneic T 
cells that may spark GvHD. Donor-derived progenitors devel-
oping in the thymus meanwhile give rise to naïve T cells, which 
are selected to be tolerant of the host thymic epithelium. This 
process takes much longer, 4 to 6 months, and may be impeded 
due to age, or medication-related damage to thymic epithelium.

protein-losing enteropathy, and abdominal pain). Bone marrow 
aplasia and high susceptibility to infections are also often ob-
served in severe aGvHD.

The severity of aGvHD is evaluated according to a grading 
scale (Table 90.5). Major risk factors for aGvHD include HLA-
mismatch between donor and recipient, older age of the recipi-
ent or donor, gender mismatch, and stem cell source.5 However, 
aGvHD may also be observed following related HLA-identical 
HSCT, particularly when a conditioning regimen is used.

Finally, transfusion-associated aGvHD is a very severe com-
plication after HSCT, which can be effectively prevented by us-
ing irradiated (1500 to 3000 rad) and filtered blood derivatives.

Chronic Graft-Versus-Host Disease
Chronic GvHD (cGvHD) has traditionally been defined as 
symptoms that persist or appear 100 days after transplantation. 
cGvHD is better defined by its distinct clinical manifestations 
rather than the time of onset alone.6 These clinical manifesta-
tions include skin changes (scleroderma-like lesions, hyper-
pigmentation, hyperkeratosis, skin atrophy, ulcerations), tis-
sue fibrosis and limitation of joint mobility, fibrosis of exocrine 
glands (“sicca syndrome”), fibrosis of lungs and liver, increased 
susceptibility to infections, immune dysregulation, and autoim-
munity. Consequently, cGvHD may have a major effect on qual-
ity of life and can be fatal. Although the incidence of cGvHD 
is lower in children than in adults treated by allogeneic HSCT, 
the risk factors and the spectrum of clinical manifestations are 
similar.

KEY CONCEPTS
Principles of Conditioning

• Currently, agents used to target recipient HSCs are either alkylating
agents or irradiation (see Table 90.2). As such, these agents cause
DNA damage to non-hematopoietic tissues, leading to acute toxicities 
such as mucositis and veno-occlusive disease of the liver.

• Potential long-term effects of alkylating agents and irradiation are also
related to DNA damage and include decreased final height, hypothy-
roidism, delayed puberty due to hypogonadism, infertility (low sperm
count in boys, premature ovarian failure in girls), learning problems,
and secondary malignancies (typically myelodysplastic syndrome or
soft tissue or bony tumors).

• Cyclophosphamide, an alkylating agent, was the most commonly
used immunosuppressive agent for the prevention of rejection. More
recently, several other agents, that are not alkylating agents, may be
used, which should have fewer long-term toxicities.

• The composition of the conditioning regimen, in general, must be ad-
justed to the donor type because of the role of donor T cells in promot-
ing engraftment. The immunologic activity of the donor T cells against
recipient T cells and recipient marrow facilitates engraftment. If the
graft is T-cell depleted, as is commonly done for MMRD haploidentical 
HSCT, more immunosuppression must be included to prevent recipi-
ent T cells from rejecting the graft.

• Agents such as anti-thymocyte globulin (ATG) and alemtuzumab are
antibodies that target T cells and/or other lymphocytes. These agents
have a half-life of weeks, with variable clearance depending on the
lymphocyte content in the host. Even when given before transplant,
these agents may be circulating in sufficient quantity to have effects
on donor T cells infused with the graft. The dosing and timing are thus 
critical to control the effect of these agents as intended.

Complications of Hematopoietic Stem Cell 
Transplantation
A variety of complications can compromise the success of HSCT. 
Incompatibility between donor and recipient can lead to graft 
rejection by the host immune system or GvHD caused by allo-
reactivity of donor-derived lymphocytes to the recipient’s cells. 
Conditioning regimens can cause the toxicity of several organs. 
The frequency and severity of these complications depend on the 
type of donor, the type and intensity of the conditioning regimen, 
specific considerations related to the underlying disorder, and to 
the clinical status of the recipient before transplantation.

Acute Graft-Versus-Host Disease
Acute GvHD (aGvHD) is the result of alloreactivity of donor-
derived T lymphocytes against the recipient’s antigens and is 
one of the most severe complications of HSCT. It may occur 
as early as 1 week after HSCT and is potentially fatal. Clinical 
manifestations of a GvHD include maculopapular skin rash 
(that tends to be confluent), diarrhea, and liver abnormali-
ties (hepatomegaly, elevated liver enzymes, increased levels of 
conjugated bilirubin).5 The disease may progress to severe skin 
manifestations with exfoliative dermatitis and significant liver 
and gut damage (with intractable watery or bloody diarrhea, 

TABLE 90.5 Staging and Grading of Acute 
Graft-Versus-Host Disease

Stage Skin
Liver 
(Bilirubin)

Gastrointestinal  
System (Stool Output)

0 None <2 mg/dL Adult: <500 mL/day
Child: <10 mL/kg/day

1 Rash <25% 
BSA

2–3 mg/dL Adult: 500–999 mL/day
Child: 10–19.9 mL/kg/day 

or persistent nausea, 
vomiting, or anorexia, 
with a positive upper GI 
biopsy

2 Rash 
25%–50% 
BSA

3–6 mg/dL Adult: 1000–1500 mL/day
Child: 20–30 mL/kg/day

3 Rash >50% 
BSA (gen-
eralized 
erythro-
derma)

6.1–15 mg/
dL

Adult: >1500 mL/day
Child: >30 mL/kg/day

4 Generalized 
erythro-
derma with 
bullous 
formation

>15 mg/dL Severe abdominal pain 
with or without ileus

Grade
Grade 0 No stage 1–4 of any organ
Grade 1: Stage 1 or 2 skin involvement; no liver or gut involvement
Grade 2: Stage 1–3 skin involvement; Grade 1 liver or gut involve-

ment
Grade 3: Stage 2 or 3 skin involvement
Grade 4: Stage 1–4 skin involvement; stage 2–4 liver or gut involve-

ment



1151CHAPTER 90 Allogeneic Transplantation for Immunodeficiency

Acute GvHD represents a major risk factor for cGvHD, yet 
cGvHD can be observed even without preceding aGvHD, and 
when present, it does not represent merely the continuation of 
aGvHD. The use of peripheral blood stem cells carries an in-
creased risk of cGvHD compared with the use of bone marrow 
stem cells.

Prevention of GvHD
Prevention is the most effective approach to GvHD; the mecha-
nism of action of agents commonly used for prevention and/or 
treatment of GvHD largely targets T cells (Fig. 90.3). Use of a ful-
ly matched donor remains the best, though not assured, method 
of prevention, but of course, it is not available to most patients. 
If a related HLA-mismatched donor is used for transplantation, 
vigorous T-cell depletion must be performed either ex vivo (us-
ing graft manipulation) or in vivo (using PTCy). Whenever a 
conditioning regimen is used in the transplantation protocol, 
pharmacological prophylaxis of GvHD must also be included, 
even in the case of HSCT from a related HLA-identical donor.

Long-standing approaches to prevention of GvHD include 
the use of a calcineurin inhibitor, either cyclosporine or tacroli-
mus for 6 months post-HSCT in combination with methotrex-
ate (15 mg/m2 on the first day after HSCT, and then 10 mg/m2 
at days +3, +6, and +11 after transplantation). Mycophenolate 
mofetil and sirolimus can be used instead of methotrexate. Se-
rotherapy with ATG or alemtuzumab is often included in the 
preparatory regimen, to reduce the risk of GvHD. The timing 
of administration of alemtuzumab as part of the preparatory 
regimen has opposed effects on the prevention of aGvHD and 
the speed of T-cell reconstitution. In particular, use of alemtu-
zumab in the days that immediately precede transplantation has 
more potent effects on aGvHD prevention but is associated with 
delayed T-cell reconstitution, whereas the opposite is observed 

when the drug is administered a few weeks before HSCT. Final-
ly, abatacept, a fusion protein of CTLA4 and Ig which disrupts 
engagement of CD28 by its ligands, has received breakthrough 
designation from the FDA for prevention of aGvHD (see Fig. 
90.3). While in general, MUD grafts are infused unmanipulated 
with pharmacological prophylaxis, PTCy and TCRαβ/CD19 
depletion have also been used with MUD grafts, particularly for 
mismatched grafts.

Treatment of Graft-Versus-Host Disease
Once GvHD has developed, treatment is based mainly upon the 
use of immunosuppressive drugs. Corticosteroids remain the 
first-line therapy and are usually effective, especially for mild 
and moderate aGvHD. A multitude of second-line agents for 
steroid-dependent or steroid-refractory disease include pento-
statin, etanercept, sirolimus, daclizumab, and basiliximab; but 
few if any have shown dramatic efficacy. In 2019, ruxolitinib, 
an inhibitor of JAK1 and JAK2 kinases, became the first FDA-
approved agent in the United States for treatment of steroid-
refractory aGvHD for adults and pediatric patients ≥12 years of 
age; a milestone in the field.

Our understanding of the cellular mechanisms of cGvHD 
is growing, though therapies remain woefully limited in their 
efficacy.7 Treatment of cGvHD is based on immunosuppres-
sion, either by inhibiting T cells, inhibiting B cells, or expand-
ing regulatory T cells (Treg). Topical steroids and calcineurin 
inhibitors may alleviate mucosal and skin symptoms. Systemic 
steroids have been shown to improve survival, but at the risk of 
significant adverse effects. Extracorporeal photopheresis can be 
used to induce tolerance; typically, its benefits, if present, are 
delayed until 2 to 3 months after initiation of treatment. The 
promise of inhibiting B cells was realized in 2017 when ibruti-
nib was the first agent to be FDA-approved in the United States 
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FIG. 90.3 Mechanism of action of medications or manipulations commonly used for graft-versus-host disease (GvHD) prophylaxis. 
Agents such as anti-thymocyte globulin (ATG), alemtuzumab, post-transplant cyclophosphamide (PTCy), or graft manipulation via T-cell 
depletion eliminate T cells by lysis or removal. Cyclosporine A (CsA) and tacrolimus inhibit calcineurin (Cn) a calcium (Ca2+)-dependent 
phosphatase triggered by T-cell receptor (TCR) stimulation by antigen, leading to elaboration of early cytokines including interleukin-2 
(IL2). Sirolimus inhibits mammalian target of rapamycin (mTOR), a key signaling molecule downstream of cytokine receptors includ-
ing the IL2 receptor which signals via Janus kinases 1 and 3 (JAK1, JAK3) to induce cell cycle entry and proliferation. Methotrexate 
(MTX) inhibits dihydrofolate reductase, which catalyzes the conversion of dihydrofolate (DHF) to tetrahydrofolate (THF). Conversion of 
THF back to DHF by thymidylate synthase catalyzes the conversion of deoxyuridine monophosphate (dUMP) to deoxythymidine mo-
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with immunoglobulin that binds B7-1 and B7-2, ligands for CD28, whose engagement costimulates T cells triggered by antigen binding 
to the TCR and leads to T-cell activation.
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for the treatment of refractory cGvHD. Many other agents in-
cluding mycophenolate mofetil, anti-TNF-α mAb, etanercept, 
anti-CD20 antibodies, sirolimus, ruxolitinib, and chronic low-
dose IL-2 have also been used with variable efficacy.

Infections
Infections are a major complication following HSCT. Patients 
with severe PID are intrinsically highly susceptible to infections. 
In infants with SCID and with other forms of combined im-
mune deficiency, viral and opportunistic infections can develop 
before transplantation and are one of the factors that adversely 
affect the outcome of HSCT itself.1,2,8 Regardless of the type of 
underlying PID, T-cell-depleted HSCT carries a high risk of in-
fections because of the longer time required to achieve immune 
reconstitution. Furthermore, conditioning regimens with my-
eloablative and immunosuppressive drugs, and GvHD prophy-
laxis, increase susceptibility to infections after HSCT. Strict iso-
lation of the patients during and after HSCT and prophylactic 
administration of antibiotics have been associated with better 
survival, particularly after related HLA-mismatched transplan-
tation for SCID.1

Challenging viruses in infants with SCID include adenovirus, 
cytomegalovirus (CMV), parainfluenza type III virus, and EBV. 
In particular, CMV infection after HSCT can cause interstitial 
pneumonia, enteritis, hepatitis, and encephalitis. EBV can also 
cause lymphoproliferative disease. The risk of transfusion-asso-
ciated infections can be reduced by the removal of leukocytes or 
selecting CMV-negative donors. Several antiviral drugs (acyclo-
vir, ganciclovir, foscarnet, cidofovir, letermovir) are now avail-
able and are effective, especially against CMV9; and preemptive 
administration of anti-CD20 mAb helps to prevent EBV-driven 
lymphoproliferative disease. Furthermore, transfusion of virus-
specific cytotoxic T lymphocytes (CTL), either donor-derived, 
autologous engineered, or third party, represents another im-
portant resource to fight severe viral infections.10

Pneumocystis jiroveci is a common cause of pneumonia in se-
verely immunocompromised patients. The first-line treatment 
is intravenous sulfamethoxazole/trimethoprim.

Aspergillus infection is a severe complication in patients with 
chronic granulomatous disease (CGD) and patients with pro-
found neutropenia. Voriconazole offers some advantage com-
pared with liposomal amphotericin B for treatment of invasive 
aspergillosis, whereas prophylactic itraconazole reduces the in-
cidence of fungal infections in patients with CGD before trans-
plantation.

Bacterial infections are usually amenable to successful treat-
ment if the pathogen is identified and aggressive use of ap-
propriate antibiotics initiated. Prophylactic immunoglobulin 
(IgG) infusions following HSCT also reduce the frequency 
and severity of infections. Administration of Bacille Calmette-
Guérin (BCG) vaccine at birth to prevent tuberculosis is still 
practiced in many countries worldwide. In severely immuno-
compromised infants who undergo HSCT, this live vaccine may 
cause disseminated disease, which often manifests at the time 
of engraftment with local and systemic immune reconstitution 
inflammatory syndrome (IRIS).

Toxicity Related to Conditioning Regimen
Chemotherapeutic agents in the conditioning regimen of-
ten cause significant short-term and long-term toxicity. 

Myeloablative regimens cause temporary anemia, thrombo-
cytopenia, and leukopenia. Consequently, supportive treat-
ment with RBC and platelet transfusions is necessary dur-
ing the aplastic phase. Conditioning damages the lining of 
the intestine, leading to painful mucosal ulcers and need for 
nutritional support for several weeks. Finally, severe leuko-
penia, in conjunction with loss of intestinal barrier function, 
predisposes to life-threatening bacterial or fungal infections 
until neutrophil engraftment and healing occur. Chemother-
apeutic drugs that damage the liver vascular endothelium, 
particularly busulfan and cyclophosphamide, can cause veno-
occlusive disease (VOD), which is clinically marked by pain-
ful hepatomegaly, jaundice, ascites, fluid retention, weight 
gain, and can ultimately result in fatal multi-organ failure. 
Defibrotide is the most effective agent studied to date in the 
treatment of VOD. Busulfan can also cause seizures and lung 
damage. Cyclophosphamide can cause hemorrhagic cystitis, 
a syndrome of inappropriate antidiuretic hormone secretion, 
or more rarely, cardiac disturbances.

Long-term hormonal complications are more common 
when TBI is used. However, the busulfan and cyclophospha-
mide regimen can cause delayed puberty or sterility, and thy-
roid dysfunction is frequently observed, even in patients who 
have not received TBI. Delayed or incomplete tooth erup-
tion is also a possible consequence of conditioning regimens 
given to infants or young children. Effects on final height 
and growth, as well as long-term neurocognitive effects, are 
emerging as more children surviving after treatment are fol-
lowed up with. Patients with defects of DNA repair (e.g., 
some forms of SCID) are particularly at risk for toxicities re-
lated to conditioning.

Hematopoietic Stem Cell Transplantation forv Severe 
Combined Immunodeficiency
General Considerations
SCID is a medical emergency and is uniformly fatal unless 
promptly diagnosed and successfully treated. While the alterna-
tive strategies, including gene therapy (Chapter 91), are gaining 
prominence, allogeneic HSCT remains the standard treatment 
for these disorders.

The virtual lack of T lymphocytes strongly impairs the abil-
ity of a SCID patient to reject the graft. Furthermore, donor-
derived lymphoid progenitor cells have a striking advantage 
for in vivo T-cell differentiation. Use of pre-transplantation 
chemotherapy and immune suppression is thus not required 
to attain T-cell reconstitution for SCID. There is a general 
consensus that no conditioning is needed for HSCT from an 
HLA-identical related donor. In the last two decades, con-
siderable advances have been made in the field of allogeneic 
transplantation, including improvements in HLA typing, in 
unrelated donor transplant techniques, T-cell depletion, pre-
vention and treatment of infection, early diagnosis of SCID 
through universal newborn screening, and definition of the 
genes responsible for ~90% of cases of SCID. These advances, 
in combination with results published by multi-institutional 
consortia, the Inborn Errors Working Party of the European 
Blood and Marrow Transplant Society (IEWP-EBMT), and the 
Primary Immune Deficiency Treatment Consortium (PIDTC) 
in North America, have changed how HSCT is performed for 
SCID, leading to expanded donor options and tailoring of con-
ditioning to genotype.
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Survival Following Hematopoietic Stem Cell Transplantation 
for Severe Combined Immunodeficiency
Two large retrospective reports of patients with SCID treated 
by HSCT have been published, the IEWP-EBMT cohort of 699 
cases, and the PIDTC cohort of 663 cases.1,2 The IEWP study 
reported on patients transplanted between 1968 and 2005, of 
who 203 patients received HSCT from MSD (n = 135) or phe-
notypically matched other relatives (n = 68), 415 from MMRD, 
and 81 from MUD. As expected, 10-year survival was best after 
MSD HSCT at 84% and superior to all non-MSD graft sources, 
which were similar in outcome, with 64%, 54%, and 66% surviv-
al, respectively (Fig. 90.4). Important factors this study defined 
in multivariate analysis as hurting survival included older age at 
transplantation (>12 months of age), poor clinical status of the 
patient (respiratory impairment, septicemia, viral infection), 
T-cell depletion of the graft, lack of supportive measures (pro-
tected environment, antimicrobial prophylaxis), and SCID phe-
notype (B+ SCID being more favorable than B− SCID). There 
was also a significant improvement in survival in the 2000 to 
2005 era compared to the pre-1995 era (see Fig. 90.4).

The PIDTC report of Haddad et al.8 spanned an overlapping 
timeframe from 1982 to 2012, confirming many findings in 
the IEWP study, while also extending and expanding on fac-
tors found to be important in a smaller report of 240 patients 
transplanted between 2000 and 2009. As expected, MSD recipi-
ent survival was superior at 94% compared to all other donor 
sources, and no single non-MSD graft type was superior to an-
other. Analysis focused on the 571 patients receiving non-MSD 
grafts (phenotypically matched other related donors, MMRD, 
MUD) confirmed the importance of young age and freedom 
from infection, in that the best survival was achieved in pa-
tients <3.5 months of age at HSCT, and those of any age who 
had never been infected; those >3.5 months of age who had an 
active infection or even infection that had resolved, had poorer 
survival. Importantly a survival advantage was shown in this 

study according to the underlying genetic cause of SCID, with 
patients with defects in IL2RG, JAK3, IL7R/CD3/CD45, and 
RAG1/RAG2 defects surviving better than those with ADA-
deficient SCID or Artemis-deficient SCID due to defects in the 
DCLRE1C gene (Fig. 90.5). Patients with unknown genotypes 
also had relatively poor survival. Neither the use of condition-
ing nor whether the patient had typical SCID versus leaky SCID 
or Omenn syndrome had any effect on survival.2

Quality and Kinetics of T-Cell Immune Reconstitution
The most critical goal of HSCT in SCID patients is a normaliza-
tion of the number and function of T cells, which rescue the 
patient from death due to opportunistic infection. Factors that 
affect the quality and kinetics of T-cell immune reconstitution 
include the impact of donor type and HLA match, graft ma-
nipulation, use of conditioning, and underlying genetic cause 
of the SCID.

The high degree of success of MSD transplant without 
conditioning reflects the rapid reconstitution achieved when 
mature T cells are included in the graft and no immunosup-
pression, as part of conditioning or GvHD prophylaxis, is giv-
en. Mature HLA-matched T cells contained within the stem 
cell graft when infused into the lymphopenic SCID patient 
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FIG. 90.4 Cumulative probability of survival in patients with 
severe combined immunodeficiency after transplantation ac-
cording to donor type and the period of transplantation. Survival 
after related genotypical identical (RGI), related phenotypical 
identical (RPI), unrelated (URD), and mismatched related (MMR) 
donors is shown. (Redrawn after Fig. 1 of Gennery AR, Slat-
ter MA, Grandin L, et al. Transplantation of hematopoietic stem 
cells and long-term survival for primary immunodeficiencies in 
Europe: entering a new century, do we do better? J Allergy Clin 
Immun. 2010;126[3]:602–610.e11.)

CLINICAL PEARLS
Unique Considerations of Stem Cell Transplanta-
tion for Severe Combined Immunodeficiency Versus 
Other Primary Immunodeficiencies

• Patients with SCID have little or no ability to reject allogeneic cells.
Therefore no chemotherapy is required to achieve T-cell reconstitution
following HSCT.

• All other patients must receive at least some conditioning to prevent
rejection and remove enough recipient HSCs to allow donor HSC en-
graftment.

• After HSCT, early T-cell reconstitution in the first few months relies
on the expansion of mature T cells infused with the graft. In SCID
patients receiving MSD grafts without conditioning, graft-versus-host
disease (GvHD) rarely occurs. In contrast, for patients undergoing
HSCT with conditioning, medications to prevent GvHD or T-cell deple-
tion must be used.

• Generation of naïve T cells that are tolerant to the recipient relies on
differentiation of donor progenitors in the thymus, a process requiring 
4 months or more after HSCT.

• Patients undergoing T-cell-depleted HSCT, via either graft manipulation 
or post-transplant cyclophosphamide, are dependent on thymus-de-
pendent T-cell reconstitution.

• The longevity and quality of T-cell reconstitution in SCID patients after
unconditioned HSCT is, in general, inferior to HSCT with conditioning. 
High-level engraftment of donor-derived HSC, generally achieved only
after conditioning, leads to sustained T-cell generation.



1154 PART X Transplantation

vigorously expand in response to high levels of cytokines such 
as IL-7. These donor T cells are detectable within 1 to 3 months 
and begin to mediate antigen-specific responses to their cog-
nate antigens. Such T cells are primarily of a memory pheno-
type. In contrast, newly generated, naïve (CD45RA+ CD31+) 
T lymphocytes from donor-derived progenitors engrafting in 
the thymus do not appear in the peripheral circulation until 4 
to 6 months after HSCT (see Fig. 90.2), irrespective of the type 
of transplant (HLA-identical or mismatched); their number 
tends to peak approximately a year after HSCT, by which time 
a fully polyclonal T-cell repertoire is usually observed. These 
naïve T lymphocytes are the product of ongoing active thymo-
poiesis and contain T-cell receptor excision circles (TRECs). 
TRECs are extrachromosomal DNA episomes generated dur-
ing V(D)J recombination (Chapters 32 and 34) and are not 
duplicated during mitosis. TRECs are now used broadly as a 
method to identify babies with SCID at birth.11 The rapid early 
reconstitution with mature lymphocytes followed by robust 
thymopoiesis and generation of T cells that are immediately 
functional, unhampered by GvHD prophylactic immunosup-
pression, underlie the success of this approach.

The speed and quality of T-cell reconstitution, after all oth-
er types of grafts, can be predicted based on the procedures 
used and the intrinsic properties of non-MSD grafts. MUD 
and UCB transplants are typically performed without T-cell 
depletion; however, the use of serotherapy to prevent GvHD 
is common, which in turn depletes mature T cells that could 
otherwise expand and mediate early immunity. Furthermore, 
T cells contained within UCB are antigen-inexperienced, 
which favors their safety for mediating GvHD but means that 
they will not provide antigen-specific immunological memory 
responses. MMRD grafts, the majority of which are haploi-
dentical, require ex vivo or in vivo T-cell depletion, either by 
graft manipulation or post-transplant administration of PTCy. 
In such cases, T-cell reconstitution is almost exclusively de-
pendent on thymopoiesis, which, as stated, occurs over many 

months. Indeed in the PIDTC cohort, MMRD recipients 
were more likely than MUD recipients to need another trans-
plant, presumably due to poor engraftment of the initial one; 
whether this was primarily due to HLA mismatch or due to 
T-cell depletion of the graft is uncertain.2 Finally, the health 
of the thymic epithelium must be considered. Transplantation 
performed early in life (at <3.5 months of age) leads to supe-
rior thymic output. This may reflect a lack of thymic damage 
(which is often observed in older infants after infections). Al-
ternatively, it is possible that a younger thymus better supports 
thymopoiesis.

Conditioning using stem cell-targeted agents (RIC or MAC) 
was also associated with superior T-cell reconstitution. Engraft-
ment of donor-derived long-term HSC achieved with RIC or 
MAC allows for continued seeding of the thymus with progeni-
tors, which is thought to sustain thymopoiesis after the initial 
directly seeded short-term progenitors have died out. The study 
of genotype-specific outcomes lends support to the concept 
that T-cell reconstitution is influenced by the biology of the de-
fect and the nature of the block in T-cell development. When 
compared to patients with IL2RG/JAK3 defects, patients with 
RAG or Artemis SCID undergoing non-MSD transplant were 
less likely to have robust T-cell reconstitution 2 to 5 years post-
HSCT, independent of conditioning.2,12 One likely explanation 
is that arrest of thymocyte development in RAG and Artemis 
SCID, which both affect V-D-J recombination, interferes with 
the ability of donor-derived progenitors to engraft, particular-
ly in the absence of conditioning. T-cell neogenesis is further 
compromised in the unconditioned setting due to a loss of the 
initially engrafted progenitors and lack of donor-derived HSC 
in the marrow to replace them. The presence of autologous NK 
cells in these NK+ forms of SCID may also contribute to graft 
rejection. Finally, in a series of 106 patients with SCID caused by 
adenosine deaminase deficiency (ADA− SCID), unconditioned 
transplantation from MMRDs was associated with a high risk 
of graft failure.13
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Reconstitution of B- and NK-Cell Immunity
In contrast to T lymphocytes, reconstitution of B cells and B-cell 
function after HSCT for SCID is varied, and often incomplete. 
Factors now known to be associated with better B-cell recon-
stitution include the use of pre-transplant conditioning, donor 
type, and underlying genotype.

The PIDTC retrospective cohort study showed that certain 
genotypes are at risk of poor B-cell function post-HSCT, though 
not the exact same ones at risk of poor T-cell reconstitution. 
SCID patients with mutations in RAG1/RAG2 and DCLRE1C 
are at higher risk of poor T-cell and B-cell function (the latter 
measured as freedom from immunoglobulin infusions) 2 to 5 
years post-HSCT.2 RIC or MAC are associated with improved 
T-cell reconstitution, as noted above, and also with a higher 
likelihood of B-cell function 2 to 5 years post-HSCT, particu-
larly among recipients of non-MSD grafts.2,8,14 These factors are 
independent predictors of B-cell function, but are interrelated 
in that only donor-derived HSC would be capable of differenti-
ating into B cells in these two forms of B− SCID and condition-
ing with RIC or MAC is required to engraft donor HSC in the 
bone marrow.

In contrast, patients with SCID due to defects IL2RG or JAK3 
have excellent T-cell reconstitution, but poor B-cell function 
compared to patients with defects in IL7R/CD3/CD45 or ADA-
deficient SCID. In this case, B-cell development is not the issue, 
but rather that IL2RG/JAK3-deficient B cells fail to respond in 
vitro to IL-21, an IL2RG-dependent cytokine, and consequently 
have poor class-switching and fail to secrete antibodies.15 As a 
result, the rate of freedom from immunoglobulin infusions of 
patients with IL2RG/JAK3 SCID, after non-MSD transplant, is 
much enhanced with the use of conditioning (16.7% vs. 74.2%).2

Finally, while all non-MSD recipients have similar T-cell 
reconstitution at 2 to 5 years post-HSCT, MMRD grafts have 
inferior B-cell function compared to those from phenotypically 
matched relatives and MUD, independent of genotype or con-
ditioning. The reasons for this are not clear.

More limited data are available about the reconstitution of 
NK-cell function. In patients with NK− SCID, NK cells are of-
ten the first cells to appear after haploidentical HSCT. However, 
lower NK-cell counts are observed at long-term follow-up after 
HSCT in patients with IL2RG or JAK3 defects.

Complications Following Hematopoietic Stem Cell  
Transplantation for Severe Combined Immunodeficiency
Despite advances in prophylaxis and treatment, infections 
(especially those caused by viruses) remain a significant 
cause of death after HSCT for SCID. In a report of 166 trans-
plantations performed at their center, Buckley et al.16 indi-
cated that viral infections, including CMV, adenovirus, EBV, 
enteroviruses, parainfluenza virus type 3, varicella, herpes 
simplex, and respiratory syncytial virus (RSV), accounted 
for 30 of the 40 deaths observed. In the PIDTC report, a total 
of 107 patients had infections associated with death, domi-
nated by CMV, EBV, adenoviruses, parainfluenza, fungi, and 
bacteria.2

Viral and opportunistic infections are the most common 
early after HSCT, especially in recipients of T-cell-depleted 
haploidentical HSCT, because of the delay in achieving im-
mune reconstitution. Incomplete recovery of immune func-
tion at 1 year after HSCT is associated with a higher risk of 
late infections. In a single-center study of 90 patients with 
SCID treated with HSCT, 11 (12%) developed significant in-
fectious complications 2 to 17 years afterward.17 Among late 
infections, chronic skin warts caused by papillomavirus have 
been observed in a significant fraction of infants with IL2RG 
or JAK3 defects after HSCT.17 This complication may also oc-
cur in patients who attain robust immune function and may 
result from signaling defects that involve extra-hematopoietic 
cells, such as keratinocytes.

GvHD is another major complication of HSCT for SCID. 
In the PIDTC series, cumulative incidence of grade 2 to 4 
aGvHD and cGvHD were 23% and 16%, respectively.2 The risk 
of aGvHD was related to conditioning, and possibly to mater-
nal engraftment. While donor type and use of T-cell depletion 
did not impact aGvHD, in this series cGvHD was more often 
seen in patients who had received MMRD HSCT that was T-
cell depleted by methods other than those that were standard at 
the time, soybean lectin agglutination and E-rosetting or CD34+ 
selection.2 Chronic GvHD has been reported in 10 (11%) of 90 
patients who survived for at least 2 years after HSCT for SCID in 
Paris.17 Six of them developed disseminated cGvHD, and 3 died 
of cGvHD and related infectious complications. Effective pre-
vention of GvHD remains of paramount importance in SCID 
patients, who experience no benefit from it, in contrast to pa-
tients with leukemia for whom a graft-versus-leukemia (GvL) 
effect can be helpful.

Immune dysregulation, autoimmunity, and need for pro-
longed nutritional support represent additional complications 
of HSCT for SCID. Neven et al. have reported that among 90 
long-term survivors after HSCT for SCID, 12 suffered from au-
toimmune and inflammatory complications more than 2 years 
after HSCT for SCID, and in 6 of them, the onset of such com-
plications was within the first 2 years after transplantation.17 
These late manifestations of immune dysregulation are often as-
sociated with incomplete immune reconstitution and may lead 
to a poor outcome. The need for prolonged nutritional support 
was more frequent among patients treated by mismatched re-
lated or unrelated donor HSCT, especially if cGvHD, immune 
dysregulation, and poor immune reconstitution were also pres-
ent. Infants with DCLRE1C (Artemis) deficiency (with defec-
tive DNA repair) are at a higher risk for late complications, 
including growth retardation, requirement for nutritional  
support, and dental abnormalities.12,17

CLINICAL PEARLS
Considerations related to underlying disease, donor match, and clinical 
condition
• Historically, only SCID and severe aplastic anemia were immediate

indications for HSCT.
• Accumulated experience and improvements in tissue typing, support-

ive care, and GvHD prevention and management have made a cure
with HSCT possible for more diseases.

• Lack of an MSD no longer precludes HSCT if a well- MUD can be
found.

• Diseases for which HSCT is now indicated, include WAS, CGD, im-
mune dysregulation, polyendocrinopathy, enteropathy, X-linked
(IPEX), and other combined immunodeficiencies.

• Diseases that have both hematopoietic and non-hematopoietic mani-
festations should be approached with caution, as only the hematopoi-
etic manifestations will be corrected by HSCT.

• The timing of HSCT depends on the natural history of the disease, the 
patient’s age, existing morbidities, and time needed to secure a donor 
and optimize the patient’s clinical condition.

• Organ damage already incurred is unlikely to be reversed by HSCT
and increases the risks of this treatment.
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Hematopoietic Stem Cell Transplantation for Combined 
Immunodeficiencies Other Than Severe Combined  
Immunodeficiency
Other predominant T-cell immunodeficiencies, such as purine 
nucleoside phosphorylase deficiency, cartilage hair hypoplasia, 
and other forms of T-cell activation deficiency can be treated 
with HSCT; overall, survival after HSCT for these disorders is 
worse than in typical SCID (approximately 50%).1

MHC class II deficiency remains a very difficult disease to 
treat with transplantation, although there have been substantial 
improvements over time. Compared to the survival of 30% to 
40% in the 20th century, the survival of 19 patients in a single 
institution transplanted after 2008 was 94%.1,18 Many patients 
with this deficiency fail to reconstitute a normal number of 
circulating CD4 T lymphocytes, probably because the lack of 
expression of HLA class II molecules on thymic epithelial cells 
interferes with the positive selection of CD4 lymphocytes.18

For patients with complete DiGeorge syndrome, HSCT or 
even transplantation of unmobilized peripheral blood mononu-
clear cells may be attempted if there is an HLA-identical donor; 
in such cases, immune reconstitution is provided by mature T 
lymphocytes contained in the graft. However, experimental im-
plantation of allogeneic thymic tissue has become the preferred 
treatment, though not widely available at this time.19,20

Patients with CD40 ligand (CD40L) deficiency suffer from re-
current bacterial and opportunistic infections, particularly with 
Pneumocystis jiroveci and Cryptosporidium parvum, resulting in 
increased mortality in childhood and young adulthood. The early 
experience of HSCT for these patients was suboptimal, with only 
26 of 38 patients transplanted in Europe surviving.21 An updated 
experience of 106 patients transplanted after 2000 showed im-
proved survival of 82.2%, attributable to patients being younger 
and having less organ dysfunction at the time of HSCT.22 Successful 
outcome has also been reported after HSCT for CD40 deficiency.

X-linked immunodeficiency with ectodermal dystrophy, 
caused by mutations of the IKBKG (NEMO) gene that impair nu-
clear factor (NF)-κB signaling, may also present with features of 
combined immunodeficiency. Colitis is frequently seen and may 
be caused by infection and immune dysregulation as well as ab-
normalities of NF-κB signaling in the gut epithelial cells. Concern 
about the failure to correct features of the disease not intrinsic 
to the hematopoietic system has led clinicians to reserve HSCT 
for only severely affected cases. Of 29 patients in an international 
survey, 22 survived, with those who had pre-existing mycobacte-
rial infection having poorer outcomes. Furthermore, colitis has 
been reported to persist after HSCT.23,24 Conflicting results have 
also been reported after HSCT in patients with hypermorphic 
mutations of the IKBA gene, another cause of combined immune 
deficiency with ectodermal dystrophy.25

Dedicator of cytokinesis 8 (DOCK8) deficiency is a recently 
described form of combined immunodeficiency with elevated 
serum IgE, cutaneous viral infections, and a high risk of malig-
nancy. HSCT is now established as an effective treatment for this 
disease, with a survival of 84% reported in an international ret-
rospective study of 81 patients.26 A trend to better survival in pa-
tients receiving RIC conditioning and suggestion of selective ad-
vantage for donor-derived T cells and switched memory B cells27 
argue in favor of RIC regimens for this disease, in which mixed 
chimerism may be sufficient for the amelioration of symptoms. 
HSCT has also been successfully used in patients with combined 
immune deficiency resulting from DOCK2 deficiency.28

Wiskott-Aldrich Syndrome
Bone marrow transplantation for correction of WAS was attempt-
ed as early as 1968, with partial success. Full correction following 
HSCT was first reported in 1978 when a more robust condition-
ing regimen was used. Since then, results of related HLA-identical 
HSCT in WAS have been consistently good, and excellent results 
have been also achieved with HSCT from MUD in children un-
der 5 years of age. While two large multi-institutional surveys 
have shown survival in the 21st century of ~90% (Fig. 90.6), vari-
ability in disease correction due to mixed chimerism remains a 
significant challenge.29,30 Persistent thrombocytopenia occurs 
when myeloid chimerism is below 50% (Fig. 90.7). Furthermore, 
RIC regimens for patients who cannot tolerate high-dose busul-
fan do not consistently achieve high-level donor chimerism.30
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FIG. 90.6 Cumulative probability of overall survival (OS) of pa-
tients with Wiskott-Aldrich syndrome according to (A) age <5 
years versus >5 years, and (B) donor type. HLA, Human leu-
kocyte antigens; UED, unrelated. (Redrawn after Fig. 3 of Bur-
roughs LM, Petrovic A, Brazauskas R, et al. Excellent outcomes 
following hematopoietic cell transplantation for Wiskott-Aldrich 
syndrome: a PIDTC report. Blood. 2020;135[23]:2094–2105.)
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Disorders Associated With Hemophagocytic 
Lymphohistiocytosis
Familial hemophagocytic lymphohistiocytosis (FHL) com-
prises a genetically heterogeneous group of disorders of T-cell 
and NK cell-mediated cytotoxicity. Although chemotherapy 
may induce remission, patients with FHL tend to relapse and 
ultimately die, mostly as a result of multiorgan failure that oc-
curs in the accelerated phase of the disease. At present, HSCT 
is the only curative approach to FHL. However, patients with 
FHL often are critically ill, with extensive organ involvement 
and/or active infections, and may suffer from refractory disease. 
For these reasons, patients are unusually prone to developing 
transplantation-related toxicities and complications. While the 
use of RIC regimens has improved survival, mixed chimerism 
and graft failure remain significant problems.31 Selection of op-
timal family donors is an important issue for HSCT in FHL. 
Functional and genetic studies must be used to screen potential 
familial donors to avoid those who may be genetically affected, 
but as yet asymptomatic.

Excellent results have been reported, also after HSCT for X-
linked lymphoproliferative disease type 1 (XLP1). In an interna-
tional series of 91 patients with XLP caused by an SH2D1A gene 
defect, survival was 81.4% in 43 patients treated with HSCT 
compared with 62.5% in 48 untransplanted patients.32 Further-
more, the majority of untransplanted survivors required IgG 
replacement therapy, whereas good immune reconstitution was 
achieved in most transplanted patients. However, survival was 
poorer (50%) among patients with a previous history of hemo-
phagocytic lymphohistiocytosis (HLH), suggesting that ideally 
the HSCT should be performed before the onset of EBV infec-
tion.32 More recently, a single-center experience involving 16 
patients with XLP1 showed that reduced-intensity conditioning 
with alemtuzumab, fludarabine, and melphalan is effective, even 
in patients with XLP1 with a history of HLH.33 Survival was 80% 
at 1 year and 71% in the long term; mixed chimerism was com-
mon but, in most cases, was sufficient to control the disease. 
Infectious complications (especially viral infections) were re-
corded in the majority of the patients.33

XLP type 2 (XLP2), caused by mutations in the X-linked 
inhibitor of apoptosis (XIAP) gene, is associated with various 

phenotypes, including XLP, HLH, and severe colitis. An inter-
national survey of transplantation for this condition identified 
19 patients who underwent HSCT following fully myeloablative 
(n = 7), reduced-intensity (n = 11), or intermediate-level (n = 1) 
conditioning.34 MAC was associated with poor survival (14%) 
and a high rate of serious, transplantation-related toxicities. 
Both this series and a series of 10 patients in Japan who under-
went HSCT showed far better outcomes after reduced-intensity 
conditioning.34,35

The hematological and immune complications of Chediak-
Higashi syndrome (CHS) can be cured with HSCT. In a series of 
35 patients, 5-year survival after HSCT was 62%.36 Mortality was 
higher in patients who were in the life-threatening accelerated 
phase of the disease at the time of transplantation and in those 
who received HSCT from an alternative related donor.36 MUD 
HSCT represents a valid option in patients with CHS. However, 
the long-term outcome of patients with CHS treated with HSCT 
remains unclear, especially since neurological deterioration has 
been consistently observed several years after transplantation.

Griscelli syndrome type 2 (GS2) is a genetic disease char-
acterized by hemophagocytic lymphohistiocytosis and a high 
risk of neurological complications. A recent series of 35 patients 
confirmed protection from HLH symptoms after HSCT, even 
with mixed chimerism, but the substantial risk of mortality, 
graft failure, and neurologic issues, particularly in those with 
HLH affecting the central nervous system.37

Phagocytic Cell Disorders
Although regular administration of prophylactic antibiotics 
and antifungal agents (with the possible addition of interferon 
[IFN]-γ) has improved survival in patients with CGD, this re-
mains a severe disorder with a high risk of complications and 
death, especially in patients with oxidase-null phenotype (Chap-
ter 39).38 A real breakthrough in the treatment of CGD was pro-
vided by a prospective multicenter study in 56 patients with 
CGD, 42 of who had high-risk features, including treatment-
refractory infections and severe inflammatory complications.39 
In this study, reduced-intensity conditioning (with low-dose 
or targeted busulfan administration, high-dose fludarabine, 
and serotherapy) and transplantation from matched related 
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(n = 21) or unrelated (n = 35) donors resulted in a 2-year over-
all survival rate of 96% and an event-free survival rate of 91%. 
Stable (≥90%) myeloid chimerism was documented in 93% of 
surviving patients. A low rate of aGvHD of grade III/IV (4%) 
and cGvHD (7%) was observed. A retrospective review of out-
comes of HSCT of 145 CGD patients performed by the PIDTC 
similarly showed high survival and engraftment, and impor-
tantly, showed in contrast to previous literature that patients 
with CGD-associated inflammatory bowel disease nonethe-
less had outcomes indistinguishable from those without these 
symptoms.40 Studies of female carriers of X-linked CGD suggest 
that a threshold of 10% to 15% myeloid chimerism is likely suf-
ficient for protection from infection, but that there is no such 
clear threshold for the avoidance of inflammatory symptoms.41

HSCT is a successful and lifesaving procedure in patients 
with the complete form of leukocyte adhesion defect type 1 
(LAD-1). A multicenter study of 36 such patients who under-
went HSCT between 1993 and 2007 reported an overall survival 
of 75%, with similar results in matched related and unrelated 
donors. Mortality was higher (four of eight cases) after haploi-
dentical HSCT. Stable mixed multilineage chimerism is suffi-
cient to cure the disease.42 More recently, employing blockade of 
the P40 subunit of IL-23 and IL-12 with ustekinumab resolved 
inflammatory symptoms in a patient with LAD-1 after 1 year of 
therapy.43

Administration of recombinant G-CSF is the treatment of 
choice for patients with severe congenital neutropenia (SCN). 
However, a subgroup of these patients fail to respond to G-CSF, 
and some of them are at high risk for the development of my-
elogenous leukemia. A retrospective multicenter study of 136 
patients with SCN who underwent allogeneic HSCT between 
1990 and 2012 reported a 3-year overall survival rate of 82%, 
with 17% transplantation-related mortality. Transplantation at 
a younger age (<10 years) and the use of matched related or 
unrelated donors were associated with better outcomes.

Heterozygous mutations in the GATA2 gene result in a wide 
variety of clinical manifestations, including the Mono-Mac syn-
drome, pulmonary alveolar proteinosis (PAP), bone marrow 
failure, susceptibility to infection with mycobacteria and DNA 
viruses, myelodysplastic syndrome, and progression to acute 
myelogenous leukemia (AML). These hematopoietic-intrinsic 
defects are eminently correctable with HSCT using a variety of 
donors as reported in a 22 patient series.44

Regulatory T-Cell Defects
Immunodysregulation/polyendocrinopathy/enteropathy/X-
linked (IPEX) syndrome is a severe disorder with immune 
dysregulation caused by mutations of the FOXP3 gene, which 
plays a critical role in the development and function of regula-
tory T cells (Treg). Patients with IPEX syndrome often die ear-
ly in infancy and manifest severe multi-system autoimmunity. 
HSCT is effective and is now established as a standard treat-
ment. A report of 96 patients with IPEX, 58 of who under-
went HSCT, showed 73.2% survival in contrast to 65.1% with 
immunomodulatory therapy alone. RIC and MAC regimens 
appeared to have an equal survival benefit, which may be re-
lated to the strong selective advantage for donor-derived Tregs 
observed in patients with mixed chimerism after HSCT.45 Pa-
tients with more mild disease activity at the time of HSCT 
fared best, speaking to the importance of control of autoim-
munity prior to the procedure.46

Small series have been published on HSCT for other dis-
orders affecting Treg function, including activated PI3 kinase 
delta syndrome, STAT1 gain of function, and CTLA4 haploin-
sufficiency.47–49 Outcomes in these disorders, for which donor-
derived Tregs do not have a selective advantage as they do in 
IPEX, have been variable due to issues of poor engraftment and 
mixed chimerism.

Interferon-γ Pathway Disorders
IFN-γ receptor 1 deficiency leads to severe mycobacterial in-
fections, with a high mortality rate of mortality early in life.  
Although HSCT should theoretically correct the disease, results 
have been disappointing, with few exceptions. An international 
survey of eight transplanted patients showed that only two were 
in full remission 5 years after transplantation.50 The high level of 
IFN-γ in these patients inhibits engraftment of donor-derived 
HSCs, accounting for the high rejection rate. Correction of the 
disease has been reported with HSCT following control of my-
cobacterial infection, normalization of IFN-γ levels, and use of 
MAC.

ON THE HORIZON
The following strategies may improve the outcome of HSCT for primary 
immunodeficiency in the future:
• Antibody-based methods to increase and sustain engraftment of

stem cells without systemic organ toxicity.
• Strategies to facilitate engraftment and reduce the occurrence of

GvHD in patients with mismatched or matched unrelated donor trans-
plants.

• Approaches to increase thymopoiesis to accelerate T-cell immune re-
constitution.

• Improved antimicrobial protocols to reduce infectious complications
of HSCT.

FUTURE DIRECTIONS FOR HEMATOPOIETIC STEM 
CELL TRANSPLANTATION IN THE TREATMENT OF 
PRIMARY IMMUNE DEFICIENCY

Although allogeneic HSCT has clear efficacy in patients with 
severe forms of PID, several challenges remain. The develop-
ment of RIC regimens notwithstanding, efficient myeloablation 
without the toxicity of alkylating agents for PID patients, many 
of whom are young children or infants, is desperately needed. 
Cytolytic mAbs against CD117 (c-kit) are now being tested to 
remove autologous HSCs, making space for engraftment of do-
nor-derived cells while avoiding the systemic toxicity of chemo-
therapy and radiotherapy.51

The use of cytotoxic drugs and GvHD are significant risk fac-
tors for post-transplantation T-cell deficiency as they interfere 
with normal thymic function.52 Strategies aimed at improving 
thymic function after HSCT may include (1) protection of thy-
mic stroma that supports thymopoiesis and (2) direct stimu-
lation or infusion of early T-cell progenitors. It is critical that 
newly approved agents for the treatment and prevention of 
GvHD be tested in young children, so that young PID patients 
may benefit.

Now more than 50 years after the first successful use of 
HSCT, we are faced with a large cohort of adult survivors. It 
is important to fully capture and analyze their long-term out-
comes. Natural history studies of these patients are critical to 
understanding the durability of HSCT, assessing the quality of 
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life and impact on patients’ well-being, and elucidating early 
biomarkers that predict long-term success. By doing so, we may 
be able to identify patients at risk of poor long-term outcomes, 
deserving of further early intervention.
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Gene therapy, as it is being applied for primary immune defi-
ciency (PID) diseases, represents an autologous hematopoietic 
stem cell transplant (HSCT), in which a patient's own stem cells 
are genetically corrected ex vivo and then transplanted back  
(Fig. 91.1). Thus, gene therapy for PID builds upon decades 
of experience using allogeneic HSCT from a healthy donor, in 
which replacement of some or all of a PID patient's bone mar-
row hematopoietic stem cells (HSCs) with HSCs from a healthy 
donor can cure the disease. Although initial efforts in gene 
therapy did not provide clinical benefit to the patients involved, 
there has been steady progress with the methods to the point that 
there is now clear-cut therapeutic efficacy using gene therapy/
autologous HSCT for the three most commonly transplanted 
PIDs: severe combined immune deficiency (SCID), Wiskott-
Aldrich syndrome (WAS), and chronic granulomatous disease 
(CGD) (see Chapters 34 and 35).

Most gene therapy efforts to date have used gene addition 
methods in which a normal copy of the relevant gene is added 
to the patient's cells, usually using a viral vector. More recently, 
methods are under development to perform gene editing, most 
commonly using site-specific endonucleases (such as CRISPR/
Cas9) to disrupt a target gene or modify or add new sequences 
by homologous recombination (HR).

The key potential advantage of autologous transplant with 
gene therapy, compared to allogeneic HSCT, is that it may have 
reduced risks and a better safety profile, because it eliminates the 
need for pre-transplant immune-suppressive conditioning and 
post-transplant immune suppression; essentially, there should be 
no risk of graft-versus host disease (GvHD) from the autologous 
graft (Table 91.1). Additionally, gene therapy could have increased 
efficacy compared to allogeneic HSCT in some conditions, due to 
the potential to overexpress the relevant gene product (e.g. ade-
nosine deaminase [ADA] enzyme) and lead to a supraphysiologi-
cal effect from the engineered graft.

However, gene therapy may have unique risks: the potential 
for causing malignant transformation and leukoproliferative 
complications from the manipulation of the genome of the stem 
cells, by either gene addition or gene editing. Moreover, gene 
therapy could have decreased efficacy if the percentage of trans-
planted stem cells that are successfully gene-corrected is low, if 
the level of expression of the inserted transgene is suboptimal, 
or if the process of ex vivo gene manipulation impairs the stem 
cells’ capacity for long-term hematopoiesis. Additionally, devel-
oping gene therapies for PID requires a separate translational 
research process for each genetic etiology (e.g., ADA SCID, 
XSCID, Artemis SCID, Rag1 SCID, Rag2 SCID, etc.), whereas 
allogeneic HSCT is a more “one size fits all” approach, requiring 
less individualization for similar classes of disorders.

KEY CONCEPTS
• Some severe primary immune deficiencies (PIDs) can be treated by

transplantation of hematopoietic stem cells (HSCs) from a healthy
donor, but this is optimal with a well-matched immune-compatible
donor and may yet entail immune complications.

• Gene therapy using autologous HSCs that have been gene- 
corrected (by gene addition or endogenous correction) may avoid the 
immune complications of allogeneic transplant and confer similar
benefits.

• Stable gene addition to HSC can be done using integrating viral
vectors, derived from retroviruses or lentiviruses.

• Gene therapy using γ-retroviral vectors led to immune reconstitution
for several forms of severe combined immune deficiency, Wiskott-
Aldrich syndrome, and chronic granulomatous disease, but some
patients developed leukoproliferative complications.

• More recent trials using safer vectors are continuing to yield clinical
efficacy without vector-related adverse effects and with good safety
profiles.

• New techniques are being developed for precise gene editing in
HSCs, which may allow application to a wider spectrum of PIDs.

GENE TRANSFER TO HEMATOPOIETIC STEM CELLS

For gene therapy to have an enduring effect in PID, the gene 
addition or editing must occur in the long-term pluripotent 
HSCs by some method that will lead to the corrective gene 
being passed on to the billions of progeny blood cells arising 
from each HSC. Gene modification of the far more numerous, 
but short-lived, lineage-committed progenitor cells would lead 
only to transient presence of gene-corrected mature blood cells. 
The technical challenge is for the gene delivery to HSCs to be 
efficient (high percentage of the cells modified), to yield persis-
tent expression, and to have minimal immediate cytotoxicity or 
long-term genotoxicity.

Many of the gene transfer methods used for research pur-
poses, such as transfection, electroporation, and nano-particle 
delivery, are themselves transient, and the inserted gene would 
be lost by dilution as the stem cells proliferate. Thus, most 
of the studies to date have used viral vectors derived from 
the Retroviridae family that integrate their genomes into the 
chromosomes of the target cell to achieve persistence of the  
normal gene (Fig. 91.2). Genes delivered by murine γ-retroviral, 
human lentiviral (HIV-1-based), spumaviral (foamy), or alpha-
retroviral vectors remain permanently covalently linked to the 
cellular chromosomal DNA for stable transmission to prog-
eny cells. The steps involved in using these types of vectors to  
produce a gene-modified HSC graft are described in the  
Therapeutic Principles box.
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TABLE 91.1 Advantages and Disadvantages of Allogeneic Versus Autologous (Gene Therapy) 
Hematopoietic Stem Cell Transplantation for Primary Immune Deficiencies

Transplant Type Advantage Disadvantage

Allogeneic HSCT Normal function of relevant gene assured; benefit expected if 
sufficient donor chimerism

Need suitable matching donor

Well-established and long-term experience with benefits/risks Immune: GvHD and rejection risks
Excellent outcomes with matched sibling donor (although most 

patients lack a matched sibling)
Requires immune modulation: immune ablative conditioning; 

graft manipulation; and GvHD prophylaxis and treatment.
These may contribute to morbidity

Autologous gene 
therapy HSCT

Patient is donor Potential genotoxicity from gene addition or editing causing cell 
loss, dysfunction, or transformation

No risks of GvHD Need to gene-modify high percentage of primary HSC with 
minimal cytotoxicity

May not require immune suppression before (e.g., flu/ATG) and 
after (e.g., corticosteroids, calcineurin inhibitor) HSCT

Low fractional correction may blunt efficacy

Risks of rejection may be less than with allogeneic cells Prior chemotherapy or marrow dysfunction may preclude use 
of autologous stem cells

Transgene overexpression may have benefits (e.g., adenosine 
deaminase)

Immunogenicity of transgene products is not well defined

Gene addition (e.g., 
lentiviral vector)

Currently showing efficacy for SCID, WAS, and CGD (and 
for non-PIDs; e.g., X-ALD, MLD, β-thalassemia, sickle cell 
disease, MPS-1)

Risks for insertional mutagenesis (gene disruption, gene activa-
tion) from semi-random insertions into target cell genomes

Current generation of self-inactivating (SIN) lentiviral vectors 
has reduced genotoxicity compared to earlier-used γ-retroviral 
vectors

Transgene not under normal transcriptional control. Function 
of transgene (level, lineage, longevity) may vary and be 
variegated

Gene editing (e.g., 
nuclease/HDR)

Corrected endogenous gene should have normal function. Risks of local or off-target gene disruption (insertion/deletion)

Risk of translocations

ATG, Anti-thymocyte globulin; CGD, chronic granulomatous disease; flu, fludarabine; GvHD, graft-versus-host disease; HDR, homology directed repair; HSC, hematopoietic stem 
cells; HSCT, hematopoietic stem cell transplantation; MLD, metachromatic leukodystrophy; MPS-1, mucopolysaccharidosis type I {Hurler syndrome}; PID, primary immune deficien-
cies; SCID, severe combined immune deficiency; WAS, Wiskott-Aldrich syndrome; X-ALD, X-linked adrenoleukodystrophy.

CLINICAL TRIALS OF GENE THERAPY FOR PRIMARY 
IMMUNE DEFICIENCIES

To date, clinical trials of autologous transplant/gene therapy 
have been performed for several PID disorders, including mul-
tiple trials for ADA-deficient SCID, XSCID, CGD, and WAS, 
and more recent studies for Artemis-deficient SCID and leu-
kocyte adhesion deficiency (LAD-1) (Table 91.2). These have 
occurred over roughly demarcated eras as the technology 

FIG. 91.1 Gene Therapy to Treat Primary Immune Deficiencies (PIDs) by Autologous Transplantation of Gene-Corrected Hemato-
poietic Stem Cells (HSCs). HSCs may be obtained from the bone marrow, by mobilization with granulocyte–colony-stimulating factor 
(G-SCF) and leukapheresis (peripheral blood stem cells [PBSCs]), or from umbilical cord blood of a patient with PID. The HSCs may be 
enriched by isolating the CD34+ fraction of cells using immunomagnetic separation methods. The CD34+ cell population is then cultured 
for gene manipulation (gene addition or gene editing). The gene-corrected autologous HSCs are then transplanted back to the patient.

and clinical approaches advanced in the past three decades  
(Table 91.3). Because each genetic form of PID requires a sep-
arate development research path from preclinical studies to 
define efficacy and safety through clinical trials, gene therapy 
for each individual PID will be discussed separately. However, 
they share a common progression through the different eras.

Over these eras, the preferred vector for gene delivery to 
HSCs has progressed from murine γ-retroviral vectors (γ-RV) 
to HIV-1-based lentiviral vectors in which the enhancers in the 
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FIG. 91.2 Autologous Transplantation of Gene-Corrected 
Hematopoietic Stem Cells (HSCs). Gene addition may be per-
formed using Retroviridae-derived vectors (from γ-retroviruses, 
lentiviruses, foamy viruses, or α-retroviruses) to transfer a  
normal copy of a relevant gene into HSCs collected and isolated 
from a patient with primary immune deficiency (PID). The 
gene-containing vector is packaged in a suitable envelope  
(pseudotyped) for gene addition to human HSC. Alternatively, the 
HSC may be gene-edited using site-specific endonucleases to  
augment homologous recombination–directed gene editing. 
The patient may receive marrow cytoreductive conditioning 
prior to transplant to enhance engraftment of the gene-mod-
ified stem cells.

viral long-terminal repeats are self-inactivated during the reverse 
transcription steps (SIN vectors). Lentiviral vectors have several 
potential advantages over γ-RV, including the ability to more 
effectively transduce human HSCs in a shorter period of ex vivo 
culture; the capacity to carry longer and more complex genetic 
sequences (such as cellular gene enhancers and promoters); and 
less tendency to be inserted near the 5′ ends of genes, which may 
decrease risks for trans-activating expression of the adjacent cel-
lular genes. The combination of recombinant cytokines used to 
activate the HSCs to facilitate transduction was advanced as fac-
tors were identified that acted on the earliest HSCs, including the 
flt-3 ligand and thrombopoietin, combined with the c-kit ligand.

The Role of Cytoreductive Conditioning to Facilitate 
Engraftment
In the initial trials of gene therapy for PID, there was no admin-
istration of pre-transplant cytoreductive conditioning, due to 
potential risks of chemotherapy or radiation with unknown 
prospects of benefit from the gene transfer procedure. It is well-
known from multiple transplant studies in mice and large animal 
models that there is minimal, if any, engraftment of autologous 
HSCs when given without prior conditioning, unless extraordi-
narily high numbers of cells (e.g., 30 to 50× higher than stan-
dard cell dose/kg) are given; even mega-dose transplants without 
conditioning lead to only low levels of engraftment (e.g., 1%), 
although this may be persistent.1 While there was initial reluc-
tance to use conditioning in gene therapy trials when there had 
not previously been efficacy, now with the clear-cut benefits that 
may be obtained from gene therapy, the necessity to use condi-
tioning for autologous gene therapy HSCT (with a dose generally 
lower than that needed for allogeneic HSCT) is now recognized 
as the standard.

The amounts and types of chemotherapy drugs used for con-
ditioning have varied, depending on the disease setting. For 
SCID, where a relatively low number of gene-corrected HSCs 
may support immune reconstitution, reduced-intensity condi-
tioning (RIC), such as low-dose busulfan alone (e.g., busulfan 
at 4 to 6 mg/kg), may be sufficient. For other disorders where 
less of a selective advantage may exist for the gene-corrected 
cells, a higher level of engraftment of modified HSC may be 
needed; and thus stronger conditioning regimens have been 
used, reaching levels for myeloablative conditioning (MAC) 
(e.g., busulfan, 12 to 16 mg/kg). For WAS, where it may be nec-
essary to ablate the pre-transplant immunity to reduce risks for 
post-transplant autoimmunity, immune-suppressive drugs (e.g., 
fludarabine, rituximab) have been added to conditioning regi-
mens. These combined iterative approaches to improving gene 
therapy have led to the current state, where clinical benefits are 
being routinely achieved, as detailed below for each disorder.

New methods are being explored to “make space” in the mar-
row using alternatives to chemotherapy and radiation, such as 
monoclonal antibodies to markers present on HSCs. Antibod-
ies to a cytokine receptor on HSC (c-kit), a common leukocyte 
antigen (CD45), and a macrophage inhibitory receptor (CD47) 
have all been shown in animal models to improve engraftment 
of HSC with minimal clinical toxicity. An anti-cKit antibody 
is being assessed in a clinical trial to improve engraftment in 
patients with SCID (NCT02963064). These novel approaches to 
cytoreduction to facilitate engraftment with lower short-term 
and long-term risks may replace the current approaches using 
chemotherapeutic agents.

Package Retro-Lentiviral Vector
Transfect packaging cell with vector-encoding plasmid and virion protein 

and envelope-expressing plasmids.
Collect released vector from cell culture medium (digest residual  

plasmid with DNAse).
Purify and concentrate vector (e.g., ion-exchange chromatography, 

tangential flow filtration).
Aliquot. Certify (including absence of replication-competent virus). 

Release for use.

Transduce Stem Cells with Vector
Isolate CD34+ stem/progenitor cells from clinical source (bone marrow, 

mobilized peripheral blood, cord blood).
Grow CD34+ cells in serum-free medium plus recombinant cytokines 

(e.g., ckit ligand, flt-3 ligand, thrombopoietin) for 16–24 h.
Add vector to cells and culture for transduction for 16–24 h, during which 

the vector inserts gene sequences covalently into chromosomal DNA 
of CD34+ HSC.

Formulate and characterize cell product for release.

Administer Marrow Cytoreductive Conditioning
Deliver single or combination chemotherapeutic agents or monoclonal 

antibodies to “make space” in HSC niches in the bone marrow.

Transplant Gene-Modified Stem Cells
Infuse gene-modified cell product intravenously, after which stem cells 

engraft and transmit the transgene to all progeny blood cells.
The transgene produces the necessary gene product to correct the 

genetic deficiency. 

THERAPEUTIC PRINCIPLES
Steps for Gene Transfer to Hematopoietic Stem 
Cells for Clinical Transplantation



1164 PART X Transplantation

TABLE 91.2 Clinical Trials of Gene Therapy for Primary Immune Deficiencies

PID Investigator(s) Year Vector/Target Conditioning NCT #

ADA 
SCID

Blaese, Anderson, Culver 1990 LASN (MLV LTR)
PBMC

None —-

Bordignon, Mavilio 1992 G1ADA
(MLV LTR)
PBMC and BM

None —-

Hoogerbrugge, Valerio 1993 MLV-ADA
BM CD34+

None —-

Kohn, Parkman 1993 G1NA-ADA (MLV LTR)
UCB CD34+

None —-

Onodera/Sakiyama 1995 LASN
(MLV LTR)
PBMC

None —-

Aiuti/Roncarolo 1998 G1ADA
(MLV-LTR)
BM CD34+

Busulfan 4 mg/kg 00599781

Gaspar/Thrasher 1999 SFFV-ADA-wpre
BM CD34+

Melphalan; busulfan NCT01279720

Otsu/Ariga 2003 GCsap-M-ADA BM CD34+ None —-
Kohn/Candotti 2001 MND-ADA and GCsap-M-ADA

BM CD34+
None (4).
Busulfan (6)

—-

GlaxoSmithKlein 2008 G1ADA
BM CD34+

Busulfan 00598481

Kohn/Candotti 2009 MND-ADA
BM CD34+

Busulfan 90 mg/m2 00794508

Gaspar 2012 EFS-ADA
CD34+ BM/PBSC

Busulfan 01380990

Kohn 2013 EFS-ADA
BM CD34+

Busulfan 01852071

XSCID Cavazzana-Calvo/ Fischer 1998 MFG-IL2RG
BM CD34+

None —-

Thrasher/Gaspar 1999 MLV-IL2RG
BM CD34+

None —-

Thrasher/Fischer/ Cavazzana/Pai/ 
Williams

2011 SIN γRV EFS-IL2RG
BM CD34+

None Fr: 01410019
UK: 01175239
US: 01129544

Sorrentino 2012 EFS-IL2RG-Ins
BM CD34+

None/busulfan 01512888

Malech/DeRavin 2011 EFS-IL2RG-Ins
CD34+ PBSC

Busulfan 01306019

Artemis 
SCID

Cowan/Puck 2018 ART-ART
CD34+ BM

Busulfan 03538899

LAD Hickstein, Bauer 1999 MLV-CD18
BM

None —-

Kohn, Bueren, Thrasher (Rocket 
Pharma)

2019 pChim-ITGB2
CD34+ PBSC

Busulfan 03812263

CGD Malech 1995 MLV-p47
CD34+ PBSC

None —-

Malech 1998 MLV-gp91phox None —-
Ott/Grez 2009 SFFV-gp91phox

CD34+ PBSC
8 mg/kg 00927134

Kang/Malech 2010 MT-gp91phox
CD34+ PBSC

10 mg/kg —-

Thrasher 2013 pChim-gp91phox (G1XCGD)
CD34+ PBSC

pK adjusted, ∼12 mg/kg 01855685

Kohn/Williams/Kang 2015 pChim-gp91phox (G1XCGD) 
CD34+ PBSC

pK adjusted, ∼12 mg/kg 02234934

WAS Klein 2008 SFFV-WAS γRV Busulfan —-
Aiuti 2011 1.6hWASP-WPRE LV Bu/flu/rituximab 01515462
Hacein-Bey Abina…Cavazzana 2011 Bu/flu (rituximab or alemtuz-

imab for autoimmunify)
02333760

Thrasher 2011 Bu/flu 01347242
Pai 2011 Bu/flu 01410825

NCT#, Clinical Trial registration number (https://clinicaltrials.gov/). 
ART, Artemis; Bu/flu, busulfan/fludarabine; CGD, chronic granulomatous disease; LAD, leukocyte adhesion defect; PID, primary immune deficiencies; SCID, severe combined 
immune  deficiency; WAS, Wiskott-Aldrich syndrome; XSCID, X-linked SCID.

https://clinicaltrials.gov/
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TABLE 91.3 Eras in the Advancement of Clinical Gene Therapy for Primary Immune Deficiencies

Era
Predominant 
Vector Growth Factors

Conditioning 
Regimen PIDs Treated Typical Outcomes

Early (∼1990–1999) γ-RV IL3/IL6/SCF None ADA XSCID CGD LAD Insufficient engraftment
No efficacy

Middle (∼1998–2006) γ-RV SCF/FLT3L/TPO RIC, MAC ADA XSCID CGD WAS Efficacy
Genotoxicity in some

Current (∼2007–present) SIN LV SCF/FLT3L/TPO RIC, MAC ADA XSCID
ART SCID XCGD WAS
LAD

Efficacy
Good safety profile

γ-RV, γ-retroviral vectors; ADA, adenosine deaminase; ART, artemis; FLT3L, FMS-tyrosine kinase 3 ligand; CGD, chronic granulomatous disease; LV, lentiviral vector; MAC, myeloabla-
tive conditioning; PIDs, primary immune deficiencies; RIC, reduced-intensity conditioning; SCF, stem cell factor; SCID, severe combined immune deficiency; SIN, self-inactivating; 
TPO, thrombopoietin; WAS, Wiskott-Aldrich syndrome; XCGD, X-linked Chronic Granulomatous Disease; XSCID, X-linked SCID.

Adenosine Deaminase-Deficient Severe Combined 
Immune Deficiency (Chapter 34)
The first clinical trial of gene therapy for an inherited disorder 
(other than a premature attempt at gene therapy for beta-thal-
assemia in the 1970s) was directed against ADA-SCID. ADA-
SCID was the first form of human SCID for which the respon-
sible gene was identified and cloned, allowing gene therapy 
to be approached.2 As a ubiquitously expressed housekeeping 
enzyme, the non-regulated expression of an introduced ADA 
gene was expected to be tolerated and potentially beneficial. 
Moreover, the ability to treat ADA-SCID with a bone marrow 
transplant from a matched sibling donor without the use of 
cytoreductive or immune-suppressive conditioning was taken 
to imply that there is a selective advantage for ADA-replete T 
lymphocytes over ADA-deficient cells and that only a modest 
number of engrafted gene-corrected HSC might provide clini-
cal benefit.

A series of clinical trials were performed using γ-retroviral 
vectors targeting either peripheral blood T cells or bone mar-
row HSC. While initial studies in the early 1990s did not achieve 
clinical efficacy, subsequent trials that applied RIC prior to trans-
plant of gene-corrected HSCs to increase engraftment have led 
to immune restoration in the majority of more than 80 treated 
patients, without vector-related complications.3–7 The relatively 
low-dose chemotherapy and absence of GvHD makes these 
autologous transplants well-tolerated with essentially none of 
the clinical side effects seen in allogeneic HSCT with condition-
ing. One of the retroviral vectors used in studies at Telethon 
Gene Therapy Program for Genetic Diseases, of the Hospital San  
Raffaele, in Milan, Italy was licensed by GlaxoSmithKline (GSK) 
and has received licensure approval in the European Union, a 
major advance for gene therapeutics that is available for patients. 
Other ongoing clinical trials in the United States and the UK are 
using a lentiviral vector for ADA-SCID with excellent initial clini-
cal results in terms of efficacy and safety.8 Thus, gene therapy for 
ADA-SCID has become a major treatment option for patients, 
as the efficacy and safety profile have been favorable and may 
exceed those of matched unrelated or haplo-identical transplants, 
although there have been no randomized controlled trials.

X-linked Severe Combined Immune Deficiency (Chapter 34)
The second genetic form of human SCID for which the relevant 
gene was identified and cloned is the X-linked form (XSCID). 
The responsible gene, IL2RG, encodes the common cytokine 
receptor γ chain (or γc), a component of several multimeric 
receptors for a family of lymphopoietic cytokines: IL-2, IL-4, 
IL-7, IL-9, IL-15, and IL-21. Defects of γc severely impair the 

development of multiple components of the immune system, 
and affected patients typically have severely reduced numbers 
of T and natural killer (NK) cells, and may have immature but 
non-functional B cells. Retroviral-mediated gene transfer of a 
normal human IL2RG cDNA was shown to restore cytokine-
induced signaling activity and lymphocyte function in patients' 
cells and in murine models.9,10

XSCID patients were first treated by gene therapy using 
γ-retroviral vectors.11,12 No conditioning was given, relying on 
the potent selective advantage for survival and proliferation that 
gene-corrected lymphoid cells were expected to have in patients 
with lymphopenic SCID. Indeed, robust reconstitution of T-cell 
immunity was achieved, although there were variable responses 
of B cells. However, after 2 to 3 years from treatment, several of 
the patients developed a severe complication from the retroviral 
vector of leukemia-like clonal leukoproliferation.

New vectors (self-inactivating or “SIN” vectors) that lacked 
the strong enhancer elements of the retroviral vectors that 
caused the insertional oncogenesis were developed. One pub-
lished study using a SIN γ-retroviral vector demonstrated 
immune restoration without any evidence of leukoproliferation. 
New clinical trials are in progress using lentiviral vectors.13 The 
first of these studies treated a group of patients XSCID who had 
undergone allogeneic transplant some years earlier, but who 
had not achieved complete immune reconstitution and had sig-
nificant morbidity from poor growth and development.14 Fol-
lowing gene therapy using a lentiviral vector and non-myeloab-
lative conditioning, all have improved general well-being, with 
development of sufficient antibody production to be able to stop 
immunoglobulin replacement therapy. Studies treating more 
typical newly diagnosed infants with XSCID are now underway 
at several centers in the United States and Europe, with results 
from one published showing good immune reconstitution in 
the treated infants.15

Chronic Granulomatous Disease (Chapter 39)
CGD is a rare primary immunodeficiency (1 in 200,000 live 
births in the United States), first termed fatal granulomatous 
disease of childhood in 1959 to describe individuals affected 
by recurrent, invasive bacterial and fungal infections com-
plicated by granuloma formation. Its clinical presentation is 
explained by defects in any of the components that comprise 
the nicotinamide adenine dinucleotide phosphate (NADPH) 
oxidase complex leading to phagocyte dysfunction. In its fully 
assembled form, the NADPH oxidase complex is composed of 
five proteins, two of which are membrane-bound (gp91phox 
and p22phox) and three of which are cytosolic (p47phox,  
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p67phox, and p40phox). All five components are necessary for 
proper NADPH oxidase function without which affected indi-
viduals are particularly predisposed to infections with Aspergil-
lus spp., Staphylococcus aureus, Burkholderia cepacia, Serratia 
marcescens, Nocardia spp., and less commonly, Salmonella and 
BCG infections outside of North America. Defects in gp91phox 
encoded by the CYBB gene account for the most common 
X-linked form of CGD while the remaining four causal genetic 
defects are inherited in an autosomal recessive (AR) mode. Since 
its initial description almost six decades ago, CGD has evolved 
from a disease with early mortality to one with relatively good 
outcomes and multiple treatment options.

While prophylactic antimicrobial and immunomodulatory 
agents have dramatically decreased infection rates and inflam-
matory bowel disease in patients with CGD, curative therapy 
can only be achieved with HSCT. Transplant outcomes have 
continued to improve over the years, with good results reported 
even in patients with high-risk features such as intractable 
infections and auto-inflammation using RIC protocols.16 Never-
theless, allogeneic HSCT can still be complicated by GvHD and 
pre-existing infections and is not preferred for those without an 
HLA-matched stem cell donor. For these patients, autologous 
HSCT with gene-modified cells is becoming a more viable and 
realistic option.

The first gene therapy trials for CGD began in the mid-1990s 
using γ-retroviral vectors. As with ADA-SCID, initial trials in 
which pre-transplant conditioning was not used did not lead 
to efficacy as there was minimal engraftment of gene-corrected 
stem cells. In subsequent studies where non-myeloablative con-
ditioning with busulfan was used, increasingly higher levels of 
engraftment of corrected stem cells were achieved.17 The best 
and worst of these studies was one using a γ-retroviral vector 
with a potent transcriptional control element to drive high-level 
expressions of the CYBB gene.18 The three treated subjects had 
initial development of neutrophils with restored oxidase func-
tion and their severe resistant infections cleared. However, 
insertional oncogenesis occurred in this study also, and myelo-
dysplasia or frank myeloid leukemia developed.

More recently, trials are using a lentiviral vector with a 
myeloid-specific transcriptional control element intended to drive 
gp91phox expression in mature myeloid cells, where it is needed, 
but to not have activity in HSCs that are the likely targets for trans-
formation.19 Initial results are showing safety and evidence of effi-
cacy. A report of results from nine patients with XCGD treated in 
the United States and United Kingdom showed sustained restora-
tion of gp91phox expression and functional oxidase activity using 
the dihydrorhodamine assay in six of seven patients who survived 
beyond the immediate post-transplant period.20

WISKOTT-ALDRICH SYNDROME (CHAPTER 34)
WAS, initially described as an X-linked syndrome in kindreds 
in Germany and the United States, presents with multiple clini-
cal manifestations, including the classical triad of immune defi-
ciency, eczema, and thrombocytopenia. The complex immune 
deficiency involves defects of T, B, NK, and antigen-presenting 
cells. The identified WAS gene encodes a 501 amino acid proline-
rich protein that has multiple identified functional domains, 
placing it at the nexus of intracellular signaling and cytoskeleton 
control. Once the WAS cDNA was obtained, γ-retroviral vectors 
were constructed and shown to correct several manifestations 
of the disorder in patient-derived cells and in murine models. 

However, it is not fully known what levels of WAS transgene 
expression are needed to safely and effectively correct the major 
manifestations of lymphocyte and platelet dysfunction. A con-
cern has been raised that suboptimal levels or low frequency of 
expression of WAS protein (WASP) could allow auto-immunity 
to develop. If correction is only partial (e.g., some proportion of 
B cells are not gene corrected and have defective auto-regula-
tory function), autoimmunity may occur.21

A first trial of gene therapy for WAS used a γ-retroviral vec-
tor with a very potent retroviral long terminal repeat promoter 
enhancer. Granulocyte colony-stimulating factor (G-CSF)-
mobilized peripheral blood stem cells were used as the HSC 
source and conditioning with myeloablative dosages of busul-
fan was given prior to transplant. There were excellent initial 
results in terms of immune reconstitution and platelet counts, 
demonstrating that gene therapy can be therapeutic for this dis-
order. However, there was subsequently a very high incidence of 
acute leukemia among these patients, developing within a few 
years from treatment, with acute lymphocytic leukemia (ALL), 
acute myeloid leukemia (AML), or both occurring in a shocking 
seven of nine subjects.22 The mechanism of insertional oncogen-
esis from the γ-retroviral vector was clearly the cause, with the 
leukemias showing clonal vector integrations adjacent to known 
proto-oncogenes, such as LMO2 and MDS1.

While that trial was being initiated, work was ongoing 
through a multicenter collaboration in the European Union 
(EU) to develop a SIN lentiviral vector for WAS that uses the 
promoter from the WAS gene per se to drive expression of the 
WAS cDNA. Extensive preclinical studies showed the efficacy 
of this vector to improve immunological and hematological 
parameters in murine and human disease models.23,24 Moreover, 
this lentiviral vector displayed significantly lower risks for geno-
toxicity than the type of γ-retroviral vector used in the first trial.

The lentiviral vector with the WAS promoter has now been 
used in parallel but independent phase I/II clinical trials per-
formed in several countries.25,26 Relatively high-intensity con-
ditioning was administered in an attempt to obtain high-level 
engraftment of gene-corrected HSCs, with some differences 
among the centers in the precise conditioning regimen used. All 
used moderate doses of busulfan (pharmacokinetically [pK]-
adjusted) and fludarabine, and variably, rituximab or other 
serotherapy agents. These trials have uniformly demonstrated 
efficacy and safety. Findings have included clinical improve-
ment in general health, bleeding incidents, and eczema, and as 
expected for an autologous transplant, no problems from GvHD. 
Most have had good recovery of T, B, and NK cell numbers and 
functions. However, there have been only modest and variable 
improvements for platelet levels (e.g., 20 to 60,000/μL), with 
evidence that a higher transplanted dose of transduced cells led 
to higher platelet counts.25 No new onset of autoimmunity has 
been reported, although in some cases, pre-existing autoimmune 
problems have persisted. In fact, decreases of indices of autoim-
munity and improved B-cell tolerance have been documented 
after gene therapy for WAS.27 Polyclonal vector integration pat-
terns were seen, with no reported development of clonal expan-
sions or frank leukoproliferative complications. Integration site 
patterns resemble those seen in other trials using lentiviral vec-
tors into human HSCs, with highly diverse vector integration 
sites and no predilection for cancer-related genes, significantly 
different from the pattern seen in the γ-retroviral vector trials.

These results are promising and of significant clinical benefit 
and safety but would be better if more normal levels of platelets 



1167CHAPTER 91 Gene Therapy for Primary Immune Deficiency Diseases 

could be achieved. It is possible that the level of expression of 
WASP from the WAS gene promoter in the lentiviral vector is 
inadequate to support normal platelet production or survival. If 
so, introducing more than one copy of the vector per cell could 
lead to higher levels of WASP and higher platelet counts. Alter-
natively, the absolute number of gene-corrected HSCs engrafted 
may mediate the platelet levels and a higher percentage of trans-
duced cells or higher numbers of gene-corrected cells may sup-
port higher platelet levels. Relative risks of multiple integrants 
versus a stronger promoter are not known. As for the other dis-
orders discussed here, direct gene correction should yield nor-
mal, physiological expression of the WAS gene and may lead to 
improvements in all relevant lineages.

Leukocyte Adhesion Defect-1 (Chapter 39)
LAD-1 is another severe PID that may be a good candidate for 
HSC gene therapy, as it is caused by a single gene defect (ITGB2 
encoding CD18). CD18 functions as a heterodimer with CD11a, 
-b or -c, which may limit activity only to the appropriate cell 
types where the CD11 co-chains are expressed. Bauer and Hick-
stein performed gene therapy for two patients with LAD-1 using 
a γ-retroviral vector expressing human CD18 to transduce bone 
marrow cells without conditioning.28 There were no beneficial 
effects of gene therapy and both later succumbed to complications 
of their immune deficiency. More recently a clinical trial for LAD-1 
using a lentiviral vector has begun enrollment (NCT03812263).

GENE THERAPY CONSIDERATIONS FOR OTHER 
PRIMARY IMMUNE DEFICIENCIES
Currently, a new development project is needed to bring gene 
therapy to clinical application for each individual PID-causing 
locus, such as the more than 20 human genes that may cause 
SCID, 5 or more CGD loci, several for hemophagocytic lym-
phohistiocytosis (HLP), X-linked lymphoproliferative disease 
(XLP), etc. Each gene and disease setting pose different chal-
lenges in terms of necessary gene transfer efficiency, level of 
expression, need for regulation of the transferred gene, safety 
considerations, and measurable endpoints.

X-linked agammaglobulinemia (XLA; Chapter 33) is another 
logical disease to consider treating by autologous transplant 
with gene therapy, since normal B-cell development from HSC 
with a normal Bruton tyrosine kinase (BTK) gene should correct 
the immune deficiency. Because of the good clinical effects from 
immunoglobulin replacement therapy for XLA and the tox-
icities from HSCT, especially from chemotherapy and GvHD, 
HSCT is rarely done for patients with XLA. A few patients with 
XLA have had allogeneic transplants from healthy donors and 
have developed B-cell reconstitution.

Gene therapy studies in BTK gene knock-out mice have 
shown that lentiviral vectors with B lymphoid-specific promot-
ers driving BTK expression can lead to immune reconstitu-
tion.29,30 While no adverse effects were seen from constitutive 
expression of the BTK gene in these murine studies, these do not 
constitute formal toxicology studies, which would be needed 
before clinical applications. It is likely that regulated expres-
sion of BTK, rather than constitutive, ubiquitous expression, is 
needed for highest efficacy and safety. In theory, lentiviral viral 
vectors using components of the BTK gene transcriptional reg-
ulatory sequences could yield vectors with the desired expres-
sion specificity. Alternatively, gene correction of the BTK gene, 

using the methods discussed below, could restore precise BTK 
expression regulation and may have the greatest safety profile.

Common variable immune deficiency (CVID) comprises the 
most common severe human PID (Chapter 33). While immuno-
globulin replacement therapy can ameliorate the immune defi-
ciency caused by hypogammaglobulinemia, the high rate of other 
clinical complications that CVID patients may experience neces-
sitate new treatments. However, gene therapy requires knowing 
the responsible pathogenic gene, and has been limited to mono-
genic disorders. To date, no single gene defect has been identified 
in the majority of patients with CVID. There are some known 
CVID-causing genes, including TNFRSF13B (encoding TACI 8% 
to 10%), TNFRSF13C (encoding BAFF-R), NFKB1, ICOS, CD19, 
and MSH5, which in total may be responsible for 30% to 50% of 
all patients with CVID.31 A separate gene therapy project would 
be needed to develop treatment for each causal gene, through the 
full spectrum from preclinical activities to clinical trial perfor-
mance. Moreover, because most of these known CVID-causing 
genes are involved in cell stimulation and signaling, they may 
require regulated, rather than ubiquitous, constitutive expression 
for safety. Because of these constraints, it is not currently possible 
to apply gene therapy for the majority of patients with CVID.

There has been growing recognition of numerous immune 
dysregulation and auto-inflammatory syndromes due to defi-
ciency of regulatory T cells (e.g., immunodeficiency, polyendocri-
nopathy, enteropathy, X-linked {IPEX}), cytotoxic T lymphocyte 
antigen 4 {CTLA4} and lipopolysaccharide-responsive beige-
like anchor protein {LRBA}  deficiency, and autosomal dominant 
gain-of-function mutations (e.g., signal transducer and activator 
of transcription 3 {STAT3}, MEFV, IL-1, nuclear factor kappa B 
{NFkB}, interferon pathways). The Primary Immune Deficiency 
Treatment Consortium named these disorders collectively as 
primary immune regulatory disorders (PIRD).32 PIRD are char-
acterized more by autoimmune complications than infections, 
in contrast to the classical PIDs. The responses of PIRD to allo-
geneic HSCT have been variable, and, to the extent that GvHD 
has been a significant component of poor outcomes, autologous 
gene therapy/HSCT may improve results.33 Gene modification of 
a patient's HSC by addition of a shRNA cassette or gene disrup-
tion using site-specific endonucleases may suppress expression 
of the dominant gene. Direct correction of the pathogenic muta-
tion could also be beneficial, as discussed below. It is likely that 
the gene modification would need to be highly efficient to yield a 
high fractional correction of the engrafting stem cells. In this set-
ting, some pre-transplant immune suppression may be needed 
to ablate pre-existing autoimmunity.

Perhaps most challenging for gene therapy are the PIDs 
that also have major somatic or neurodevelopmental or neu-
rodegenerative problems, such as chromosomal abnormalities, 
ataxia-telangiectasia, and others. Here, gene therapy with HSC 
may benefit the immunological components of the disorder 
but would not address the others; systemic delivery of genes or 
delivery to the CNS is under study, but it is not yet sufficiently 
efficient for most clinical needs.

GENE EDITING FOR GENE THERAPY OF PRIMARY 
IMMUNE DEFICIENCIES
A major paradigm shift in gene therapy is underway as methods 
of performing precise editing of the genomes of somatic cells are 
being developed. As an alternative to the semi-random insertion 
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of normal copies of the relevant gene delivered by a viral  vector, 
as discussed for all of the studies above, techniques are being 
established to either correct specific bases in the DNA, or to 
insert (or remove) gene sequences at specific sites by harnessing 
cellular DNA repair pathways. These DNA repair mechanisms 
normally correct the many double-stranded DNA breaks that 
occur during DNA replication or from environmental genotoxic 
agents (ionizing radiation, chemicals). There are two major DNA 
repair pathways for rejoining the sequences that flank a double-
stranded DNA break: non-homologous end joining (NHEJ) and 
HR. NHEJ reconnects the broken ends of the chromosomes in a 
way that often leads to insertion or deletion of DNA bases (indels) 
at the junctional site. This is, in essence, a mutagenic process and 
may be used to disrupt genes to knock-out their activity, exam-
ples being the HIV-1 co-receptor CCR5, dominant-active tran-
scriptional factors such as CTLA-4, or STAT3 gain-of-function 
alleles, BCL11a, a transcriptional repressor of fetal hemoglobin, 
etc. There have been clinical trials for patients with HIV infec-
tion in which the gene for CCR5 HIV co-receptor was disrupted 
using a zinc finger nuclease (ZFN) to make a double-stranded 
DNA break while NHEJ was allowed to repair the break, leading 
to indels that inactivated the gene and co-receptor expression.34 
More recently, clinical trials have been initiated using either ZFN  
or clustered regularly interspaced short palindromic repeats 
(CRISPR)/Cas9 nucleases to disrupt the BCL11a gene and 
induce expression of fetal hemoglobin as a treatment for patients 
with sickle cell disease and beta-thalassemia.

HR is a more precise repair mechanism that normally uses a 
copied sister chromosome as a template to repair double-strand 
DNA breaks that may occur during DNA replication or sponta-
neously; sequences of the template are copied into the repair site, 
and, if there are differences in their sequences, the template acts 
as a donor for the new sequences. For gene correction, an artifi-
cial donor template is provided to the cells to instruct the intro-
duction of the intended sequence changes (Fig. 91.3). Beyond its 
use for modification of single base pairs (bp), as illustrated here, 
HR can be used to introduce whole gene sequences into the target 
site by flanking a gene cassette with “homology arms” that consist 
of the DNA sequences homologous to the target site (Fig. 91.4).

Although HR has been used to introduce genes into cells, 
such as murine embryonic stem cells to make gene knockout and 
knock-in mice, it is generally a low-frequency event (occurring in 
1/106 to 1/104 cells) and requires the use of selectable markers to 
isolate the rare desired recombinant. Whereas cloning and expan-
sion of murine (and human) embryonic stem cells can be done to 
produce populations of the rare recombinant cells, this is not cur-
rently possible with primary HSCs, which cannot be expanded 
to any great degree from single cells while retaining their totipo-
tent differentiation capability. Methods achieving high efficiency 
of gene modification with low cytotoxicity in large numbers of 
primary stem cells will be needed for clinical applications to 
autologous HSCT. A major breakthrough in this area comes from 
the observation that HR is vastly more frequent when a double-
stranded DNA break is introduced close to the target site; then, 
the repair donor molecule can be used at efficiencies in the range 
of approximately 1% to 50% of treated cells.35,36

Several classes of designer site-specific endonucleases have 
been derived, including ZFN, introduced above; transcription 
activator-like effector nucleases (TALENs); and more recently 
CRISPR/Cas9, all of which permit the introduction of a double-
stranded DNA break at unique sites in the mammalian genome 
with high specificity. Current methods introduce the nuclease 
into HSCs by a method where it will only be present transiently, 
for example, electroporation of in vitro transcribed messenger 
RNA encoding the nuclease proteins or as recombinant protein.

(4) Corrected
     Gene

(2) Mutant
     Gene

(1) Wild-type
     Gene

Codon#:

(3) Donor template

5’-ATG CCT TGA AAT TCG GGG CGA TTG ACC-3’
3’-TAC GGA ACT TTA AGC CCC GCT AAC TGG-5’

5’-ATG CCT TGA AAT ACG GGG CGA TTG ACC-3’
3’-TAC GGA ACT TTA TGC CCC

5’-GA  AAT TCG GGG C-3’

GCT AAC TGG-5’

5’-ATG CCT TGA AAT TCG GGG CGA TTG ACC-3’
3’-TAC GGA ACT TTA AGC CCC GCT AAC TGG-5’

1 2 3 4 5 6 7 8 9

FIG. 91.3 Site-Specific Gene Editing by Homologous 
Recombination (HR). In this example, instead of the wild-type 
gene sequence (1), a patient's gene (2) has a mutation from 
a base-pair substitution of an A for a T at the start of the 5th 
codon (red). An artificial donor template (3), here as a single-
stranded deoxyoligonucleotide of 12 bases in length (green), 
is provided with the correct base present at the site of the 
patient's mutation (blue). If the donor template is used to repair 
a double-stranded DNA break induced near the mutation by a 
site-specific endonuclease (red arrow), sequences from the 
donor (green) will be incorporated into the patient's gene (4), 
introducing the normal corrective base pair (blue).

Sequence-specific
endonuclease

Gene
Mutation

Promoter 1

1 2 3 4 5 pA

1 1 2 32 3

AAAAA
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Homology arm flanked,
codon-optimized cDNA/pA
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Inserted cDNA transcribed
from endogenous promoter

32 4
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FIG. 91.4 Site-Specific Insertion of a cDNA to Override 
Downstream Gene Mutations. A prototypical gene is shown 
with 5 exons (upper diagram, yellow boxes 1–5) and an upstream 
promoter (red box). An inherited mutation in exon 2 (black X) 
inactivates the gene. A sequence-specific endonuclease (red 
arrow) is designed to introduce a double-stranded DNA break, 
in this case in the 5′ untranslated region of the gene (blue and 
green lines). A cDNA molecule is constructed that contains the 
contiguous exons of the gene (orange 1–5), codon-optimized to 
increase expression and to eliminate homology with the endog-
enous exons to avoid illegitimate recombination events, and a 
polyadenylation signal (pA) to terminate transcription. The cDNA 
is flanked by the sequences matching the endonuclease cleav-
age region (blue and green lines). This donor cDNA is inserted 
into the nuclease target site by homologous recombination 
(lower diagram), positioned to be under transcriptional control of 
the endogenous gene promoter. The resulting cDNA transcript 
(red arrow) would override any downstream mutations in the 
endogenous gene to produce the correct gene product under 
the physiological control of the normal gene expression regula-
tory elements.
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The homologous donor template is introduced either as a 
short single-stranded deoxy-oligonucleotide (e.g., 50 to 100 
bases) or longer (200 to 10.000 bp) double-stranded DNA cut 
from plasmids or produced by polymerase chain reaction that 
are co-electroporated with the nuclease; or as a long sequence 
carried by a viral vector that does not integrate into the tar-
get cell chromosome, including adeno-associated virus (AAV) 
or integrase-defective lentiviral vector (IDLV), but efficiently 
delivers the DNA template to the cell’s nucleus.

An important caveat is that potential off-target activity of 
the nucleases could cause genotoxicity from either disruption of 
unintended genes or even introduction of chromosomal trans-
locations between two cut sites produced simultaneously (e.g., 
one on-target and one off-target). Current studies are assess-
ing the consequences of this potential genotoxicity in human 
HSCs, while ongoing work seeks to improve the specificity of 
the nucleases to eliminate or greatly minimize off-target activ-
ity. An array of assays has been developed to identify off-target 
cleavage site by endonucleases and, in many cases, nucleases 
with minimal detectable off-target activity have been found.37

Gene editing will have several advantages over gene addition. 
It would avoid the potential problems from randomly inserting 
vectors that may disrupt or overstimulate adjacent cellular genes, 
as discussed above for the retroviral vectors. Crucially, correcting 
the endogenous gene keeps its expression under normal physi-
ological control. This intrinsic regulation of gene expression will 
be essential for the gene therapy of many PIDs, where consti-
tutive expression from a viral vector could produce malignancy 
or other unwanted effects. For example, retroviral vector deliv-
ery of a normal CD40 ligand gene corrected murine models of 
X-linked hyper-IgM syndrome (XHIM), subsequently led to the 
development of lymphomas in the mice from constitutive rather 
than regulated CD40 ligand expression.38 BTK, defective in XLA, 
similarly may need to be expressed specifically at certain stages 
of B-lymphocyte development for safety and efficacy.

A long list of other loci involved in PIDs may similarly be 
best approached by gene correction that allows physiological 
gene expression control, including RAG1, SLAM, XIAP, JAK3, 
FOXP3, IL-10, IL7R, TACI, CTLA4, etc. While current gene cor-
rection techniques are below the frequency of efficiency needed 
to yield clinical benefits for most disorders, this field is moving at 
a lightning pace, with new advances in the activity and specific-
ity of a whole host of nucleases and other genome editing tools.

Newer techniques for site-specific gene editing have been 
described that do not entail making double-stranded DNA 
breaks in the genome. Base editors use the Cas9/sgRNA system 
to bring to a specific genome site a catalytically inactive Cas9 
protein fused to an enzyme capable of converting one nucle-
otide to another.39 The first of these base editors was a fusion 
to cytidine deaminase that converts CG base pairs to TA base 
pairs. Other editors capable of making other nucleotide changes 
have been described; one day it may be possible to have a library 
of such editors that can be selected in order to make any desired 
specific base change.

USE OF PLURIPOTENT STEM CELLS AS A SOURCE 
OF HEMATOPOIETIC STEM CELLS FOR GENE  
THERAPY OF PRIMARY IMMUNE DEFICIENCIES
The establishment of human pluripotent stem cells (hPSCs), ini-
tially as human embryonic stem cells (hESCs) and subsequently 
as induced pluripotent stem cells (iPSCs), has brought the prom-

ise of novel models to study human diseases (“disease in a dish”) 
and to provide renewable sources of patient-compatible cells for 
cellular therapies. The essentially unlimited ability to expand 
hPSCs and their capacity to produce any of the cell types in the 
body has led to investigations to harness them for regenerative 
medicines. In the treatment of PIDs, hPSCs could provide an 
ideal target to produce autologous HSCs with precise gene cor-
rection. While techniques have been developed to perform the 
gene modification strategies that may be sufficiently robust for 
clinical applications, the major roadblock is the current inability 
to produce clinically relevant numbers of transplantable HSCs 
from hPSCs. The HSC is a relatively evanescent state and it has 
not been possible to “freeze” differentiation from hPSC at that 
state, although it has been possible to proceed right through 
the HSC stage to produce relatively pure populations of mature 
blood lineages. As with gene correction, the pace of scientific 
progress with these phenomenal cells is proceeding rapidly, and 
it is likely that new sources of gene-corrected autologous HSCs 
will be available for clinical transplants in the near future.

GENE THERAPY FOR PRIMARY IMMUNE DEFICIEN-
CIES INVOLVING SERUM PROTEIN DEFICIENCIES
Whereas many of the severe PIDs are due to blood cell defects 
and thus responsive to HSCT, others result from deficiencies of 
serum proteins, such as complement components. Here, gene 
therapy may be approached, as is being done for hemophilia, by 
direct in vivo administration of a gene-containing vector that 
can permanently insert the gene into target tissues—such as the 
liver, skeletal muscle, or endothelium—that can serve as pro-
tein factories. In vivo gene delivery is being studied using ret-
roviral and lentiviral vectors or AAV vectors, and methods for  
in vivo gene correction using site-specific nucleases and homol-
ogous donor sequences are also under development. To this 
end, Crystal and collaborators have recently reported studies in 
a murine model of hereditary angioedema using an AAV vector 
to express the SERPING1 gene encoding the C1 inhibitor.40

ADVANCING GENE THERAPY FOR PRIMARY  
IMMUNE DEFICIENCIES FROM EXPERIMENTAL TO 
STANDARD OF CARE
Initial trials of gene therapy for PIDs were all performed at 
tertiary-level academic medical centers, often with federal or 
disease-foundation research grant funding, and they tested ini-
tial hypotheses concerning safety and efficacy. These centers 
may continue to perform early-phase clinical trials for specific 
disorders, especially where there is local expertise on the dis-
ease being studied. However, there is an ongoing transition to 
industry-sponsored trials focused on drug product develop-
ment, as the effective vectors and the gene-modified stem cell 
products they compose are advanced to licensure and market-
ing as pharmaceutical agents. A common model used by these 
new gene therapy companies is one of central processing, at one 
or a few high-grade commercial good manufacturing practice 
(GMP) facilities. The autologous patient cells are procured at 
the patient’s home institution (by leukapheresis or bone mar-
row harvest), shipped to the central processing site for genetic 
manipulation and cryopreservation, and then returned to be 
administered locally. Currently, gene therapy transplants have 
been performed at a limited number of clinical trial sites due 
to the cell processing expertise needed; presumably under the 
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commercial model, such transplants may be done at any suit-
able HSCT center, with the company selling the processed cell 
product, as now occurs with medical devices or an unrelated 
stem cell product. Alternatively, self-contained cell processing 
and manipulation devices are being developed that could allow 
gene modification of stem cells to be done at individual institu-
tions, without requiring highly trained staff or high-grade GMP 
facilities.

Major issues remain to be determined about cost and reim-
bursement for gene therapy. Effective gene therapy for the 
severe diseases being approached would be expected to lead to 
large lifetime savings in medical costs. The one-time price can 
be compared to the costs faced by the patient encumbered by 
the progressive nature of the underlying disease, to the costs for 
long-term protein-based therapies and possibly even the costs 
for allogeneic transplantation. However, those one-time costs 
are high for clinical gene therapy transplants using pharmaceuti-
cal-grade vectors and commercial-level cell processing with the 
attendant, essential quality control. Thus, a single large expendi-
ture for gene therapy may eventually be cost-effective compared 
to ongoing medical costs; however, the method of financing the 
large up-front charge, at least in the United States with its mul-
tiple insurance companies, remains to be determined.

Recently approved gene therapies for an inherited retinopa-
thy and B-lineage malignancies are being reimbursed through 
various models intended to distribute costs over time and in 
some cases to make reimbursement dependent on the measured 
benefits of the therapy.

CONCLUSION
In the past decades, gene therapy for PIDs has advanced from a 
dream for the future to a clinical reality. Gene therapy for ADA 
SCID, XSCID, WAS, CGD has been safe and effective in most 
treated patients using ex vivo gene delivery with lentiviral vec-
tors. Approaches to direct gene editing are being developed that 
may broaden indications for PIDs that may be treated by gene 
therapy (e.g., XHIM, XLA, etc.). Thus, the continued efforts of 
scientists and physicians to develop gene therapy are leading to 
a new therapeutic modality, ideally to permanently and safely 
cure these diseases.
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Hematopoietic stem cell transplantation (HSCT) is effective 
treatment for most hematological malignancies, including leu-
kemia, lymphoma, multiple myeloma (MM), and clonal my-
elodysplastic and myeloproliferative diseases (MPDs), as well 
as a variety of nonmalignant diseases, such as autoimmune 
disorders and hemoglobinopathies. Autologous HSCT (auto-
HSCT) is commonly used as therapy for patients with malig-
nancies sensitive in a dose-responsive manner to chemotherapy 
or radiotherapy. These patients receive intensive cytoreductive 
regimens designed to eliminate all tumor cells; in so doing, 
however, they also destroy the patient's hematopoietic func-
tion needed for blood formation. Infusion of previously col-
lected hematopoietic stem cells (HSCs) will rescue the patient 
from the marrow-ablative effects of this treatment. Allogeneic 
HSCT (allo-HSCT), in addition to reconstitution of bone mar-
row function, achieves an immunotherapeutic benefit from the 
donor natural killer (NK) and T cells within the graft attacking 
residual tumor cells that persist after the conditioning regimen, 
thereby greatly reducing the risk of later relapse of the disease. 
Thus allo-HSCT, in contrast to auto-HSCT, does not require 
administration of dose-intensive regimens to achieve complete 
tumor cell kill, and lower-risk nonmyeloablative regimens may 
be used to “condition” the host for transplantation.

Auto-HSCT (including syngeneic twins) is justified by the 
dose sensitivity of most hematological malignancies. Although 
there is some evidence that a more robust immunological  
recovery after auto-HSCT predicts lower risk of relapse, pos-
sibly opening an area of research in graft (or host) modification 
to enhance such recovery, treatment of the disease is primarily 
a result of the dose-intensive, myeloablative chemotherapy or 
radiotherapy administered. Infusion of cells is required only to 
recover hematopoiesis, and the stem cell infusion is, therefore, 
intended to treat the deleterious effect of chemotherapy on bone 
marrow function and not the disease itself. Marrow-toxic agents 
that cannot easily be incorporated into standard treatment regi-
mens can be used in auto-HSCT. The primary complications of 
auto-HSCT result from the administration of a dose-intensive 
regimen and include a period of marrow hypoplasia, possibly 
requiring blood transfusions and antibiotics. Nonhematological 
toxicities, including mucositis resulting in inanition and diar-
rhea, and damage to other organs such as the lung, liver, and 
kidney, limit the amount of chemotherapy that can be adminis-
tered. Currently, the treatment-related mortality (TRM) risk for 
most treatment regimens is ≤5%. Relapse of disease, particular-
ly for patients who come to transplantation with chemotherapy-
refractory disease, is the primary cause of failure of auto-HSCT. 
Improvements in the outcome of auto-HSCT will require inno-
vative strategies to reduce this risk.

THERAPEUTIC PRINCIPLES

Autologous Transplantation
• Based on chemotherapy or radiotherapy dose sensitivity of disease

being treated
• Requires collection and storage of adequate hematopoietic stem cells 

(HSCs), preferably before extensive alkylating agent or purine ana-
logue therapy

• Lower risk of graft failure (no immunological rejection)
• No routine posttransplantation immunosuppression
• Minimal risk of graft-versus-host disease (GvHD)
• No graft-versus-tumor (GvT) effect
• More rapid posttransplantation immune reconstitution
• Risk of tumor cell contamination in HSC product
• Not useful for diseases in which normal HSCs cannot be collected

(e.g., chronic myelogenous leukemia, myelodysplasia)

Allogeneic Transplantation
• Will rescue bone marrow function if dose-intensive therapy is

administered
• Effective with reduced-intensity conditioning regimens
• Achieves a GvT effect in many malignancies
• Risk of GvHD distinct from the beneficial GvT effect
• Higher risk of transplantation-related complications that may offset

the benefit of the GvT effect
• Risk of immunological graft rejection
• Slower posttransplantation immune reconstitution
• No risk of tumor-cell contamination with healthy donor

Allo-HSCT has a much lower relapse risk compared with 
auto-HSCT as a result of a beneficial immunological graft-versus-
tumor (GvT) effect achieved by engraftment of the donor 
immune system. Allograft recipients, however, face a much 
higher risk of TRM from the detrimental immunological GvH 
response against healthy tissues of the patient. The principal 
nonrelapse complication of allo-HSCT is graft-versus-host 
disease (GvHD), which can occur early (acute GvHD, within 
the first several weeks) (Table 92.1) or late (chronic GvHD, 
months to several years) after transplantation. The rate of 
overall incidence of moderate to severe acute GvHD (aGvHD) 
is 35% to 80% for all patients receiving cells from a human  
leukocyte antigen (HLA)–matched related or unrelated stem 
cell donor, and aGvHD is a primary cause of death in 10% to 
20% of these patients. Chronic GvHD (cGvHD), a clinicopath-
ologically distinctive form of this alloreaction, occurs in up to 
80% of recipients; it may involve aspects of regulatory T-cell  
(Treg) dysfunction and autoimmune-like responses, and 
may require years of therapy before tolerance is achieved, allow-
ing withdrawal of immunosuppressant medications. Other  

Autologous and Allogenic Transplantation
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significant complications of allo-HSCT relate to problems of 
inadequate reconstitution of the immune system of the patient 
and the concomitant risk of opportunistic infections, including  
viral and fungal infections that are rarely observed in healthy 
hosts. Despite the apparent risks associated with allo-HSCT, 
this treatment holds great promise as a curative therapy for 
several tumor types, particularly with strategies either to  
enhance the efficacy of the GvT effect or decrease the toxicity of 
the graft-versus-host (GvH) response. Efforts have been made 
in recent years to make HSCT less toxic by development of  
low-dose, nonmyeloablative conditioning regimens that allow 
the treatment of older patients or those with comorbid health 
issues that otherwise preclude treatment with high doses of 
chemotherapy.1

IMMUNE MECHANISMS RELATED TO ALLO-
HEMATOPOIETIC STEM CELL TRANSPLANTATION

Histocompatibility
The HLA major histocompatibility complex (MHC; Chapter 5) 
is the primary consideration in the selection of a donor for allo-
HSCT, since its loci contribute significantly to host-versus-graft 
(HvG), leading to immunological rejection of donor HSC, and 
to GvH (leading to GvHD and GvT) reactions. HLA antigens 
are classified as class I (HLA-A, -B, -C) and class II (HLA-DR, 
-DQ, -DP) molecules, and typing of donors and patients can 
be performed using low- or high-resolution techniques. The 
low-resolution serological techniques can determine a phe-

notypic mismatch (e.g., A02 vs A03), whereas high-resolution  
molecular techniques can identify allelic genotypic differences 
(e.g., HLA-A*02:01 vs. HLA-A*02:02). The risks of aGvHD, 
cGvHD, and transplantation-related mortality increase with 
the number of HLA mismatches, and ideally, genotypically 
matched unrelated donors are sought for patients lacking an 
HLA-identical sibling. Disparity at HLA-A, -B, -C, and DRB1 
alleles are definite risk factors for survival after unrelated donor 
transplantation, whereas single HLA-DQ or -DP mismatches 
appear to be better tolerated and/or permissive, meaning they 
do not have a deleterious impact on clinical outcome.2

Not all mismatches result in a deleterious clinical outcome, 
and identification of permissive mismatches will increase the 
number of donors available to the patient. Algorithms account-
ing for possible permissive mismatching in the selection of  
unrelated donors are being developed and tested.3

GvHD and GvT occurring after HLA-compatible sibling 
transplantation demonstrate the importance of minor histocom-
patibility antigens (miHAs) on the outcome of allo-HSCT. miHAs 
are derived from polymorphic sites in normal proteins between 
individuals and are constantly processed by proteasome activity 
and presented on the cell surface by MHC molecules; they can 
thus be recognized by T cells from an HLA-matched donor. As a 
result, hundreds of miHAs may be variably expressed on host tis-
sues and can trigger an alloresponse from donor T cells, thereby 
causing GvHD (and GvT). Unfortunately, only a few miHAs have 
been identified, such as those on the Y chromosome, leading to 
a higher risk of GvHD in male recipients of cells from female  
donors.4 miHA matching of a male donor for a male recipient is 
not a component of current algorithms for donor selection.

Research in the field of additional criteria for donor selec-
tion is ongoing. Human NK cells possess clonally distributed, 
inhibitory receptors termed “killer cell immunoglobulin-like” 
(KIR) receptors that recognize epitopes shared by groups of 
HLA class I alleles (KIR ligands). KIR–ligand mismatching in 
the GvH direction appears to result in lower risk of relapse- and 
nonrelapse-related mortality after allo-HSCT. Activating KIRs 
transduce signals to activate NK cells, and the presence of these 
cells is associated with a lower risk of leukemia relapse after  
unrelated and haploidentical transplantation as well as protec-
tion against certain viral infections, such as human immuno-
deficiency virus/acquired immunodeficiency syndrome (HIV/
AIDS) or hepatitis C virus (HCV) infection.

Graft-versus-Host Disease
GvHD is caused by mature donor T cells within the HSC in-
oculum, which recognize HLA or miHA differences expressed 
by host antigen-presenting cells (APCs) and tissues (Fig. 92.1).5 
Cytokines released from host cells after a patient has received 
dose-intensive tumor cytoreductive chemotherapy or radio-
therapy conditioning create an inflammatory environment that 
enables the generation of a response of infused donor T cells 
against host antigens. This initiates a cascade of T-cell activa-
tion events, which results in proliferation, release of additional 
inflammatory cytokines, and the generation of effector T cells 
that can infiltrate target tissue, particularly the lymphoid sys-
tem, intestinal tract, skin, and liver and mediate the destruction 
of host cells in those organs. Both CD4 and CD8 T cells can be 
involved in GvHD, depending on the specific class I or class II 
HLA or miHA disparities involved.

The simplest way to avoid the development of GvHD is to  
deplete the donor HSC graft of T cells before infusion to a cell 

TABLE 92.1 Acute Graft-versus-Host 
Disease

Clinical Staging

Stage Skin Liver Gut

1 Maculopapular 
rash <25% 
BSA

Bilirubin 
2–3 mg/dL

Diarrhea 500–1000 mL/
day, or persistent 
nausea

2 Maculo-
papular rash 
25%–50% 
BSA

Bilirubin 
3–6 mg/dL

Diarrhea 1000–1500 mL/
day

3 Generalized 
erythroderma

Bilirubin 
6–15 mg/dL

Diarrhea >1500 mL/day

4 Desquamation 
and bullae 
formation

Bilirubin 
>15 mg/dL

Pain ± ileus

Clinical Grading

Overall Grade Skin Liver Gut
Functional 
Impairment

0 (none) 0 0 0 0
1 (mild) 1–2 0 0 0
2 (moderate) 1–3 1 1 1
3 (severe) 2–3 2–3 2–3 2
4 (life-threatening) 1–4 1–4 1–4 3

BSA, Body surface area.
Adapted from: Harris AC, Young R, Devine S, et al. International, multicenter 
standardization of acute graft-versus-host disease clinical data collection: a report 
from the Mount Sinai Acute GVHD International Consortium. Biol Blood Marrow 
Transplant. 2016;22:4–10.
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dose below 105 cells/kg body weight. This approach has suc-
ceeded in significantly diminishing the incidence of GvHD, but 
other complications related to the ensuing delay in immune  
reconstitution of recipients, an increased risk of relapse from 
loss of the GvT effect, and a higher rate of engraftment failure 
(also from loss of the GvH effect) have resulted in inconsistent 
improvement in long-term survival, compared with T cell–replete  
products. The conundrum is that the same alloreactive donor 
T cells that mediate GvHD can also cause a GvT response,  
although there may also be additional tumor-specific or hema-
topoietic tissue-specific T cells.6 Thus the overriding goal is to 
be able to manipulate the donor HSC inoculum in such a way 
as to avoid GvHD, but to still be able to mediate a GvT effect.

Clinical Aspects of Acute Graft-versus-Host Disease
Usually developing within the first 3 months after transplan-
tation, aGvHD is a clinical diagnosis with characteristic, but 
nondiagnostic, pathological findings, with the most common 
presenting manifestations including skin rash, nausea, anorex-
ia, diarrhea and jaundice, depending on the target organ(s) 
most affected.7 In addition to the increased risks of developing 
aGvHD related to the extent of HLA and miHA disparity, addi-
tional factors include the advanced age of either the donor or the  
recipient, gender disparity (female donor–male recipient), donor 
parity (female donors), and infusion of T-cell–replete HSC prod-
ucts. Conditioning with reduced-intensity regimens, with lower 
regimen-related toxicities to nonhematological tissues, also  
results in a lower risk of aGvHD and may delay the onset of its 
initial manifestation. Interactions between microbial-associated 
molecules and innate immune receptors (e.g., Toll-like recep-
tors [TLRs]) appear to be involved in GvHD pathogenesis, as 
demonstrated in both murine models and human transplanta-
tion. Research has shown an interaction between the host’s gut  
microbiota and immune system.8 On the basis of this knowledge, 
experiments to decrease transplantation-related GvHD by alter-
ing the gut microbiome are being actively pursued.

Pharmacological agents are the mainstay of aGvHD pro-
phylaxis. Most patients receive a combination of a calcineurin 
inhibitor (tacrolimus or cyclosporine) along with an antimetab-
olite, such as methotrexate or mycophenolate mofetil (MMF). 
Methotrexate is associated with delayed engraftment, mucositis, 
idiopathic pneumonia syndrome, and other transplantation-
related complications, which has prompted the development of 
other combination regimens, such as a calcineurin inhibitor in 
combination with sirolimus or MMF, or reduced doses of meth-
otrexate. The addition of anti-thymocyte globulin (ATG) to the 
conditioning regimen lowers the incidence of both GvH and 
HvG reactions because of its persistence for several days after 
HSC infusion, effectively depleting T cells from the graft as well 
as the host. However, patients treated with ATG may face higher 
risks of infectious complications, including Epstein-Barr virus 
(EBV)–associated posttransplantation lymphoproliferative dis-
order as a result of the greater immunosuppression achieved.

The administration of high-dose cyclophosphamide, an alkyl-
ating agent of the nitrogen mustard family, after transplantation  
reduces the risks of acute and/or chronic GvHD and is a prime 
example of drug-induced immunological tolerance, a concept first 
demonstrated by Schwartz and Dameshek in their experiments 
using 6-mercaptopurine.9 Subsequently, in 1963, Berenbaum and 
Brown demonstrated immune tolerance to skin allografts in adult 
mice by using cyclophosphamide.10 Posttransplantation cyclo-
phosphamide given on days 3 and 4 after transplantation is now 
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FIG. 92.1 Development of Graft-versus-Host Disease. 
Cytoreductive preconditioning treatment of patients with 
hematological malignancies with total body irradiation (TBI) 
or chemotherapeutic drugs causes damage to epithelium in 
the skin and gastrointestinal tract and activates the release 
of inflammatory cytokines by dendritic cells (DCs) and macro-
phages (Mϕ) in those tissues. These cytokines include tumor 
necrosis factor-α (TNF-α) and interleukin (IL)-1, which upregu-
late adhesion molecules and chemokine release in the vascu-
lar endothelium of the tissues. Activated DCs also migrate to 
the lymphoid system, where they can present recipient histo-
compatibility antigens to infused donor T cells that are in the 
hematopoietic stem cell graft. DCs release IL-12, which helps 
activate CD4 and CD8 T cells, as well as natural killer (NK) 
cells. These responding cells proliferate and produce additional 
inflammatory cytokines, including interferon-γ (IFN-γ), TNF-α, 
and IL-2. Mϕ are activated by both IFN-γ and lipopolysaccha-
ride (LPS) produced by bacteria found in the intestinal tract, 
and these cells then produce high levels of more TNF-α. TNF-α 
has many properties, including direct induction of apoptosis 
on cells in the tissues of target organs of graft-versus-host 
disease (GvHD), but it also helps effector T cells to home to  
and enter tissue sites through the vascular endothelium.  
Effector T cells specific for host histocompatibility antigens 
then get reactivated and perform their effector functions, includ-
ing release of inflammatory and cytolytic cytokines and direct 
killing of recipient-type cells in the lymphoid compartment 
and in the skin, gut, and liver.

KEY CONCEPTS

• Caused by donor–recipient differences in:
• Major histocompatibility complex (MHC) molecules
• Minor histocompatibility antigens (miHAs)

• Mediated by mature donor CD4 and/or CD8 T cells
• Requires inflammatory cytokines
• Primary target organs include lymphoid system, skin, gastrointestinal

tract, and liver
• Distinct forms of presentation and target organ involvement classified 

as acute or chronic

Graft-versus-Host Disease
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A mechanism that involves the depletion of central memory 
cells has been proposed, although depletion of Treg with in-
hibition of peripheral tolerance may also be involved.  
Autologous GvHD is also reported in patients not receiving post-
transplantation immunomanipulations (spontaneous GvHD). 
Based on the clinical benefits of GvT observed in allo-HSCT, several 
clinical trials with administration of cyclosporine with or without in-
terferon (IFN) were performed in patients undergoing auto-HSCT 
without obvious GvT effect.14 Both induced and spontaneous autol-
ogous aGvHD are usually self-limiting complications, and are usu-
ally easily managed with a course of corticosteroids in patients with 
more extensive involvement, in contrast to the more extensive and  
difficult-to-manage aGvHD that occurs after allo-HSCT. Further-
more, cGvHD does not occur after auto-HSCT.

A spontaneously occurring severe, and sometimes fatal, 
reaction, “engraftment syndrome,” involves the gastrointestinal 
(GI) system with severe diarrhea during the periengraftment 
period in some patients undergoing auto-HSCT for MM and  
other malignancies.15 The presentation is clearly distinct from the 
spontaneous or induced GvHD previously observed in patients 
undergoing auto-HSCT. Engraftment syndrome may be a conse-
quence of prior treatments with immunomodulatory drugs, such 
as lenalidomide or thalidomide, the proteasome inhibitor bort-
ezomib, or high doses of potent glucocorticoids before collection 
and storage of autologous HSCs, resulting in a period of immune 
dysregulation occurring early after autologous HSCT. Patients 
with engraftment syndrome may require intensive treatment with 
corticosteroids and a calcineurin inhibitor, with courses more 
similar to those experienced by patients undergoing allo-HSCT.

Clinical Aspects of Chronic Graft-versus-Host Disease
cGvHD is the leading cause of late TRM among those undergoing 
allo-HSCT and resembles autoimmune disorders, such as sclero-
derma, Sjögren syndrome, and primary biliary cirrhosis. Diagnosis 
is, as with aGvHD, based on clinical observations and secondary 
confirmation with laboratory or pathology tests (Table 92.2). A 
falling performance status, progressive weight loss, or recurrent 
infections are typical signs of severe cGvHD. About 50% of long-
term survivors will develop cGvHD at a median of 9 months after 
transplantation, and patients must be monitored closely for this 

a standard regimen used in haploidentical allogeneic transplanta-
tions in combination with other immunosuppressive drugs and as 
a single agent in matched unrelated and related transplantations, 
reducing the complications of graft failure and life-threatening 
aGvHD associated with transplantation of HLA disparate grafts.11 
Given the successes of this approach, posttransplantation cyclo-
phosphamide is now used for GvHD prophylaxis in unrelated  
donor transplants with comparable outcomes of survival, 
GvHD,12 and immune reconstitution.

Glucocorticoids with a calcineurin inhibitor remain the 
standard approach to initial systemic management of clini-
cally significant aGvHD. About 30% to 50% of patients will 
respond to initial therapy, and patients who fail to respond 
have a poor prognosis, as additional agents added for control 
greatly increase the risk of opportunistic infections and other 
treatment-related complications. The use of higher doses of 
corticosteroids, or the addition of ATG, for example, in the 
initial treatment of aGvHD do not improve patient outcomes 
and should be reserved for patients who fail initial therapy. A 
number of drugs, including ATG, pentostatin, switching to  
tacrolimus from cyclosporine, and newer monoclonal antibod-
ies (mAbs) have shown limited activity in the salvage treatment 
of patients with steroid-refractory aGvHD. Extracorporeal  
exposure of peripheral blood mononuclear cells (PBMCs) to 
the photosensitizing agent 8-methoxypsoralen and ultraviolet 
A (UVA) radiation (photopheresis) is effective in the treatment 
of selected diseases mediated by T cells, including both aGvHD 
and cGvHD, although the mechanism of this effect remains to 
be elucidated. The recent approval of ruxolitinib13 for steroid-
refractory GvHD is a result of better understanding of lympho-
cyte activation pathways and provides encouraging treatment 
options for this otherwise challenging clinical condition.

Autologous Graft-versus-Host Disease
A form of aGvHD can also occur after auto-HSCT, probably as a 
manifestation of immune system dysregulation during reconstitu-
tion of the immune system after dose-intensive therapy. Initially 
studied in murine models of auto-HSCT, it was demonstrated 
that the abrupt withdrawal of cyclosporine could induce clinical 
features indistinguishable from those observed after allo-HSCT.  

TABLE 92.2 Staging of Chronic Graft-versus-Host Disease (GvHD)

Target Organ Score 0 Score 1 Score 2 Score 3

Performance score KPS 100% KPS 80%–90% KPS 60%–70% KPS <60%
Skin No symptoms <18% BSA 19%–50% or sclerotic, still 

able to pinch
>50% or “hidebound”

Mouth No symptoms Mild symptoms, no limitations Moderate symptoms, 
decreased oral intake

Severe symptoms with major 
decrease in intake

Eyes No symptoms Mild dry eyes Moderate dry eyes, drops 
>3×/day

Severe dry eyes affecting daily 
activities

Gastrointestinal tract No symptoms Symptoms without weight loss Symptoms with moderate 
weight loss (5%–15%)

Symptoms with weight loss >15%

Liver Normal LFTs LFTs elevated <2× upper limits 
of normal

LFTs elevated 2–5× upper 
limits of normal

LFTs elevated >5× upper limits 
of normal

Lungs No symptoms Mild symptoms
FEV 60%–79%

Moderate symptoms
FEV 40%–59%

Severe symptoms
FEV <40%

Joints and fascia No symptoms Mild tightness not affecting daily  
activities

Tightness affecting daily 
activities

Contractures with significant loss 
of range of motion

Female genital tract No symptoms Symptomatic with middle signs 
on examination

Symptomatic with 
dyspareunia

Symptomatic with strictures

At least one diagnostic and one distinctive sign is necessary to make a diagnosis of cGvHD. 
BSA, Body surface area; FEV, forced expiratory volume; KPS, Karnofsky performance status; LFT, liver function test.
Adapted from: Filipovitch AH, Weisdorf D, Pavletic S, et al. National Institutes of Health Consensus Development Project on Criteria for Clinical Trials in Chronic Graft-versus-Host 
Disease: 1. Diagnosis and Staging Working Group Report. Biol Blood Marrow Transplant. 2005;11:945–956.
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complication for at least 3 years so that appropriate treatment can 
be initiated before extensive end-organ damage ensues. Permanent 
ocular or oral sicca syndrome and pulmonary dysfunction can re-
sult if cGvHD is not appropriately treated, leading to a marked de-
terioration in quality of life.

Factors predictive of the development of cGvHD include the 
degree of HLA and miHA disparity, as well as prior aGvHD, older  
patient age, the source of HSCs (greater risk after peripheral blood 
stem cell [PBSC] transplantation than after bone marrow trans-
plantation), gender (female donor–male recipient), and donor  
lymphocyte infusion (DLI) after transplantation. Inflammatory 
events, such as sunburn or surgical procedures, can precipitate 
cGvHD. Patients who develop cGvHD have a higher risk of TRM 
but a lower risk of relapse as a result of the immunological GvT 
effect.16 T-cell depletion of the graft or treatment with ATG may 
decrease the risk of cGvHD, although this has not been demon-
strated in all studies. Most patients require at least two drugs for 
effective treatment of cGvHD, with the standard initial treatment 
being glucocorticoids and a calcineurin inhibitor. About half the 
patients do not achieve a complete remission (CR) with first-line 
therapy, although the manifold signs and symptoms of cGvHD 
complicate the definition of response to treatment. There are no 
clear recommendations regarding second-line treatments and 
various pharmacological and immunological techniques have 
been used. Photopheresis has an overall response rate of 50%  
to 60%, with many patients achieving CR. At least transient  
responses can be achieved with treatment with rituximab, an  
anti-CD20 chimeric antibody, which illustrates the humoral  
immunity contribution to cGvHD. The demonstration of activa-
tion of the Janus kinase (JAK) pathways in activated T lympho-
cytes has led to studies demonstrating a potential benefit of Jak2 
inhibitors in the management of steroid-refractory cGvHD.

on the tumor cells that can be recognized by effector CD4 or 
CD8 T cells; lack of strong Treg activity that may be induced by 
cytokines from the tumor cells; tumor cell susceptibility to lysis 
by effector T cells (e.g., the level of B-cell lymphoma 2 [BCL-2] 
expression and the ability to resist apoptosis induction); abil-
ity of T cells to home to sites of tumor growth; and the direct  
effect of immunosuppressive cytokines, such as transforming 
growth factor-β (TGF-β), produced by the tumor cells.18 Many types 
of tumor cells downregulate expression of MHC on their surface, 
and perhaps CML and AML are most susceptible to GvT respons-
es because the myeloid lineage is adapted for antigen presentation 
and high MHC expression. A number of novel immunotherapeu-
tic approaches are being developed to overcome these obstacles 
and enhance GvT responses, keeping in mind that GvHD has to 
also be avoided or minimized to improve outcomes (Fig. 92.2).  
Immunotherapy remains the major strategy to combat relapse 
occurring after allo-HSCT. This can be achieved by reducing  
immunosuppression, offering a second allo-HSCT, or infusing 
additional lymphocytes from the HSC donor (DLI) or immune 
checkpoint blockade (e.g., ipilimumab, nivolumab, pembrolizum-
ab) to “boost” the donor T cells to attack the cancer.19 As one can 
expect, all these modalities pose the challenge of associated mor-
bidities, particularly GvHD.20 More defined immunotherapeutic 
approaches using chimeric antigen receptors (CARs) expressed 
on T cells (CAR T cells; Chapter 81) also show some promise to 
target residual tumor cells that remain after allo-HSCT, with a 
possible low risk of GvHD.

Shared alloantigens:
MHC, miHA

Target tissue-
restricted miHA

Bcr-abl
hematopoietic-restricted
miHA proteinase-3 c-akt

GvHD GvT

FIG. 92.2 Graft-versus-Host Disease and Graft-versus-Tumor 
Responses. Donor T-cell responses to recipient antigens can cause 
graft-versus-host disease (GvHD) but can also target residual leuke-
mia cells. T cells causing GvHD may recognize ubiquitous or tissue-
restricted antigens (either major histocompatibility complex [MHC] 
or minor histocompatibility antigens [miHAs]). Many of these 
recipient antigens may also be expressed by the leukemia cells and 
allows for a graft-versus-tumor (GvT) response. Additional leukemia-
specific (e.g., bcr-abl, proteinase 3, or c-akt) or tissue-restricted 
antigens (some miHAs, as those expressed only by certain lineages 
of hematological cells) may be dominantly expressed by the tumor 
cells and can be targeted by donor T cells without causing GvHD.

KEY CONCEPTS
Major Issues Related to Success of Allogeneic 
Hematopoietic Stem Cell Transplantation

• Graft-versus-host disease (GvHD)
• Graft-versus-tumor (GvT) responses
• Kinetics and completeness of immune reconstitution
• Opportunistic infections from delayed immune reconstitution
• Patient comorbid conditions increasing risk of toxicities
• Chemotherapy sensitivity of disease being treated

Graft-versus-Tumor Responses
Although recognized in mouse models of transplantation in the 
1950s, the first clinical report of a relationship between GvHD 
and GvT was published in 1979.17 This relationship between 
the incidence (but not the severity) of aGvHD or cGvHD and 
the relapse rate of chronic myeloid leukemia (CML) and, to a 
lesser extent, acute myeloid leukemia (AML), acute lympho-
cytic leukemia (ALL), and MM has been observed in patients 
who received allo-HSCT. Relapses after HSCT occur because of 
survival of malignant cells after administration of the pretrans-
plantation conditioning regimen and their outgrowth several 
months later. Relapse remains the major cause of treatment fail-
ure after allo-HSCT despite the intended GvT effect of this treat-
ment modality. The ability to mediate an effective GvT response 
likely depends on several factors, including the presentation of 
appropriate antigens by MHC class I and/or class II molecules 

CLINICAL PEARLS

• Degree of human leukocyte antigen (HLA) incompatibility:
• Major histocompatibility complex (MHC)
• Minor histocompatibility antigen (miHA) disparity

• Presence of prior acute GvHD
• Source of stem cells (higher risk in peripheral blood vs. bone marrow)
• Donor gender (female donor → male recipient)
• Use of donor lymphocyte infusion (DLI) following hematopoietic stem 

cell transplantation (HSCT)
• Inflammatory events; surgeries, phototoxicity, alcohol consumption

Factors Predicting Chronic Graft-versus-Host Disease
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Immunomodulation is frequently the first treatment option 
for patients in relapse after allo-HSCT, with rapid withdrawal 
of immunosuppressive medications and infusion of donor 
T cells.21 This treatment approach requires that donor T-cell  
chimerism be sustained to avoid rejection of effector cells 
through a HvG mechanism. Patients with low-grade lymphoid 
malignancies, such as CLL, indolent non-Hodgkin lymphoma 
(NHL), mantle cell NHL, and CML have the highest likelihood 
of response. However, it remains the main treatment strategy to 
treat relapse following allo-HSCT. DLI can be used in combina-
tion with chemotherapy to maintain disease control during the 
time required for the development of the GvT effect.22

The number of lymphocytes infused is important in achiev-
ing the DLI effect, although it may be possible to induce GvT 
using doses of lymphocytes that are less likely to result in 
GvHD. A large retrospective analysis demonstrated that using 
an initially lower cell dose reduced GvHD and improved sur-
vival.23 One method to reduce GvHD risk is to genetically insert 
suicide genes into the T cells being given for DLI, allowing spe-
cific ablation of these cells if this complication occurs.24 Another 
method to lower GvHD rates complicating DLI is to deplete 
the DLI product of GvHD-inducing cells. Studies in mice have 
shown that naïve subset of CD8 T cells lead to more GvHD, 
whereas the effector memory subsets (TEM) of CD8 and CD4 T 
cells moderate the graft-versus-leukemia (GvL) effect without 
causing GvHD.25,26 The delay in response between DLI and the 
development of a GvT effect suggests that only a minority of the 
cells infused recognize the tumor cell antigens and must under-
go in vivo expansion before the therapeutic effect is achieved. It 
may be possible to develop leukemia-specific cytotoxic T cells 
in the laboratory, decreasing the delay in effect and possibly in-
creasing the GvT potential. Donor immunity can be transferred, 
at least transiently, to the host, as demonstrated by delayed-type 
transfusion reactions to host red blood cells (RBCs), mediated 
by donor lymphocytes transfused along with the HSC product.27 
Adoptive transfer of donor immunity against specific targets can 
be achieved, but its persistence requires immunization of both 
the donor and the recipient. A clinical utility for such manipula-
tion of the immune system has not yet been demonstrated, but 
it is clearly of interest as a technique to prevent posttransplanta-
tion infections and/or disease relapse.

A rapid and major leap in the field of adoptive transfer of 
immunity is the development of CAR T-cell therapies for patients 
with aggressive lymphomas, ALL, MM, and CLL, resulting in  
long-lasting remissions following heavy pretreatment.28 Devel-
oped in the late 1980s and requiring decades of fine-tuning and 
extensive clinical trials, CAR T cells have the ability to recognize 
and target tumor cells via their reprogrammed T-cell receptor 
(TCR) toward the malignant cell and costimulatory molecules 
engineered into the patient's own T cells. This form of treat-
ment, engaging a combination of gene therapy, cell therapy, and 
immunotherapy, has led to unprecedented results in patients 
without robust treatment options for their aggressive malignan-
cies or following relapse after allo-HSCT. The primary limita-
tion of CAR T-cell therapy is the need to identify tumor-specific  
antigens to avoid the serious toxicity of “on target” but “off  
tumor” response.

Another potential approach to augment GvT responses fol-
lowing HSCT to prevent or treat relapse is the use of checkpoint 
inhibitors, currently accomplished by mAb blockade of nega-
tive regulatory signals from either cytotoxic T-lymphocyte an-
tigen-4 (CTLA4) or programmed death (PD)-1 proteins on the 

surface of activated T cells upon interaction with their respective  
ligands, B7-2 (CD86) and PD-L1 (B7-H1), on APCs and tumor 
cells (Chapter 80). Checkpoint inhibitors show strong clinical 
efficacy in the treatment of relapsed hematological malignan-
cies, such as CLL and Hodgkin lymphoma.29–31

Adjuvant Therapy With Hematopoietic Stem Cell 
Transplantation
The relatively higher incidence of relapse after dose-intense 
therapy (compared to allo-HSCT) leads to the hypothesis that 
chemoablation therapy with auto-HSCT, curative for some 
patients, could be viewed as a platform for other approaches  
effective in eliminating the minimal residual disease (MRD) in 
patients destined to experience relapse. Additional or yet higher- 
dose chemotherapy or radiotherapy, unless directly targeted 
to the tumor, increases the risk of nonhematopoietic toxicity 
and TRM from causes other than relapse. The correlation of  
more rapid lymphocyte recovery with a decreased risk of  
relapse, although likely a reflection of host factors and not direct 
evidence of a GvT effect after auto-HSCT, supports attempts to 
use HSCT as a tumor-debulking platform for posttransplanta-
tion immunotherapies. Immunotherapies are of interest in this 
regard and include administration of posttransplantation cyto-
kines; the addition of tumor-specific antibodies, used before 
and/or after HSCT as an “in vivo purge;” and the development 
of tumor-specific vaccines, such as with tumor antigen–pulsed 
dendritic cells (DCs). These therapies are under review and 
overall clinical benefit remains elusive.

CLINICAL HEMATOPOIETIC STEM CELL 
TRANSPLANTATION

Sources of Hematopoietic Stem Cells
Bone marrow, PBSCs, or umbilical cord blood (UCB) are all  
appropriate sources of HSCs for transplantation, with the primary 
differences being the quantities of HSCs in each product and the 
quantities and functions of other blood cells comprising most of  
the cellular content of the HSC product that may influence the 
immunological outcomes of transplantation. PBSCs have virtu-
ally replaced bone marrow as the HSC source for auto-HSCT 
and are widely used for allo-HSCT. Transplantation of PBSCs 
achieves more rapid hematological recovery in both the auto- 
and allo-HSCT settings, resulting in lower complication rates 
and lower costs of treatment. PBSCs appear to improve overall 
survival and disease-free survival of patients with advanced hema-
tological malignancies who undergo allo-HSCT, although at 
the cost of an increased risk of extensive cGvHD.32 Use of PBSCs  
results in a decreased CD4 T-helper cell-1 (Th1)/Th2 ratio, 
which may adversely affect the ability to counteract infections 
and may favor cGvHD development. It is also interesting to note 
that PBSC products tend to contain about 10 times more T cells 
than bone marrow products, yet those T cells are less functional, 
possibly because of inhibition by granulocytes activated by the 
granulocyte–colony-stimulating factor (G-CSF) used for HSC 
mobilization.33

UCB is a rich source of HSCs, with the major limitation for 
clinical use being the small quantity of cells collected, result-
ing in slower recovery of hematological function and increased 
risk of failure of sustained engraftment. A very significant  
advantage is the lower risk of GvHD because of the relative  
immaturity of the donor immune system, allowing for the use of  
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HLA-mismatched units without a prohibitory increase in the 
risk of GvHD. In general, as with other sources of HSCs, out-
comes of UCB transplantation reflect patient characteristics, 
with lower survival probabilities for patients with advanced dis-
eases or poorer performance status at time of transplantation.

Similarly, cell dose is a predictor of outcome for patients under-
going allo-HSCT. The actuarial 5-year TRM, overall survival, 
and disease-free survival significantly favored patients receiving 
marrow or PBSC grafts with higher cell doses,36 but exceeding a 
CD34+ cell dose of about 10 × 106/kg results in lower survival, 
likely as a result of higher risk of chronic GvHD.37

HSC products are not uniform in their characteristics, and 
the relative contributions of CD34+ cell dose and the doses 
of accessory cells, including CD4, CD8, and NK-cell popula-
tions, on the outcome of transplantation remain unconfirmed. 
Whether or not this is clinically significant, the ratio and quan-
tity of cell populations collected will be affected by changes in 
the cytokines and chemokines, used singly or in combination, 
to mobilize HSCs into peripheral blood for collection or to alter 
bone marrow products collected from patients and donors.

Hematological Recovery
HSC engraftment encompasses two concepts: (i) recovery 
of hematopoietic and immunological function and (ii) the 
rate at which this recovery occurs. Delay in or failure of sus-
tained engraftment after myeloablative-conditioning regimen  
administration greatly increases treatment morbidity and cost.  
Engraftment failure can occur as a result of inadequate 
HSC quantity from poor collection or loss in postcollection  
processing, inadequate host support (stromal cell function) of the  
infused cells, posttransplantation events or medications, or HvG 
rejection (see Fig. 92.3). Engraftment failure is a very rare com-
plication of auto-HSCT and is most likely a consequence of poor 
preservation of HSCs after collection. Secondary graft failure, 
occurring despite initial engraftment, is a delayed complication 
rising from infections or induced by other iatrogenic causes. In 
allo-HSCT, the risk of engraftment failure is proportional to the 
donor HLA–miHA disparity, occurring more commonly in unre-
lated donor transplants than in sibling donor transplants, and 
with HLA-mismatched transplants. Engraftment failure is also 
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Influence of graft, donor, and host factors on allogeneic HSC engraftment
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FIG. 92.3 Effect of Donor and Graft Characteristics on  
Allogeneic Hematopoietic Stem Cell Transplantation. Hema-
tological engraftment requires that the host-versus-graft (HvG) 
reaction be overwhelmed, either by administration of a more 
intensive conditioning regimen before transplantation, use of 
more immunosuppressive medications after transplantation, 
closer matching of donor with host, and infusion of donor 
lymphocytes that can affect development of graft-versus-host 
disease (GvHD). HLA, Human leukocyte antigen; HSC, hemato-
poietic stem cell.

KEY CONCEPTS
Selection of Hematopoietic Stem Cell Products 
for Transplantation

Bone Marrow
• Adequate quantities of cells can be obtained from most patients and

donors
• Cytokine administration before harvesting may increase the quantities 

of hematopoietic stem cells (HSCs) collected and the number and
function of accessory cells affecting transplant outcomes

• Lower risk of chronic graft-versus-host disease (GvHD) than peripheral 
blood stem cells (PBSCs)

Peripheral Blood Stem Cells
• Faster hematological recovery than with bone marrow or umbilical

cord blood (UCB)
• Better survival after related-donor hematopoietic stem cell transplan-

tation (HSCT) for patients with advanced malignancy
• Lower tumor cell contamination than with bone marrow collected

from autologous patients
• Cytokine administration before harvesting may increase the quantities 

of HSCs collected and the number and function of accessory cells af-
fecting transplantation outcomes

Umbilical Cord Blood
• Relative immaturity of donor immune system permits multiple antigen- 

mismatched transplantation
• Transplantation outcomes similar to mismatched unrelated bone marrow 

transplantation
• Slower hematological recovery than with either PBSC or bone marrow
• Availability of stored units facilitates transplantation for patients with

immediate need of treatment

Cell dose is an important predictor of outcome for both 
auto-HSCT and allo-HSCT, and HSCs comprise a very small 
portion (generally <1%) of the marrow, PBSC, or UCB prod-
uct. It is now recognized that successful establishment of donor cell 
chimerism after allo-HSCT is a complex interplay of pre- and 
posttransplantation suppression of the host immune system, 
dose of HSCs and accessory cells (including donor lympho-
cytes) contained in the graft, and donor HLA compatibility  
(Fig. 92.3). HLA mismatching, T-cell depletion, and less- 
intensive pretransplantation conditioning regimens all raise 
the risk of graft failure. Importantly, the duration of apla-
sia predicts the incidence of TRM after auto-HSCT or allo-
HSCT.34 Auto-HSCT has a negligible risk of engraftment fail-
ure if the viability of HSCs is maintained during processing 
and storage. The speed of hematological recovery is related 
to the quantity of HSCs reinfused in an exponential relation-
ship.35 Increasingly higher CD34+ cell (a surrogate marker of 
immature HSCs) doses result in greater likelihood of rapid 
recovery of hematopoietic function. At lower doses, there is 
considerable heterogeneity in engraftment speed, especially 
for platelet recovery, with some patients experiencing quick 
engraftment despite low doses of PBSCs. Products containing 
≥2 to 3 × 106 CD34+ cells/kg recipient weight have more con-
sistent rapid granulocyte and platelet engraftment.
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increased by T-cell depletion of marrow inoculum because of 
the loss of the GvH effect against residual host immune cells.

Chimerism assessment is important in evaluating graft func-
tion after allo-HSCT. A fall in PBSC counts could indicate HvG 
rejection of the graft or early relapse after transplantation or 
could result from GvHD or viral infection. Documentation of 
stable persistence of donor T cells (e.g., CD3+ cells) in the recipi-
ent's blood will help discriminate between these possibilities. It  
is also important that sustained lymphoid chimerism be dem-
onstrated if DLI is to be used in the treatment of disease relapse 
after transplantation. The level of donor–host chimerism after  
allo-HSCT is best demonstrated through evaluation of single 
nucleotide tandem repeats (short tandem repeats [STRs]) by using 
molecular analysis. Obviously, such studies are of no value in 
assessing engraftment after auto-(syngeneic) HSCT.

Much of the emphasis in transplantation has been on myeloid 
engraftment because initial patient survival depends on recovery 
of phagocytes and, to a lesser extent, platelets. Immune reconsti-
tution, and in particular donor T-cell reconstitution, in patients 
receiving HSCT is often hampered by older recipient age, dimin-
ished functional status of the thymus, cytokine milieu at the time 
of transplantation, and posttransplantation immunosuppressive 
treatments. The thymus involutes rapidly after childhood, and in 
the older adult, it is only able to contribute a very small portion to 
the mature T-cell compartment. The thymic tissue may be dam-
aged as a result of a myeloablative conditioning regimen, or it can 
also be a target of alloreactive donor T cells mediating GvHD. As 
a result, restoration of the T-cell compartment in patients is often 
slow, particularly for CD4 T cells, and may be at suboptimal levels 
for many months to over a year. This situation, of course, endan-
gers the ability of the patient to stave off opportunistic infections, 
such as from the herpes family of viruses and fungal pathogens. If 
donor T cells are provided in the HSC inoculum, some reconsti-
tution of the T-cell repertoire, mostly CD8 T cells, is provided by 
the mechanism of nonthymic homeostatic expansion, although 
the level of diversity may be limited. Experimentally, administra-
tion of cytokines, such as interleukin-7 (IL-7), after HSCT, can 
enhance thymic function and help donor T-cell reconstitution. 
B-cell reconstitution, in contrast, is not that problematic in terms 
of the regeneration of the immune repertoire, although the abil-
ity to actually respond effectively to an infection with antibody 
production may still depend on the availability of antigen-specific 
CD4 T cells. Administration of Ig to patients with low IgG levels 
can prevent some of the infectious complications. Patients re-
ceiving HSCT who are conditioned with myeloablative regimens 
usually attain high levels of donor chimerism in their lymphoid 
compartment within a few months of transplantation. This often 
correlates with the ability of alloreactive donor T cells, capable of 
mediating GvHD, to target residual recipient HSC elements so 
that the primary source of de novo lymphoid reconstitution will 
be from the donor. By the same token, high donor chimerism is 
also associated with a lower incidence of relapse of malignancy.

CONDITIONING REGIMENS

Dose-Intensive and Reduced-Intensity Chemotherapy
The pretransplantation regimen is intended to accomplish two 
goals: ablate the tumor and achieve adequate immunosuppression  
to allow donor engraftment. For auto-HSCT, only the dose sen-
sitivity of the tumor being treated need be considered. Lower-
dose, nonmyeloablative regimens are not used in auto-HSCT  

because with such regimens, infusion of HSCs to reconstitute 
marrow function would not be needed. Total body irradiation 
(TBI) was initially used for conditioning of transplant recipients. 
This modality achieves tumor cytotoxicity; treatment of sanctu-
ary sites of disease such as the central nervous system (CNS) and 
testes; and profound immunosuppression. TBI is usually com-
bined in sequence with chemotherapy agents, such as cyclophos-
phamide or etoposide. Busulfan-based regimens were developed 
as alternatives to TBI for patients who had received prior dose-
limiting radiotherapy and to avoid the effects of TBI on growth 
and development in children. A review of several studies that 
compared the use of busulfan and TBI found no statistically sig-
nificant difference in survival or disease-free survival for patients 
with CML or AML.38 Specific regimens are commonly used in the  
treatment of certain malignancies, such as dose-intensive  
melphalan in the treatment of MM and carmustine (BCNU)–
containing regimens used in the treatment of lymphoma.

CLINICAL PEARLS
Conditioning Regimens for Hematopoietic Stem 
Cell Transplantation

Autologous Hematopoietic Stem Cell Transplantation
• Allows dose-intensive therapy
• Allows use of marrow-toxic agents
• Regimens designed for optimal tumor cytotoxicity

Allogeneic Hematopoietic Stem Cell Transplantation
• Must achieve adequate patient immunosuppression (reduce host-

versus-graft [HvG] reaction) to achieve engraftment
• Allows but does not require dose-intensive therapy
• Allows but does not require marrow-toxic agents
• Need not be tumor specific

The myeloablative conditioning regimens currently used 
have been tested in dose-escalation studies to achieve the maxi-
mal tolerated doses in otherwise healthy patients. Nonmarrow 
toxicities, such as pneumonitis, mucositis, and hepatic venooc-
clusive disease, limit further dose escalation of standard TBI- 
or chemotherapy-based regimens. New approaches include the 
addition of targeted therapies to the conditioning regimen, such 
as tumor-directed mAbs or radioimmunoconjugates that will 
not increase the toxicity to other organs. Tandem transplan-
tation with the combination of a dose-intensive regimen with 
auto-HSCT followed, after recovery from the immediate regi-
men-related toxicities, by allo-HSCT using a reduced-intensity 
regimen is a novel approach to combine the benefits of each 
transplantation modality.

Hematological malignancies are predominantly diseases of old-
er adults. The potent GvT effect that is observed after allo-HSCT 
allows allograft recipients to be treated with lower-dose nonmy-
eloablative regimens with the immunosuppressive properties of 
the regimen to reduce HvG reactions and facilitate engraftment 
becoming more important than direct cancer cytotoxicity. The 
primary requirement in developing a reduced-intensity regimen 
is the need to achieve adequate immunosuppression to permit the 
development of hematopoietic chimerism, which became feasible 
with the development of the purine analogue family of drugs. A 
variety of regimens are available, including combinations of fluda-
rabine with melphalan and fludarabine with busulfan. Among the 
least toxic are regimens that involve a single fraction of TBI, based 
on the work by Storb and colleagues,39 who proposed that the HvG 
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reaction leading to HSC rejection and the GvH reaction could 
both be modified by an appropriate immunosuppressive regimen 
administered after transplantation, allowing a reduction in the  
intensity of the pretransplantation conditioning regimen.39,40

HEMATOPOIETIC STEM CELL TRANSPLANTATION 
FOR INDIVIDUAL DISEASES
The treatment of diseases by auto- or allo-HSCT continues to 
evolve as the understanding of the biology of these diseases 
becomes more clearly understood. Improvements in nontrans-
plantation treatments available to patients, such as the develop-
ment of targeted tyrosine kinase (TK) inhibitors, which are very 
effective in the initial treatment of CML, will reduce the num-
bers of patients requiring HSCT in the management of their 
disease. Organizations such as American Society of Blood and 
Marrow Transplantation have published guidelines for treat-
ment and reviews of the efficacy of treatment, identifying areas 
requiring additional research.41,42

Acute Myelogenous Leukemia
The primary clinical questions in HSCT in the treatment of 
AML concern patient selection and timing of treatment. Most 
patients with AML will achieve remission with initial chemo-
therapy, but even with appropriate postremission consolidation, 
the majority of patients (≈65%) will relapse within 1 to 2 years. 
Older age, the presence of defined cytogenetic abnormalities, 
inability to achieve a minimal-residual disease negative CR with 
the initial course of therapy, and history of a preceding mar-
row disorder or receipt of prior chemotherapy (“secondary 
AML”) are predictors for failure of nontransplantation therapy. 
Patients with these adverse risk factors may be offered HSCT 
in first remission in place of nontransplantation consolidation 
chemotherapy. Numerous studies of patients entering their first 
remission compared standard consolidation therapy with dose 
intensification with auto- or allo-HSCT. In general, auto-HSCT 
was not shown to be more effective than nontransplantation 
consolidation chemotherapy, whereas allo-HSCT had the low-
est risk of relapse. Allo-HSCT in first remission is particularly 
beneficial for patients with adverse risk cytogenetics or leu-
kemia that arises from prior chemotherapy or other marrow 
diseases, achieving a 50% to 70% disease-free survival (DFS). 
Features predictive of posttransplant disease relapse include  
adverse-risk cytogenetic mutations and presence of MRD at 
time of transplantation. Prophylactic use of DLIs or posttrans-
plant maintenance with targeted agents may reduce the risk of 
relapse of patients with adverse-risk features or who are found 
to be developing disease recurrence early after transplantation.

Myelodysplastic Syndromes
Myelodysplastic syndrome (MDS) comprises a heterogeneous 
group of clonal hematological disorders characterized by  
expansion of abnormal HSCs engendering variable degrees 
of cytopenia and frequent evolution to AML. Currently, allo-
HSCT is the only modality of treatment that can achieve long-
term control of disease; auto-HSCT is not feasible because of 
the inability to collect normal HSCs from these patients. The 
best results are seen in patients with earlier-stage disease, al-
though for patients with earlier-stage MDS, a “watchful wait-
ing” approach, with transplantation performed at the time of 
disease progression, may be appropriate.

Chronic Myelogenous Leukemia
Allo-HSCT is an appropriate treatment for CML, with long-term 
survival rates >80% for younger patients undergoing related do-
nor transplantation within the first year after diagnosis. However,  
inhibitors of the TK encoded by the Philadelphia chromosome  
have relegated transplantation to the treatment of patients with 
advanced disease or the rare patient with CML not responsive to 
that targeted therapy. The effect of prior therapy with a TK in-
hibitor on the outcome of transplantation is not known, although 
patients who fail multiple TKIs before coming to transplanta-
tion will experience a lower survival probability. CML is highly 
responsive to the immunological GvT effect, and many patients 
in relapse after transplantation can be salvaged by the administra-
tion of DLI. CML is a stem cell disease, and the collection of nor-
mal HSCs is unlikely for most patients, precluding auto-HSCT.

Myeloproliferative Diseases
MPDs are clonal stem cell diseases and include CML (discussed 
above), polycythemia vera, primary myelofibrosis, essential 
thrombocytosis, chronic myelomonocytic leukemia, and MPD 
not otherwise characterized. These disorders display overlap-
ping clinical features and may also show features more charac-
teristic of MDS, but they exhibit different natural histories and 
different therapeutic requirements. Allo-HSCT is effective in 
ablating the abnormal clone in these disorders. Staging systems 
that predict the course of the disease are used to determine the 
timing of transplantation. The timing of treatment is important 
because of the frequently long natural history of these diseases.

Acute Lymphoblastic Leukemia
In contrast to treatment of the pediatric patient with ALL 
(Chapter 77), only very few adults with ALL are cured with non-
transplantation induction and consolidation regimens. As with 
AML, adverse-risk features include certain cytogenetic changes 
and the inability to achieve minimal residual disease–negative 
remission with initial induction chemotherapy. Allo-HSCT in 
first remission is clearly effective in the management of patients 
with defined adverse-risk cytogenetics, such as translocation 
involving chromosomes 4 and 11, or 9 and 22 (Philadelphia 
chromosome). Recent randomized studies also demonstrate a 
survival advantage for patients who have intermediate risk of 
disease and are undergoing allo-HSCT, especially since current 
salvage regimens for patients in relapse have a very low likeli-
hood of achieving a second remission. There is little evidence 
to support the effectiveness of auto-HSCT despite its theoretical 
potential.

Chronic Lymphocytic Leukemia
Many patients and physicians are reluctant to support aggres-
sive treatment of CLL with allo-HSCT because of the frequently 
indolent nature and long natural history of this disease, as well 
as the advanced age of most patients at time of diagnosis. Yet 
disease progression is inevitable, and the aggressiveness of this 
disease can be predicted by various features, including chromo-
some 17p and 11q deletions and detection of ZAP-70 mutation 
and CD38 expression. Therefore HSCT should be considered a 
treatment choice, especially for younger patients or those with 
adverse-risk disease features.

The exquisite sensitivity of the CLL cells to the GvT effect  
allows for the use of reduced-intensity regimens with lower 
risks of regimen-related mortality in these, generally older,  
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patients. Durable control of disease can be achieved for about 
50% of patients. The extensive infiltration of bone marrow by 
malignant lymphocytes and the lack of the GvT effect preclude 
auto-HSCT. In the few clinical studies that have been reported, 
high CR responses have been obtained with auto-HSCT, but  
relapses were the frequent cause of treatment failure.

Multiple Myeloma
MM is a malignancy of plasma cells (Chapter 79), with a median 
patient age of 65 years at time of diagnosis. In MM, dose-intensive 
melphalan with auto-HSCT can achieve about a 40% complete 
response rate. Tandem auto-HSCT with two cycles of dose-
intensive therapy at 2- to 6-month intervals can improve progres-
sive free survival and overall survival, particularly for patients with 
adverse-risk cytogenetic features such as 17p deletion. Ultimately, 
most patients experience relapse. Although auto-HSCT is not con-
sidered curative for this disease, the median duration of time with-
out treatment is 2 to 3 years, and ≈15% of patients may not need 
treatment for progressive disease for 5 years or longer. Allo-HSCT 
with use of a reduced-intensity conditioning regimen decreases the 
risk of TRM to less than 10%, but patients with advanced disease 
are unlikely to respond to this treatment. The lower risk of com-
plications with nonmyeloablative conditioning regimens has led 
to studies of tandem auto-HSCT, using an intensive chemotherapy 
regimen to achieve tumor debulking, followed 2 to 6 months later 
by allo-HSCT using a reduced-intensity regimen to achieve the 
GvT effect. This approach to the treatment of MM was studied in 
large multicenter trials, with a strong GvT effect detected. However, 
the benefit of the GvT effect was offset by the increased regimen-
related toxicity compared to tandem autologous transplantation.

Non-Hodgkin Lymphoma
The lymphomas (Chapter 78) represent a diverse group of 
malignant diseases of B and T lymphocytes, comprising some 
of the slowest- to the fastest-growing human malignancies, with 
a range of curability achieved by nontransplantation therapies. 
As a group, the lymphomas exhibit a strong dose–response re-
lationship to chemotherapy or radiotherapy, and the benefit of 
dose-intensive treatment with auto-HSCT has been well estab-
lished. Auto-HSCT avoids the morbidity of allo-HSCT and is 
the preferred approach for the majority of patients, with some 
prominent exceptions discussed below. Popular chemotherapy 
regimens include cyclophosphamide, BCNU, and etoposide 
(CBV) or BEAM (BCNU, etoposide, cytarabine, and melpha-
lan). However, no single chemotherapeutic or radiation-based 
regimen has emerged as a superior treatment.

Low-Grade Non-Hodgkin Lymphoma
Low-grade NHL, in general, exhibits a variable and prolonged 
natural course, with many patients not requiring treatment until 
symptoms or organ toxicity appear. Therefore, most of the experi-
ence with HSCT has been in patients after relapse rather than at 
the time of initial diagnosis. Few randomized studies comparing 
auto-HSCT with nontransplantation therapies for patients have 
been reported. A number of phase II and registry data have been 
published for auto-HSCT, and although response rates are high, 
a continuing pattern of relapse has been observed. In contrast, 
patients who undergo allo-HSCT experience a higher probabil-
ity of TRM but a lower risk of relapse after transplantation. 
Indolent B-cell NHL, similar to other low-grade diseases, such as 
CLL, appears to be very sensitive to the GvT effect of allo-HSCT,  
and using reduced-intensity regimens will result in lower  

transplantation-related complications. The difference in relapse 
rates between auto-HSCT and allo-HSCT could result from the 
possible reintroduction of lymphoma cells in the HSC product, 
but is more likely from the lack of a GvT effect of auto-HSCT.

Aggressive Non-Hodgkin Lymphoma
Auto-HSCT is the standard of care for patients with diffuse 
large B-cell NHL in first “chemotherapy-sensitive” relapse. The 
success of this therapy reflects the extent and the responsive-
ness of the disease to chemotherapy at the time of transplan-
tation, with relapse the major cause of treatment failure. The 
Parma randomized trial for high-dose therapy followed by 
auto-HSCT reported a significantly higher event-free survival 
for patients treated with auto-HSCT than for the group receiv-
ing standard-dose treatment (46% vs. 12%). Furthermore, it 
is notable that no patients assigned to the conventional-dose 
salvage therapy could be rescued at the time of the second re-
lapse with delayed transplantation. The efficacy of auto-HSCT 
is diminished for patients previously treated with rituximab, 
an anti–B-cell chimeric antibody, and who relapse within 12 
months of initial therapy.43 Other circumstances, in which 
HSCT may be indicated, include HSCT for patients who  
respond slowly to initial therapy, have high-risk disease, are  
resistant to initial therapy, or are in relapse with chemotherapy- 
insensitive disease.42 Results for patients with truly  
chemotherapy-refractory disease are, however, poor, and such 
patients should be considered for allo-HSCT or treatment 
with autologous CAR T cells (Chapter 81).

Mantle cell lymphoma is known for its unremitting clinical 
course when treated conventionally and has proven relatively 
resistant to dose-intensive treatment, especially when used for 
management of relapsed disease. Mantle cell NHL appears to 
be very sensitive to the GvT effect of allo-HSCT, allowing treat-
ment with reduced-intensity regimens.

Burkitt lymphoma, Burkitt-like lymphomas, and lymphoblas-
tic lymphomas are high-grade NHLs associated with relatively 
poor long-term survival rates. The role of both auto-HSCT and 
allo-HSCT in these disorders remains unclear. There are no con-
vincing risk models that identify clear indications for transplan-
tation as part of the initial therapy. The lack of an obvious GvT 
effect in these disorders suggests that auto-HSCT can provide a 
reasonable treatment. Transplantation registry data suggest that 
disease status at the time of transplantation is the most important 
predictor of outcome in patients with high-grade disease.44

T-cell lymphomas are less common than BCLs. There is no 
well-defined management strategy for these disorders, and treat-
ment is based on the disease stage and immunopathological 
grade. Disease control with T cell–type treatment regimens, com-
pared with the more common B cell–type treatment regimens, 
is lower, although the comparison may not be appropriate, as 
T-cell diseases present at more advanced stages compared with 
B-cell diseases. The GvT effect may be more evident in T-cell 
NHL, particularly for virus-associated NHL, and allo-HSCT is 
the preferred treatment for some patients. Prospective compara-
tive studies to guide treatment decisions have not been reported.

Hodgkin Lymphoma
Many patients with Hodgkin lymphoma will achieve durable  
remissions with nontransplantation chemotherapy and/or radiation  
therapy, and algorithms for staging and treatment of this disease are 
well defined. Dose-intensive therapy with auto-HSCT is available 
to those patients who do not achieve a remission or who relapse  
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for patients with chemotherapy-refractory disease. Outcomes are 
much improved for patients who achieve “positron emission to-
mography (PET) negativity” before undergoing auto-HSCT.

Allo-HSCT is not the first choice for the treatment of relapsed 
Hodgkin lymphoma because of the higher transplantation-
related complications, despite the evidence of an effective GvT 
effect. Allo-HSCT is offered to patients who suffer relapse after 
auto-HSCT or who are not candidates for auto-HSCT because 
of aggressive, chemotherapy-refractory disease. With the front-
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ON THE HORIZON

Allogeneic Hematopoietic Stem Cell Transplantation
Continuing improvement in donor selection algorithms
Strategies to maximize graft-versus-tumor (GvT) effect
Refining haploidentical hematopoietic stem cell transplantation (HSCT) 

techniques for different diseases
Use of killer cell immunoglobulin-like testing for donor selection
Combination conditioning regimens
Developing regimens with lower toxicities
Developing testing predictive of early relapse
Posttransplantation maintenance/treatment to reduce risk of relapse
Immune effector cell therapies
Platform for other treatments; chimeric antigen receptor (CAR) T-cell 
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Autologous Hematopoietic Stem Cell Transplantation
Tumor-specific conditioning regimens
Improve ratio of toxicity to tumor-cell cytotoxicity
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Checkpoint inhibitor blockade in clinical trials for high-risk malignancies
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Flow cytometry has become a standard laboratory tool in 
evaluating hematopoietic cells, including identifying leuko-
cyte populations and subpopulations, a method referred to as 
immunophenotyping. The clinical application of this technol-
ogy has been facilitated by the development of instruments 
and data analysis systems suitable for routine use in diagnos-
tic laboratories. In addition, the expanded range of monoclo-
nal antibodies specific for lymphocyte (and other hematopoi-
etic cells) surface antigens directly conjugated to a number 
of different fluorescent indicators (fluorochromes) provide 
an extensive panel of reagents that facilitate multicolor (poly-
chromatic) studies.

The clinical needs that pushed this technology date back to 
the emergence of absolute CD4 T-cell counts as a critical mea-
sure for disease assessment and follow-up in managing patients 
infected with the human immunodeficiency virus (HIV). This 
was followed by the routine application of cell characterization 
by flow cytometry to evaluate hematologic malignancies, and 
more recently, in the study of immunodeficiency and immune 
dysregulation disorders.

Recent advances in instrumentation and fluorochrome 
chemistry allow for routine polychromatic flow cytometry 
studies, with concomitant assessment of cell surface mark-
ers and intracellular parameters (intracellular proteins, 
phosphorylated [phospho] proteins, and cytokines), as well 
as identification of changes linked to cellular activation and 
apoptosis. Intracellular flow cytometry also can be applied to 
evaluate cell cycle status (i.e., G0-G1, S, G2-M) based on DNA 
staining, useful in evaluating tumor cells and assessing the 
in vitro lymphocyte response to various stimuli. Addition-
ally, evaluation of lymphocyte proliferation can be performed 
with cell tracking dyes that allow quantitation of the rounds 
of cell division, and assessment of immune cell-mediated 
cytotoxicity can be performed. Finally, characterization of 
antigen-specific T cells following immunization or associated 
with normal and/or abnormal immune responses in associa-
tion with disease states can be accomplished using multimer 
technology and intracellular cytokine detection following in 
vitro antigen exposure.

This chapter focuses on basic concepts of flow cytometry, in-
cluding instrument characteristics, data management, lympho-
cyte gating, and directed use of test reagents. In addition, a brief 
overview of intracellular protein detection, cell activation and 
cell-mediated cytotoxicity studies, cell cycle analysis,  apoptosis 
detection, and multimer technology is provided, focusing on 

the appropriate clinical application of these approaches and 
their limitations.

INSTRUMENTATION
The basic components of a flow cytometer, as shown in Fig. 
93.1, include the illumination source, optical bench, fluidic sys-
tem, electronics, and computer.1 Briefly, stained cells flow into 
single-file due to the fluidic system and are interrogated by one 
or more light sources to generate light signals directed by the 
optical system to the photodetectors that convert light into elec-
tronic signals for storage and subsequent analysis.

The fluidic system consists of isotonic sheath fluid that 
moves the sample stream containing the cells for analysis. This 
process is accomplished by injecting the cell sample into flowing 
sheath fluid, resulting in a hydrodynamically focused single-file 
flow of cells (or other particles) that move through the analysis 
point while maintaining the cell stream in a constant, central 
location.2 The centrally focused cell stream ensures that the illu-
mination of all cells is virtually equivalent. Thus, the difference 
in magnitude of the emission signal(s) generated from each cell 
reflects biologic differences between the cells (rather than re-
flecting the variation produced by non-focused cells). Hydrody-
namic focusing has the additional advantage of producing little 
or no change in cell shape, although it may affect cell orienta-
tion. The consistency in maintaining cell shape facilitates distin-
guishing “architectural” differences between specific leukocyte 
types (see Gating section).3 However, this method limits flow 
rates to 60 to 100 μL/min, which can lead to long acquisition 
times for detecting very rare events. To overcome this problem, 
recently introduced flow cytometry instruments utilize acous-
tic focusing to align cells through the use of sound waves that 
allows sample flow rates of up to 1000 μL/min, without impact-
ing signal quality.4

Illumination in standard clinical instruments is generated 
by two or more lasers, each of which provides a specific mono-
chromatic light source (e.g., a sapphire laser generates a 488 nm 
wavelength [blue] beam). Modern lasers are small and available 
in multiple wavelengths, including ultraviolet (350 nm), violet 
(405 nm), blue (488 nm), green (532 nm), yellow (560 nm), or-
ange (610 nm), and red (633 nm), permitting the  simultaneous 
use of multiple fluorochromes having different excitation re-
quirements.5 The point where the light illuminates the cell in 
analytical instruments occurs within a flow cell, while in cell 
sorters, the beam intersects cells flowing as a stream in the air. 
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The optical bench contains lenses that shape and focus the il-
lumination beam to ensure consistent excitation energy at the 
analysis point.

The illumination of a cell generates both non-fluorescent and 
fluorescent signals collected and measured by optically coupling 
the signal to a detection system consisting of filters linked to 
photodetectors. The two non-fluorescent signals, forward- and 
side-scatter, are measured at the same wavelength as the exci-
tation signal (e.g., 488 nm from a blue light source; see Gating 
section), whereas those for the fluorescence channels utilize 
specific filters that allow passage of light with wavelengths spe-
cific to each fluorochrome (e.g., green, orange or red; see Fluo-
rochrome section). Configurations with increased numbers of 
photodetectors allow for evaluating an expanded number of 
colors (parameters).6

The internal electronics in the flow cytometer provide the 
system for converting analog light signals (photoelectrons) 
into digital signals for acquisition and storage in a computer. 
The intensity of these converted signals is measured on a rela-
tive scale that is generally set in either 256 or 1024 equal incre-
ments (channels) for display and analysis. Several specialized 
analysis programs provide graphic displays of single-parameter 
histograms or two-color displays (see Data display section be-
low). Most programs enable the operator to evaluate the num-
ber and percentage of events, mean and/or median channel 
fluorescence, and selected statistical measures for each identi-
fied cell, and these can be aggregated into specific populations 
and/or subpopulations of cells. Thus, a flow cytometer provides 
a platform having the capacity to assess multiple pieces of dis-
crete information (parameters) generated from each individual 
cell contained within a large number of cells in the sample, and 
these are typically accrued at rates of 1000–2000 (or more) cells 
per second.

FLUORESCENCE REAGENTS
Standard monoclonal antibody reagents for clinical use are typi-
cally directly conjugated to a fluorochrome, a dye that absorbs 
and emits light of different wavelengths based on the energy lost 
during the return of excited electrons to their ground state fol-
lowing illumination by light of a specific wavelength. Thus, the 

emitted light has a longer wavelength (lower energy) than the 
wavelength of the excitation beam. The number of commer-
cially available fluorochromes has increased dramatically, and 
dye conjugates have enhanced the capacity to perform extended 
polychromatic studies using instruments with three or more la-
sers.5 Fluorochromes in clinical immunophenotyping include 
the organic dyes fluorescein isothiocyanate (FITC), phycoery-
thrin (PE), peridin chlorophyll protein (PerCP), and allophyco-
cyanin (APC). Conjugations of PE and APC to cyanines (Cy5, 
Cy5.5, and Cy7) and Alexa Fluor dyes produce tandem dyes 
with additional emission spectra based on energy transfer. This 
allows the simultaneous evaluation of 6 to 8 or more colors in 
most current clinical instruments with two or three lasers.

One recent advance in the field was the development of a new 
class of inorganic fluorescent semiconductor nanocrystals named 
quantum dots (QDs).7 These particles have broad excitation spec-
tra (525 to 800 nm) and sharp, discrete emission spectra that var-
ies depending on their core size. This means that QDs of different 
sizes (and consequently of different colors) can be excited by the 
same laser source, allowing simpler multiplexing. In addition, 
QDs have high quantum yield, high molar extinction coefficients, 
and extraordinary resistance to photo- and chemical degradation. 
These qualities make them perfectly suitable for use in biological 
studies, including intracellular in vivo imaging and fluorescence 
resonance energy transfer (FRET) analysis.7

Another advancement involves the more recently developed 
polymer dyes that not only provide increased sensitivity and 
precision but also have the potential to increase the number of 
colors available in polychromatic studies. Polymer dyes harvest 
light and can be used alone or in a tandem dye arrangement. 
Further advantages of these include their exceptionally bright 
emission as well as being photostable and resisting quenching.8

Additional dyes are available for functional studies and in-
clude calcium-sensitive dyes (e.g., fluo-3), glutathione-sensitive 
dyes (e.g., monochlorbimane), and H2O2-responsive dyes (e.g., 
dihydrorhodamine 123).9 Assessment of DNA content can be 
performed with dyes that intercalate double-stranded DNA 
and RNA, including propidium iodide and ethidium bromide. 
In addition, there are ultraviolet-excited dyes that are highly 
specific for DNA, including Hoechst 33258 and 4,6-diamidino-
2-phenylindole (DAPI); acridine orange is used for simultane-
ous staining of DNA/RNA.10

Focused cell stream

Laser 
light source Flow cell

Filters

Photodetectors:
side scatter signal

Photodetector:
forward scatter signal

Fluorescent signals
PerCP
PE
FITC

FIG. 93.1 Simplified design of a flow cytometer with one 
 illumination source (laser) set up to collect five parameters. 
These include the two non-fluorescent parameters (blue light) 
 forward, and side scatter, as well as three fluorescent parameters, 
green (FITC), orange (PE), and red (PerCP) light.

KEY CONCEPtS
Gating

• Method for defining cell population of interest.
• Typically performed using forward and side scatter and lineage  specific 

antibodies.

DATA ANALYSIS

Gating

The proper assessment of specific cell types within a mixture 
requires initial identification of lineage-specific cells, an ap-
proach referred to as gating. In practical terms, immunophe-
notyping focused on lymphocytes requires minimizing the 
 non-lymphocytes in the evaluation by generating a lympho-
cyte gate. The standard clinical sample is anticoagulated whole 
blood, and lymphocyte gating requires eliminating the great 
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majority of non-lymphocytes from the collected data such that 
the expression of a percentage for a specific lymphocyte sub-
population is accurate. Without gating, the data can also be 
negatively impacted by the co-expression of surface antigens on 
different cell lineages (e.g., CD4 is found on lymphocytes and 
monocytes at differing density). In addition, nonspecific bind-
ing of monoclonal reagents through Fcγ receptors and the level 
of cytophilic human immunoglobulin varies between cell types, 
making appropriate gating crucial to generate valid data. Gat-
ing is also used to focus the evaluation on other hematopoietic 
cells: monocytes, granulocytes, eosinophils, erythrocytes, and 
platelets.

Initial gating of whole blood typically involves using the two 
non-fluorescent parameters, forward scatter (FSC), and side 
scatter (SSC) (Fig. 93.2A).3 FSC reflects cellular cross-sectional 
area (direct relationship to cell size), whereas SSC is an indica-
tion of the cellular granularity. The combination of these two 
non-fluorescent parameters provides a three-part differential 
in red blood cell lysed whole blood that distinguishes between 
normal lymphocytes, monocytes, and granulocytes. As shown in 
Fig. 93.2A, lymphocytes have the lowest FSC and SSC, monocytes 
have higher FSC and SSC, and granulocytes have the greatest 
SSC. This method is effective in distinguishing a relatively pure 
population of lymphocytes under most circumstances. However, 
the presence of nucleated red cells, large platelets, basophils, or 
other particulate debris can produce contaminating events (cells) 
within the lymphocyte gate. Furthermore, malignant or activated 
lymphoid cells may not fit into the previously outlined standard 
light scatter patterns.

A method for confirming the integrity of the light scatter-
based lymphocyte gate uses the monoclonal “gating” reagents 
anti-CD45 and anti-CD14.11 These two monoclonal antibodies 
more accurately identify the three-part differential. Lympho-
cytes have the highest level of CD45 binding but are CD14 nega-
tive; granulocytes have a lower level of CD45 binding and are 
intermediate CD14 positive; while monocytes have high levels 
of both CD45 and CD14 expression (see Fig. 93.2B). Impor-
tantly, non-leukocytes, including erythrocytes and platelets, are 
negative for these markers. However, malignant leukocytes with 
characteristics of early precursor cells often have altered CD45 
and/or CD14 expression that must be recognized when study-
ing hematologic malignancies. Gating reagents provide a reli-
able means of checking the light scatter-based lymphocyte gate 
for the frequency of non-lymphocytes within the gate and the 
extent of lymphocyte exclusion from the gate. Guidelines for an 
acceptable degree of contamination within the lymphocyte gate, 
as well as the level of lymphocyte exclusion, are contained with-
in the US Clinical and Laboratory Standards Institute guideline 
for lymphocyte immunophenotyping.12

intensity from a single fluorochrome on the x-axis. Integration 
of curve areas provides the number of cells, and often there are 
two distinct distributions; one referred to as negative identifies 
cells that are not bound specifically by the monoclonal reagent, 
and the second represents cells bound by the antibody. Nega-
tive reflects low-level fluorescence resulting from cellular au-
tofluorescence and any nonspecific binding of the monoclonal 
reagent(s), the magnitude of which varies between different cell 
types. The interpretation of the data is simplified when there are 
two distinct cell populations (i.e., negative and positive), while 
the evaluation of two overlapping distributions is more difficult.
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FIG. 93.2 (A) Gating based on FSC (forward scatter) and SSC 
(side scatter) dot plots on a lysed whole blood sample, demon-
strating the basic three-part leukocyte differential with lympho-
cytes, monocytes, and granulocytes. (B) Dot plot with CD45/
CD14 gating reagents showing the fluorescence distribution of 
all the three leukocyte types identified to include lymphocytes, 
monocytes, and granulocytes, as well as a small number of non-
lysed red blood cells and/or debris.

KEY CONCEPtS
Data Presentation

• Fluorescence intensity is plotted versus cell number.
• Can present cumulative data on more than one parameter for each cell.
• Multicolor data presentation can increase cell subpopulation resolution.

Data Display

The simplest method for demonstrating flow cytometry data is 
the single-parameter histogram (Fig. 93.3), a graphic presen-
tation of cell number on the y-axis versus fluorescence (light) 
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absent fluorescence. This combined display approach resolves 
events being displayed compacted against the axes even with 
properly compensated samples and will be used in the illus-
trations throughout this chapter.

The simultaneous use of n monoclonal reagents can identify 
a total of 2n subpopulations. These different subsets can be iden-
tified sequentially by first dividing the cells into those that are 
positive versus negative with one reagent and then evaluating the 
defined subpopulations for additional reagents using a two-color 
approach. Alternatively, modern software can represent multiple 
populations as polychromatic plots, which can simplify data anal-
ysis.13 The polychromatic approach can provide a means to fur-
ther resolve subpopulations and has been particularly useful in 
the evaluation of cellular differentiation, activation, and function-
al correlates, as well as clarifying overlapping cell subpopulations.

Positive–Negative Discrimination
Evaluating clinical immunophenotyping data requires estab-
lishing criteria for the boundaries between negative or non-
stained (autofluorescence plus nonspecific stained) cells and 
positive (specifically stained) cells. A commonly used approach 
involves using directly conjugated control monoclonal anti-
bodies of the appropriate class or subclass (e.g., IgG1, IgG2a, 
IgG2b, or IgM) that do not specifically react with human lym-
phocyte surface antigens (commonly called “isotype controls”). 
The marker (discriminator) is set at the fluorescence histogram 
channel number such that it includes 98% to 99% of the nega-
tive cells (Fig. 93.5A).

The negative cell population is based on the aggregate of 
baseline cellular autofluorescence plus nonspecific binding that 
varies according to cell type. For this reason, the use of isotype 
controls may not correctly identify the positive-negative thresh-
old for specific cell types, particularly when staining dimly 
expressed proteins. Perfectly mimicking the specific antibody 
used would require the isotype control to have the same anti-
body to fluorochrome ratio and brightness, something not eas-
ily accomplished. To overcome these difficulties, an alternative 
method has been described and is referred to as Fluorescence-
Minus-One (FMO).14
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FIG. 93.4 Examples of dot pseudocolor (left), density (middle), and contour (right) displays based on the same two-color 
parameter data. All three techniques enable simultaneous evaluation of both parameters, in this case evaluating the expression of 
markers A and B. These plots identify four populations of cells, those expressing only A (A+), only B (B+), both A and B (A+/B+, very 
few), and expressing neither A nor B (A−/B−).

Multiparameter data can be evaluated using a series of 
single-parameter histograms that consider each fluoro-
chrome independently. However, presenting two parameters 
simultaneously using a correlated display is more informative 
(Fig. 93.4). This approach enables the simultaneous visual-
ization of four different populations: A+/B−, A−/B+, A+/B+, 
and A−/B−. More recently, these displays evolved to include a 
mixture of logarithmic (for higher intensity expression) and 
linear (for lower intensity expression) intensity for each axis 
to allow for better interpretation of events with very low to 
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FIG. 93.3 Single-parameter histogram for CD3 expression on 
lymphocytes demonstrating the negative, non-T-cell population 
(B cells, NK cells) and a positive T-cell population. Integrating the 
area under each curve would provide the numbers and percent-
age of cells present in each of the two subpopulations.
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FMO involves the staining of the sample with all the anti-
bodies of interest, except the one targeted for positive-negative 
threshold. As an example, to define the negative threshold for 
the protein CD95 (FAS) in CD8+ and CD8− T cells, the FMO 
control tube would include the cell subset-specific markers 
(CD3, TCRαβ, and CD8) and omit anti-FAS. After appropri-
ate gating on that population, the threshold can be adequately 
defined, and it is different for the two exemplified populations 
(see Fig. 93.5B, right panel). This method is more costly due to 
the multiple control tubes needed for each sample.

Compensation
The fluorescence signals emitted by different fluorochromes are 
not completely separated by the filters. This can lead to signal 
overlap that is corrected by electronic subtraction of the overlap-
ping signal, a process referred to as compensation. The overlap 
is particularly significant when using multiple fluorochromes, 
each with different spectral properties.14 The compensation pro-
cess involves subtraction of the “spillover” signal detected by the 
photodetector that is generated by samples stained with only 
one fluorochrome. Currently, most flow cytometry analysis soft-
ware allows for off-line compensation, where the single reagent 
stained tubes are used to create a compensation matrix that is 
then applied to all the tubes in the experiment. This allows for 
much-simplified compensation procedures without the need for 
any hardware compensation during data collection.

Quality Control
Quality control is a critical component of clinical flow cytom-
etry to ensure optimal results.15 This includes monitoring instru-
ment setup and performance, optimizing sample preparation 
and reagents, and standardizing controls and data interpretation. 
Quantitative flow cytometry based on a fluorescence standard 
curve provides quantitative data in units referred to as molecular 
equivalents of soluble fluorochrome (MESF). Finally, participa-
tion in interlaboratory proficiency testing surveys, such as the tri-
annual samples provided by the College of American Pathologists 
(CAP), is an important additional measure to monitor laboratory 
performance, and this is mandated in US clinical laboratories 
by the Clinical Laboratory Improvement Amendment of 1988 
(CLIA 88).

METHODS
Whole-blood lysis represents the most common technique and 
consists of mixing a fixed volume of anticoagulated whole blood 
(or bone marrow) with one or more directly conjugated mono-
clonal antibodies, followed by incubation at a designated tem-
perature and time. Next, the red blood cells are lysed and the 
sample is washed and fixed to reduce infectious risk before be-
ing run into the flow cytometer. The non-lysed cells remaining 
include all peripheral blood leukocytes and any non-lysed red 
cells, platelets, and debris. The heterogeneity of the sample ne-
cessitates careful lymphocyte gating (see section above) to gen-
erate accurate immunophenotyping data. The advantages of the 
whole-blood lysis method include fewer preparation steps, less 
sample handling, and a lower likelihood of differential lympho-
cyte loss. Flow cytometry can also evaluate alternative sources of 
cells (e.g., bone marrow, bronchial alveolar lavage fluid, fine-nee-
dle aspirates). Patient studies must be determined with the same 
methods and reagents as used to determine the control ranges 
to ensure comparability. The number of events (cells) analyzed 

typically ranges from 10,000 to 20,000 in routine  clinical studies 
but must be increased when evaluating very small subpopula-
tions of cells to produce statistically relevant data.

The application of control ranges must consider the fact that 
significant changes occur in lymphocyte distribution and devel-
opment during childhood, as well as changes in lymphocytes 
that occur among the very elderly.16 Other factors can also im-
pact lymphocyte distribution, including race, gender, diurnal 
variation, recent or intercurrent infection.

The choice of immunophenotyping reagents depends on the 
cells being targeted for study and the question being asked. Howev-
er, regardless of the specific set-up, the inclusion of a tube with gat-
ing reagents (anti-CD45 and anti-CD14) to confirm the integrity of 
the standard lymphocyte gate is recommended.11 In addition, con-
trol reagents should be included to establish the fluorescence inten-
sity of negative cells. Important internal controls include a pan-T-, 
B-, and NK-cell marker for every sample (Table 93.1), based on 
the principle that the whole is the sum of its parts. Thus, the total 
percentage of lymphocytes in the gate determined by the gating re-
agents should approximately equal the sum of the percentages for 
T, B, and NK cells. A technical or biological explanation must be 
identified when this relationship does not hold. These would in-
clude the presence of immature or malignant cells that were not 
identified by standard pan-T-, B-, and NK-cell reagents. In addi-
tion, if the gating reagents (CD45/CD14) had not been included, 
contaminating cells (e.g., myeloid precursors, nucleated red blood 
cells, large platelets) with forward- and side-scatter characteristics 
similar to those of lymphocytes could not be ruled out. Potential 
technical problems include reagent or fluorochrome degradation, 
failure to add a reagent, and a host of others. Evidence for any ma-
jor technical error requires repeating the study.

Additional data that can be used for controls depend on the 
setup. For example, the availability of multiple antibodies that 
identify a similar cell sub-population can serve as a useful check 
(e.g., total T cells by comparing CD3 and CD5 or CD2; total B 
cells by comparing CD19 and CD20). In addition, the use of 
specific reagents in more than one tube enables comparison 
between the repeat values. The application of internal checks 
should be performed by the flow operator as a simple means of 
confirming the validity of the data. Insights regarding unusual 
biological findings may also be uncovered through this type 
of evaluation (e.g., the presence of an increased population of 
CD4−/CD8− double-negative T cells).

TABLE 93.1 Selected Lymphocyte Surface 
antigens for Immunophenotyping

t cells
Pan-T cell: CD3, CD2, CD7, CD5
Major T-cell subset: CD4, CD8
Surface antigens associated with function: CD28, CD31, CD38, 

CD45RA, CD45RO, CD62L, CCR7
Activation antigens: CD25, CD40L, CD69, CD71, HLA-DR

B cells
Pan-B cell: CD19, CD20, surface immunoglobulin
Major B-cell subset: CD5, CD21
Surface antigens associated with function: CD27, CD40, CD80, CD86
Activation antigens: CD23, CD25

NK cells
Pan-NK cell: CD16, CD56
NK subset: CD2, CD8, CD57
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based on the percentages of the respective cell types (and an abso-
lute lymphocyte count). The evaluation of CD4 T-cell counts has 
formed the basis for monitoring patients infected with HIV.17 The 
quantitation of CD34+ hematopoietic stem cells in donor periph-
eral blood or bone marrow is used in many cellular reconstitution 
protocols.18 Subpopulation characterization can also be useful in 
the evaluation of patients with clinical history and laboratory 
findings suggestive of immune deficiency.19 This has taken on a 
higher level of significance in the setting of newborn screening 
for severe T-cell immune deficiency via the T-cell receptor ex-
cision circle (TREC) assay that, when abnormal, is typically fol-
lowed by immunophenotyping to evaluate for naive T cells.

When evaluating for the presence or absence of surface pro-
teins associated with specific functional attributes, it is important 
to realize that this approach does not assess the actual functional 
status of the cells. This point is clearly illustrated by the finding of 
normal B-cell numbers in most patients with common variable 
immune deficiency (CVID) despite the fact that these patients 
fail to produce immunoglobulins normally (see Chapter 33). 
However, changes in the characteristics of the B cells, particularly 
relative to memory B cells, provide potential insight into differ-
ent phenotypes of this disorder and provide additional support 
for heterogeneity of patients with CVID. Due to the limitations 
of immunophenotyping, it is common practice when evaluating 
the status of the immune system to perform cell function testing 
in parallel.

Flow cytometry can be used to test for the presence or absence 
of a specific cell surface antigen. An example of this type of appli-
cation is in the evaluation of a patient with a history of recurrent 
skin infections, delayed wound healing, and persistent granulocy-
tosis, which suggests a diagnosis of leukocyte adhesion deficiency 
type 1. This disorder results from a defect in the gene encoding 
CD18, preventing the expression of three different heterodimeric 
adhesion molecules (β2 integrins), each containing CD18 (see 
Chapter 39). This disorder can usually be diagnosed by studying 
granulocytes (and lymphocytes) for the expression of CD18 (as 
well as the three isoforms of CD11). Patients often have decreased 
rather than absent CD18 expression, and further confirmation of 
the diagnosis can be accomplished by demonstrating a failure of 
CD18 upregulation following granulocyte activation.

Immunophenotyping can also help address questions regard-
ing the level of cell differentiation. Antibodies specific to proteins 
expressed by early (precursor) cells represent one approach and 
would include evaluating for the thymocyte marker CD1 or the 
pre-B-cell marker CD10 (CALLA), to cite two. However, defining 
the developmental level of a particular cell population or subpop-
ulation is best accomplished using a panel of reagents that span 
the natural history of the cell lineage. This approach represents the 
standard for testing leukemias and lymphomas (see Chapters 77 
and 78). In addition to defining the presence or absence of specific 
antigens, evaluating their level of expression is also valuable, which 
may be altered in the abnormal cells. Malignant cells may also ex-
press antigens associated with different lineages and have altered 
forward- and side-scatter characteristics, as well as diminished or 
absent CD45 expression, requiring modified gating approaches.

Issues of monoclonality can be dealt with using flow cytom-
etry when analyzing B cells, and in some circumstances, when 
studying T cells. Normally B cells are a heterogeneous mixture 
of mutually exclusive κ or λ light-chain-positive cells.  Measuring 
the distribution of κ or λ light-chain expressing B-cells or plas-
macytes can be informative as to the presence or absence of 
monoclonality (see Chapter 79). The capacity to evaluate T-cell 

CLINICaL rELEVaNCE
Immunophenotyping Studies

• Can be used to identify cell subsets, lineage, stage of cell differentiation, 
state of cell activation, and clonality.

• Lymphocyte results should be checked with T cells + B cells + NK
cells = 100%.

• Immunophenotyping studies are not the equivalent of lymphocyte
function studies.

The challenge in performing immunophenotyping is to accu-
rately identify cells with specific surface characteristics (antigens). 
As previously noted, the capacity to discriminate cell subpopula-
tions is often enhanced through the directed use of antibody com-
binations. The typical data generated consist of the percentage of 
negative versus positive cells when using one reagent and mul-
tiple subpopulations when using more than one reagent. Regard-
less of the experimental design, it is important to consider not 
only the percentage of cells within each subpopulation but also 
the absolute number of cells. This is most commonly obtained 
by multiplying the relevant percentage from the flow cytometer 
by the absolute lymphocyte count obtained using a white blood 
count and differential. For example, when assaying for CD4 T-cell 
counts, the percentage of CD4+ cells is multiplied by the absolute 
lymphocyte count to yield the absolute CD4 count. However, us-
ing two separate procedures (i.e., dual platforms) to generate the 
final result introduces the possibility of an additive error based 
on the inherent errors of the two different methods. This fueled 
a search for approaches performing both tasks by flow cytom-
etry (i.e., a single platform). One alternative involves the inclusion 
of a fixed number of fluorescent beads (in a defined volume) in 
each tube as a reference standard to generate absolute numbers 
without requiring the use of an absolute lymphocyte count. An 
alternative approach involves the use of impedance-based cell 
counting in the flow cytometer to generate an absolute lympho-
cyte count (dependent on a fixed volume of sample being run) to 
generate both percentage and absolute number for each specific 
population or subpopulation. Regardless of the approach, the re-
porting of both percentages and absolute numbers is necessary 
when immunophenotyping peripheral lymphocytes.

The objective of evaluating malignant cells is often to charac-
terize the lineage and differentiation level of the abnormal cells 
rather than quantifying subpopulations. The pattern of reactivity 
combined with fluorescence intensity is often useful in identify-
ing leukemic patterns, whereas absolute numbers are usually not 
required. However, flow cytometric detection and quantitation 
of rare abnormal cells can be useful in evaluating for minimal 
residual disease post therapy in lymphoproliferative disorders.

PRACTICAL APPLICATIONS OF FLOW CYTOMETRY

Immunophenotyping Studies

The majority of immunophenotyping studies are directed to 
enumerate specific cell subpopulations, evaluating for the pres-
ence or absence of particular surface antigens, identifying the 
differentiation level of specific cells, determining cell lineage, 
evaluating for functional correlates based on specific antigen 
expression, examining for evidence of cell activation, and/or es-
tablishing evidence of monoclonality.

Quantification of a particular cell subpopulation can be read-
ily accomplished by flow cytometry generating cell numbers 
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monoclonality by flow cytometry is less definitive and consists 
of using T-cell antigen receptor β-variable (Vβ) chain-specific 
reagents to look for evidence of significant over representation 
of one Vβ chain family. This approach currently consists of set-
ting up a series of tubes, each with three different Vβ family-
specific monoclonal antibodies, one conjugated with FITC, one 
with PE, and the third with FITC plus PE. This combination 
enables distinguishing the frequency of each of the three differ-
ent Vβ families per tube (green+, orange+, green+/orange+) and 
represents a flow cytometric method to complement PCR-based 
spectratyping.20

The state of lymphocyte activation can be addressed by eval-
uating for the presence of surface antigens that are found only 
on activated cells or are upregulated following activation. These 
include receptors for specific growth factors (e.g., IL-2 receptor 
α chain, CD25), receptors for critical elements required for cell 
growth (e.g., transferrin receptor, CD71), ligands for cell–cell 
communication following activation (CD152 [CD40 ligand] on 
activated CD4 T cells), and surface antigens that are upregulat-
ed as a result of activation (e.g., adhesion molecules, HLA-DR, 
CD69). In addition, the memory status of both T cells and B cells 
can be assessed based on differential surface molecule expression 
associated with prior antigen encounter. This enables a distinc-
tion to be made between naïve T cells that express CD45RA, 
CD31 (recent thymic emigrants), CD62L, and CCR7 from mem-
ory T cells that express the alternative CD45 isoform, CD45RO 
(and varied CD62L or CCR7, depending on whether the cells are 
central or effector memory cells).21 In addition, memory B cells 
can be detected by the expression of CD27 and be further divided 
into isotype-switched and non-switched memory cells based on 
their pattern of surface immunoglobulin expression.22

Defects associated with familial lymphohistiocytosis (FLH) are 
generally associated with abnormal NK cell function. Many of the 
FHL-causing defects can be determined by flow cytometry. For ex-
ample, SAP and XIAP intracellular staining (see next section) can 
be used to evaluate for X-linked lymphoproliferative (XLP) disor-
ders type 1 and 2, respectively. Likewise, lack of intracellular perfo-
rin expression in NK cells would be indicative of hemophagocytic 
lymphohistiocytosis (HLH) type 2. Additionally, the evaluation of 
CD107a surface expression, which is normally expressed on cyto-
plasmic granules and upon degranulation in response to incuba-
tion with specific target cells (e.g., K562 cells), is expressed on the 
surface of NK cells and is useful in determining the underlying 
genetic defect causing FHL.23 Specifically, lack of surface CD107a 
is indicative of syntaxin-11 or MUNC-13.4 defects.

Ligand binding and transmembrane signal transduction result-
ing in cellular activation can be evaluated using flow cytometry. 
Changes in intracellular ionic calcium concentration (Ca2+) are 
frequently used to monitor cell activation after ligand binding. 
These changes are associated with the activation of phospho-
lipase C and protein kinase C. In general, three reagents have 
been used to measure Ca2+: quin 2, indo-1, and fluo-3. Quin 
2 has a low excitation coefficient and is not useful for flow cy-
tometry; indo-1 requires ultraviolet excitation; fluo-3 can be ex-
cited by 488 nm but does not permit ratiometric analysis. Nev-
ertheless, because of its ease of use fluo-3 is currently the most 
widely used probe for intracytoplasmic Ca2+ evaluation by flow 
cytometry. Strict attention must be paid to loading conditions, 
the presence or absence of free Ca2+ in the medium, experimen-
tal temperature, baseline measurements, and calibration. This 
approach can be combined with cell surface marker or cell cycle 
evaluation.24

Intracellular pH changes related to cellular activation also 
can be evaluated. The most useful probe for pH is SNARF-1.24 
This probe can be excited at 488 nm and allows for ratiomet-
ric analysis with detection wavelengths set for 575 and 640 nm. 
Glutathione (glutamylcysteinylglycine [GSH]) is an important 
antioxidant generated during cell activation that can be mea-
sured by flow cytometry.24 The fluorescent probe monochloro-
bimane is commonly used for this measurement, but it is com-
plicated by the need to determine GSH by high-performance 
liquid chromatography (HPLC).

Additional approaches to evaluate cellular activation in-
clude assessment of intranuclear markers (Ki-67, PCNA) as 
well as surface proteins that are upregulated following cellu-
lar activation (e.g., CD69, CD25, CD71).25 Actual cell division 
can be evaluated using cell tracking dyes (e.g., PKH26, CFSE, 
Cell Trace™ Violet) that lose 50% of their fluorescence with 
each round of cell division.26 This approach has become more 
common in the clinical assessment of lymphocyte function 
due to the capacity to evaluate specific lymphocyte subpopu-
lations responding to mitogenic and antigenic stimuli. Cell 
labeling dyes also can be used to label target cells in cell-based 
cytotoxicity assays.27 Recently, an approach to evaluate lym-
phocyte proliferation following cell stimulation has been de-
scribed using the thymidine analog, EdU. Detection of DNA 
synthesis induced by the different activating agents is mea-
sured using a copper-catalyzed click chemistry, which results 
in EdU being covalently bonded to a fluorescent azide.28 This 
approach allows the assessment of cell proliferation at the cell 
population or subpopulation (e.g., CD3, CD4, CD8) level and 
can be used in association with mitogen and recall-antigen 
stimulation.

An alternative approach to the functional evaluation of cell 
activation is based on the detection of phosphorylated intracel-
lular proteins associated with specific activation signals using 
flow cytometry. An example of this is the detection of phos-
phorylated signal transducer and activator of transcription 1 
(STAT1) following interferon-γ (IFN-γ) stimulation of mono-
cytes, which has been found to be equal to or more sensitive 
than immunoblotting.29 Using this same principle, a more com-
prehensive evaluation of multiple signaling pathways using dif-
ferent cytokines (e.g., IL-2, IL-4, IL-6, IL-7, IL-21, and IFNα) 
and combinations of JAK-STAT proteins in CD4+ T cells, or 
alternative activation pathway in macrophages (through IL-4), 
could also be determined (Fig. 93.6). This type of assay requires 
fixation and permeabilization optimized to the phosphoepitope 

CLINICaL rELEVaNCE
Intracellular Flow Cytometry

• Activation-directed studies:
• Cell (lymphocyte) proliferation
• Calcium flux
• Intracellular protein phosphorylation
• Oxidative burst: neutrophils

• Intracellular cytokine studies:
• Clarify the Th1/Th2/Th17 status of an immune response
• Can be assessed in an in vitro antigen-specific response
• Can be combined with evaluation of cell surface studies

Intracellular Evaluation
Cellular Activation
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of interest to allow the entry of the specific reagent. Similarly, 
the compatibility of surface epitopes and fluorochromes with 
certain fixation and permeabilization protocols needs to be con-
sidered. Currently, several intracellular signaling proteins that 
undergo phosphorylation following a specific activation signal 
can be assessed using commercially available reagents.

The NF-κB pathway has an important role in regulating 
lymphocyte development, immune responses, inflammation, 
cell proliferation, and cell death. Two signaling pathways have 
been described to be associated with NF-κB: canonical and 
noncanonical. Signaling through the NF-κB canonical path-
way depends on IκBα phosphorylation, ubiquitination, and 
proteasome degradation upon cell stimulation. Once IκBα 
is degraded, it releases c-Rel/p65 and p50 to be translocated 
to the  nucleus in order to initiate gene transcription. Evalua-
tion of IκBα  phosphorylation (phospho-IκBα), as well as IκBα 
 degradation and re-synthesis kinetics using flow cytometry, and 
intracellular staining allows for the determination of the NF-κB 
canonical pathway signaling integrity (Fig. 93.7).

The assessment of oxidative burst following cell  stimulation 
plays a central role in neutrophil function testing using  

the hydrogen peroxide-sensitive dye dihydrorhodamine 123 
(DHR123). This procedure involves loading granulocytes with the 
dye, stimulating with phorbol myristate acetate (PMA), and eval-
uating for fluorescence by flow cytometry.9 This test has proved to 
be extremely accurate in diagnosing patients with chronic granu-
lomatous disease (CGD) and carriers of  X-linked CGD.

An important advantage is its sensitivity, which allows the 
detection of one normal cell in a population of 1000 abnormal 
cells. This makes the assessment of oxidative burst a useful tool in 
 following allogeneic granulocyte survival after transfusion into pa-
tients with CGD, as well as a means of following donor  chimerism 
in the setting of allogeneic stem cell transplantation. It also pro-
vides a method to identify corrected cells following gene therapy 
in CGD and has utility in predicting disease outcome in CGD.30

Intracellular Cytokine Detection
Flow cytometry affords a platform to evaluate cytokine 
 production at a single-cell level using cytokine-specific directly 
conjugated monoclonal antibodies following fixation and per-
meabilization of cells. This approach allows for the simultaneous 
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detection of two or more intracellular cytokines in combination 
with cell surface markers and/or other intracellular markers. Im-
portant aspects of intracellular cytokine detection include the 
use of a protein transport inhibitor during activation, the use of 
proper controls, and the choice of antibodies. As there is little 
or no spontaneous cytokine production in circulating human 
lymphocytes, intracellular cytokine detection requires in vitro 
activation. Initial experience was based on supraphysiological 
stimulation using PMA and ionomycin, but antigen-specific ac-
tivation systems have also proven to be feasible. It should be em-
phasized that regardless of the activation method, the duration 
of activation is an important variable, as individual cells reach 
maximum cytokine production at different times. In addition, 
different cytokines have different optimal periods of activation. 
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FIG. 93.8 Two-color dot plots of CD3+ T cells evaluated for in-
tracytoplasmic interferon-γ and IL-4 expression. The donor had a 
positive skin test to PPD and demonstrated a Th1 pattern of cy-
tokine expression (interferon-γ) in response to Mycobacterium 
tuberculosis antigen, with an absence of a Th2 cytokine pattern 
(IL-4). Courtesy of Calman Prussin, MD.

CLINICaL rELEVaNCE
Cell Cycle Analysis

• Useful for screening percentage of S phase and aneuploidy
• Can be combined with cell surface studies
• Can be combined with markers of apoptosis

It is recommended that a proper kinetic profile be established for 
the biological system or clinical condition being studied.31

To increase the level of intracellular cytokines, inhibitors of 
intracellular protein transport and secretion (e.g., monensin or 
brefeldin) are commonly used, which lead to the accumulation 
of proteins within the cell. Nonspecific binding of the antibody 
reagents is an issue, as permeabilization allows access not only 
to the cytokine of interest but also to other proteins present in 
much greater quantities than on the cell surface. In addition, fix-
ation further increases nonspecific binding and the use of both 
a negative-control sample, which contains an excess of unla-
beled or “cold” anti-cytokine antibody, and an isotype-matched 
or FMO-control sample provide the optimal control. When the 
conjugated anti-cytokine is added to the negative-control sam-
ple, it can only bind to other proteins in a nonspecific manner, 
thereby providing a measure to discriminate between specific 
and nonspecific binding. The use of directly conjugated anti-
cytokine antibodies not only simplifies the staining procedure 
but also provides the best distinction between specific and non-
specific binding. Because the fixation agent may change the na-
tive state of certain epitopes, it is also important to use antibod-
ies that recognize antigens after fixation when combining cell 
surface characterization with intracellular cytokine evaluation.

One of the main applications of intracellular cytokine de-
tection by flow cytometry has been the study and refinement 
of the Th1/Th2/Th17 paradigms. It has recently become clear 
that the regulated secretion of cytokines can be used to study 
the response of individual T cells to both polyclonal stimuli 
and specific antigens. Measuring antigen-specific T-cell cyto-
kine expression in response to specific antigen offers a useful 
alternative to the tetramer-based approach (discussed below) to 
quantify the frequency of antigen-specific T cells (Fig. 93.8).31

Cell Cycle Analysis

In addition to surface immunophenotyping and cytoplasmic 
characterization, flow cytometry is also used in cell cycle analy-
sis. Propidium iodide (PI) is the most used fluorochrome, ow-
ing to its optimal linear DNA-binding capacity in a variety of 
different cell types. Thus, a single-parameter histogram of DNA 
content using PI readily permits the determination of cell cycle 
compartments, expressed as the percentage of cells in G0–G1, S, 
and G2-M (Fig. 93.9A). In addition to these conventional pa-
rameters, the presence or absence of aneuploidy can be deter-
mined by inspection of the G0–G1 peak and/or use of a DNA 
index (ratio of abnormal DNA content to a diploid DNA stan-
dard). Also, elevation in the S and/or G2-M phase can be detect-
ed. The optimal display of these data uses a combination of side 
scatter versus DNA content. Cells observed on the histogram 
in the area below the level of G0–G1 may be undergoing apop-
tosis.32 When dealing with DNA staining, a consistent cellular 
source of DNA (e.g., chicken erythrocytes) should be used as an 
internal reference for evaluating DNA content and evaluating 
the cell cycle distribution.
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It should be noted that several different computer algorithms 
have been developed to determine the relative proportion of each 
cell cycle compartment, and the selection of a software program 
is not a trivial process. The major instrument manufacturers sup-
ply cell cycle analysis programs, and there are also third-party 
programs available. Generally, the optimal program should be ca-
pable of modeling two or more aneuploid populations, subtract-
ing debris (particularly if formalin-fixed paraffin-embedded ar-
chival material is used), and accurately estimating S-phase cells.32 
The combination of a surface marker and cell cycle has been very 
useful in differentiating normal cell populations from tumor cell 
populations. One example is the use of anti-κ, anti-λ, or B-cell 
 reagents to separate the aneuploid B-cell clone from the remain-
ing normal, reactive B cells in a lymphoid cell mixture. Another 
uses cytokeratin as a marker to distinguish between the tumor 
cells and the inflammatory cells that are present.

The other major event that has occurred in cell cycle analysis 
has been the development of technology using the incorpora-
tion of bromodeoxyuridine.33 This thymidine analog is used to 
directly determine the percentage of S-phase cells. Also, when 
used in kinetic studies, it permits a determination of the indi-
vidual times for the components of the cell cycle and a determi-
nation of the growth fraction.

Apoptosis Detection
Flow cytometry has become the method of choice for the de-
tection and quantification of cellular apoptosis.34 This is due in 
part to its capacity for rapid assessment of a large number of 
cells and samples. Many distinct features of an apoptotic cell can 
be evaluated by flow cytometry based on light scatter, plasma 
membrane changes, mitochondrial transmembrane potential, 
DNA content, and DNA integrity.

The light-scattering properties of a cell undergoing pro-
grammed cell death are the simplest attributes that can be assessed 
by flow cytometry. Dying cells typically shrink, producing a loss in 
FSC and, despite an initial transient SSC increase, there is ultimate-
ly a decrease in SSC (see Fig. 93.9B). The use of light scatter can be 
combined with cell surface staining to help characterize the dying 
cells. However, scatter changes alone are not specific to apoptosis 
and should be accompanied by an additional characteristic asso-
ciated with cell death. Live cells have phospholipids asymmetri-
cally distributed in the inner and outer plasma membrane, with 
phosphatidylcholine and sphingomyelin on the outer surface and 

phosphatidylserine (PS) on the inner side. Early during apoptosis, 
cells lose asymmetry, exposing PS on the outside. Annexin V is a 
protein that binds preferentially to negatively charged phospho-
lipids such as PS, and directly conjugated annexin V is a useful 
reagent for the specific detection of apoptotic cells.34

Another characteristic of plasma membranes associated with 
live cells is that they exclude charged cationic dyes such as prop-
idium iodide (PI) and 7-amino-actinomycin-D (7-AAD). Con-
sequently, only cells in a late stage of apoptosis, with ruptured 
cell membranes, will take up these dyes. Thus, the combined use 
of cationic dyes (e.g., PI) with annexin V allows the discrimina-
tion between live cells (annexin V negative/PI negative), early 
apoptotic cells (annexin V positive/PI negative), and late apop-
totic cells (annexin V positive/PI positive).

Assessment of mitochondrial transmembrane potential 
(Δψm) is yet another technique used to identify apoptotic cells. 
Cells decrease Δψm very early in the apoptotic process before 
rupture of the plasma membrane, losing the ability to accumu-
late potential-dependent dyes such as rhodamine 123, JC-1, or 
3,3″-dihexyloxacarbocyanine iodide (Dioc63). These dyes can 
also be used with PI to detect cells in the different stages of apop-
tosis (see Fig. 93.9C).

Measurement of DNA content can also be employed to dis-
tinguish live from dead cells, as described above (see Cell Cycle 
Analysis). This kind of analysis has to be done using a linear 
scale, not logarithmic, in order to discriminate dying cells from 
debris. DNA cleavage also exposes -OH termini associated with 
the DNA breaks, and these can be detected via the attachment 
of fluorochrome-conjugated deoxynucleotides in a reaction cat-
alyzed by exogenous TdT, a technique called TUNEL.
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KEY CONCEPtS
Peptide–Major Histocompatibility Complex 
 Tetramers

• Useful for assessing the number of antigen-specific T cells
• Can be directed at both CD4+ and CD8+ T cells
• Requires information about the antigenic peptide and HLA (MHC)

restriction

Peptide–Major Histocompatibility Complex 
Multimers
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In contrast to B cells, direct visualization of antigen-specific 
T cells ex vivo has, until recently, been unsuccessful. In 1996, 
Altman et al. introduced a novel flow-cytometry-based meth-
odology that enables the direct visualization and quantification 
of antigen-specific T cells.35 The generation of soluble peptide-
major histocompatibility complex (MHC) multimers allows for 
multiple TCRs being engaged at the same time, which results in 
markedly greater avidity of these multimeric ligands for their 
peptide-specific TCR. The most common multimer methodol-
ogy involves engineering a biotinylation recognition sequence 
on the –COOH terminus of the extracellular domain of one 
chain of the MHC molecule that, after combining with a spe-
cific antigenic peptide, is bound by avidin or streptavidin. As 
both avidin and streptavidin have four biotin-binding sites, 
the result is a tetrameric peptide–MHC complex that serves 
as a ligand for T cells specific for both the peptide and MHC. 
 Flow-cytometric detection is achieved by labeling streptavidin 
with a fluorochrome. The major pitfall to this approach is the 
need to know the  antigen-derived peptide and its HLA-restric-
tions, as well as the HLA type of each subject studied. Since the 
initial report, an increasing number of tetramer-based studies 
have appeared. Most have focused on the MHC class I-medi-
ated immune response in both mice and humans to a variety 
of infectious agents, including cytomegalovirus (CMV), HIV, 
 Epstein–Barr virus, and others. Since the initial description with 
class  I-restricted recognition, detection of antigen-specific CD4 
T cells with tetramers of soluble MHC class II molecules and 
covalently linked peptide has also been reported. New method-
ologies now allow higher valency multimers such as pentamers, 
octamers, dodecamers, and dextran-based multimers.36

In addition to demonstrating the feasibility of this approach, 
the published studies have provided several new insights into 
the MHC class I-mediated immune response (see Chapter 5). 
For example, it has become clear that the extent of the MHC 
class I-mediated cellular response is much greater than previ-
ously estimated. Furthermore, the extensive proliferation of CD8 
T cells during an acute infection is not the result of bystander 
activation but represents an expansion of antigen-specific CD8 
T cells. Peptide–MHC -multimer assays have also shown prom-
ise in the study of the kinetics of primary and secondary im-
mune responses, as well as in a better understanding of concepts 
such as immunodominance and clonal exhaustion.

An obviously attractive aspect of this technology is that tet-
ramer staining can be combined with a variety of cell surface 
and intracellular phenotypic and functional markers. Already 
there are indications that the phenotype of antigen-specific 
T cells varies between individuals and between different phases 
of the immune response. In addition, tetramer-positive T cells 
can be sorted for further analysis, such as cytotoxicity assays 
or in vitro expansion. The multimer-based technology has not 
only proved useful for the study of the immune response to in-
fectious agents, but it has also been applied to the study of oral 
tolerance, autoimmune conditions, and tumor immunology. It 
is likely that this highly sensitive and specific technology and 
other approaches that define antigen-specific response will find 
many more applications and will lead to new discoveries and a 
reassessment of certain existing concepts.37

CONCLUSION

Flow cytometry has become readily available in clinical labo-
ratories, and the application of this technology has moved for-
ward in parallel to significant improvements in instrumentation 
and the availability of an array of monoclonal reagents. Prop-
erly performed flow cytometry can provide rapid and accurate 
lymphocyte subpopulation identification. The primary clinical 
indications of immunophenotyping remain quantifying CD4 
T-cell counts in HIV infection, lineage assignment in leukemias 
and lymphomas, evaluation of other hematologic cell types, and 
assessing CD34 expression to identify stem cells for transplanta-
tion. Additional uses include characterizing immune deficiency 
disorders, evaluating immune-mediated inflammatory dis-
eases, and assessing patients following organ transplantation. 
Generally, immunophenotyping does not represent a diagnostic 
 procedure but rather plays a part in the evaluation and under-
standing of complex disorders and the longitudinal evaluation 
of immunomodulatory therapy.

It is critical to recognize that immunophenotyping is a means 
of identifying cells, but it is not directed at cell function. The 
expansion of flow-cytometric techniques to evaluate intracellu-
lar characteristics, assess intracellular changes associated with 
activation, characterize apoptosis and identify antigen-specific 
T cells has moved this technology into the cell function arena. 
These newer approaches expand the utility of flow cytometry as 
a valuable method for the characterization of various aspects of 
immune function.
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The immune response is mediated by a complex network of cells, 
soluble and membrane-bound biological mediators, and recep-
tors interacting within the context of specific tissues and organs 
to protect against pathogens. T cells recognize antigen primarily 
in the context of antigen-specific T-cell receptors (TCRs) and 
specific peptides presented by molecules of the major histocom-
patibility complex (MHC), either class I or class II (Chapters 5 
and 6). T cells are also capable of responding nonspecifically to 
polyclonal stimuli, such as mitogens (in vitro) or superantigens 
(in vivo) that initiate a broader, non-antigen-specific prolifera-
tive response. T cells upon activation also produce cytokines 
that are crucial to their effector functions including activating B 
cells and inducing antibody production, promoting differentia-
tion of cytotoxic T cells, activating macrophages, and promot-
ing activation and migration of inflammatory cells. Cytokines 
play a role in the induction of the T-cell response when pro-
duced by antigen-presenting cells (APCs) at the time of antigen 
recognition. B cells recognize antigen directly via the B-cell re-
ceptor (BCR; involving surface immunoglobulin) and produce 
antibodies with help from T cells (T-dependent antigens) or 
the innate immune system (T-independent antigens). More re-
cently, the granularity of the antibody response has been further 
delineated, and T-dependent antibody responses are divided 
into type 1, with help provided by T-follicular helper cells (Tfh), 
and type 2, with help provided by NKTFh cells (derived from 
invariant NKT cells [iNKT] expressing the Vα24 Jα18  antigen 
receptor). Similarly, T-independent responses are classified into 
three groups: type 1, induced by recognition of microbial anti-
gens by the Toll-like receptors (TLRs) in the absence of Bruton 
tyrosine kinase (BTK); type 2, which requires the presence of 
BTK; and type 3, which has neutrophil B-helper cells.1–3 The 
antibody responses to vaccination depend on a variety of fac-
tors,4 including the mobilization of particular B-cell subsets in 
response to specific antigens, and subsequent antibody produc-
tion. B1 B cells are considered a unique population of B cells en-
riched in certain secondary lymphoid tissue, which are capable 
of self-renewal and producing natural antibodies, specifically 
 immunoglobulin M (IgM), and priming T cells.5

Regulatory (Treg) cells have been shown to play a critical role 
in the control of both physiological and pathological immune 
responses in a variety of contexts (Chapter 13). Treg cells exert 
a direct inhibitory effect on the development of autoimmune 
disease because their absence leads to the development of a se-
vere phenotype, as manifested by the FOXP3 deficiency, IPEX 
(immune dysfunction/polyendocrinopathy/enteropathy/X-
linked) (Chapter 34).6 Treg cells can suppress the proliferation 
of antigen-stimulated naïve T cells, as demonstrated by in vitro 
studies, and induction of FOXP3 in conventional naïve T cells 
imparts suppressive function in vitro and in vivo, resulting in 

the generation of induced-regulatory (iTreg) T cells.7 Besides 
producing antibodies to neutralize pathogens as well as pre-
senting antigen to T cells, B cells also exert immunomodulatory 
control of the immune response, primarily via interleukin (IL)-
10 production. IL-10-producing B cells, classified as regulatory 
B (Breg) cells, play an important role in immune homeostasis 
and protection against autoimmune responses and inflamma-
tory damage.8 Breg cells, in addition to producing IL-10, secrete 
other cytokines that act on other effector T-cell subsets, Tregs, 
APCs such as dendritic cells (DCs), and macrophages.

NK cells are considered to be innate immune effector cells, 
but they straddle the threshold of innate and adaptive immu-
nity. NK cells are directly involved in cytotoxicity and cytokine 
secretion upon activation, but they also function indirectly by 
regulating APC and the effector T cells response. NK cell acti-
vation is controlled by synergistic signals from activating and 
inhibitory receptors.9 The characteristics, responses, and assays 
to measure the activity and function of each of these subsets are 
described in detail in the sections below.

T-CELL RESPONSE
T cells form the cellular arm of the adaptive immune response, 
and each T cell has unique specificity derived from the presence 
of a functional, antigen-recognizing receptor (TCR) on the cell 
surface. On the surface of the T cell, the TCR associates with the 
CD3 complex, composed of four distinct subunits (γ, δ, ε, and 
ζ); the cytosolic components of the CD3 complex are involved 
in the intracellular propagation of signals after ligation of the 
TCR. Besides the CD3 complex, the TCR also clusters with a 
CD4 or CD8 coreceptor, depending on the type of T cell; CD4 
T cells recognize antigen (Ag) in the context of MHC class II 
molecules, whereas CD8 T cells recognize antigen presented 
on MHC class I. The first signal or “cognate” signal, which is 
recognition of peptide–MHC complex by the TCR, results in 
actin-mediated reorganization of the cytoskeleton in both the 
T cell and APC to form the immunological synapse (Fig. 94.1). 
The synapse consists of the TCR along with other costimulatory 
molecules and adhesion receptors, which results in the forma-
tion of a large macromolecular structure called the supramo-
lecular activation complex (SMAC). The unique organization 
of the SMAC results in prolonged and stronger intracellular 
interactions and appropriate downstream signaling activity, 
including phosphorylation of the CD3 receptor components. 
The complete culmination of the TCR-induced signals results in 
IL-2 production and secretion, which drives T-cell proliferation 
in an autocrine and paracrine manner.

It is important to recognize that various T-cell processes and 
stages of differentiation are specifically regulated by  metabolic 
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pathways.10,11 For example, naïve T cells rely on oxidative phos-
phorylation for their metabolism, with additional glycolytic 
metabolism during times of proliferation. On the other hand, 
activated effector T cells demonstrate aerobic glycolysis and 
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• Assessment of lymphocyte function typically refers to the measure-
ment of T-cell function via cellular proliferation to nonspecific and
specific stimuli; however, it is much broader and comprehensive,
and refers to any method that assesses any of the various effector or
regulatory aspects of any lymphocyte subset.

• The robustness of clinical interpretation of lymphocyte function  assays 
is dependent on the analytical procedure, sample type, timing of col-
lection, and clinical context, among other factors. Assays  performed
in clinical diagnostic immunology laboratories are  standardized to
minimize inconsistencies in these variables.

CLINICAL RELEVANCE
Lymphocyte Function Evaluation

increased oxidative phosphorylation. T-helper cell-1 (Th1), 
Th2, and Th17 CD4 effector T cells use glycolytic metabolism, 
whereas regulatory T-cell and memory T-cell development is en-
hanced by fatty acid oxidation and catabolic metabolism. In par-
ticular, memory T cells are quiescent and mainly use oxidative 
phosphorylation; however, on antigenic rechallenge, the use of 
oxidative phosphorylation and glycolysis is rapidly  facilitated.10

MEASUREMENT OF T-CELL FUNCTION 
VIA ACTIVATION MARKERS
Activation of T cells results in the expression of several induced 
markers, which can be used to ascertain the competence of T 
cells participating in the immune response. These include CD69, 
CD154 (CD40L), MHC class II, and CD25, which are expressed 
sequentially and can be assessed by flow cytometry.12 In contrast 
to in vivo activation of T cells and subsequent  expression of these 
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markers, in vitro assessment of T-cell function involves activa-
tion of T cells with nonspecific and polyclonal stimulants such as 
phorbol myristate acetate (PMA) or phytohemagglutinin (PHA), 
which results in expression of these markers in a kinetically reg-
ulated fashion.12 The expression of CD40L on activated T cells, 
besides being useful as a global marker for T-cell  activation, is 
used more specifically for the diagnosis of a primary immuno-
deficiency, X-linked hyper-IgM syndrome or CD40L deficiency 
(Chapter 34). CD40L on activated CD4 T cells interacts with 
CD40, expressed constitutively on B cells, and participates in 
isotype (class)-switching as well as providing costimulatory help 
to T cells. The expression of CD40L on activated CD4 T cells 
can easily be ascertained in the laboratory using an in vitro T-
cell stimulation protocol. In this assay, CD69 is used as a con-
trol establishing early T-cell activation. The majority of patients 
(~80%) with mutations in CD40LG have absent protein expres-
sion on activated CD4 T cells; however, ~20% of mutations may 
remain permissive for protein expression, but with aberrant 
function. These patients can be identified by incorporating an 
additional component in the assay using a soluble form of the 
receptor CD40-muIg to assess binding of the ligand. The flow cy-
tometric assay for CD40L expression and function offers a rapid 
diagnostic test for  XL-hyper-IgM syndrome.12

ASSESSMENT OF CELLULAR VIABILITY 
IN LYMPHOCYTES
The flow cytometry–based assays also allow determination of 
viable cells in the sample, which is particularly important in the 
interpretation of results after peripheral blood mononuclear 
cell (PBMC) isolation from anticoagulated (heparinized) whole 
blood. The use of annexin V in a flow cytometry assay enables 
the visualization of apoptotic cells. In addition to visualizing 
apoptotic cells, dead cells can be assessed by simultaneously 
using 7-amino-actinomycin-D (7-AAD) (Chapter 93), which 
is a membrane-impermeable dye excluded from viable cells. 
When internalized into dying or dead cells, it binds to double-
stranded DNA by intercalating between base pairs in guanine 
(G)- cytosine (C)-rich regions. These two dyes can be combined 
to provide information on the proportion of viable cells in the 
starting cell mixture for proliferation assays.

Measurement of T-Cell Competence Via Proliferation
Mitogens are very potent stimulators of T-cell activation and 
induce polyclonal T-cell proliferation. It has been suggested 
that mitogens can induce T-cell proliferative responses even 
if the lymphocytes are incapable of responding adequately to 
antigenic (physiological) stimuli. Therefore, abnormal T-cell 
responses to mitogens are considered a diagnostically less sen-
sitive but more specific test of aberrant T-cell function. Lectin 
mitogens have been shown to bind to the TCR, thereby activat-
ing quiescent T cells. Mitogenic stimulation induces increased 
intracellular calcium (Ca2+) in T cells, which is essential for 
T-cell proliferation. Whereas PHA is a strong T-cell mitogen 
(Fig. 94.2), pokeweed mitogen (PWM) is a weak T-cell mito-
gen that also induces B-cell activation and proliferation with a 
different timeline for maximal stimulation. Mitogens such as 
PHA activate T cells by binding to cell membrane glycopro-
teins, including the TCR-CD3 complex. In addition, there are 
many mitogenic or comitogenic antibodies, including those 
directed against the CD3 coreceptor that can stimulate T-cell 

 proliferation.  Typically, anti-CD3 antibodies provide an initial 
activation signal and provide a variable proliferative response. 
Addition of a costimulatory antibody (anti-CD28) to anti-CD3 
results in enhanced proliferation. An exogenous T-cell growth 
factor, such as IL-2, can also be used as an alternate to anti-
CD28 costimulation, and in patients with suspected IL-2 recep-
tor (IL-2R)–associated signaling defects, it may be more helpful 
from a diagnostic perspective than the use of anti-CD28. IL-2, 
an autocrine cytokine, has been demonstrated to be critical in 
T-cell proliferation and the regulation of T-cell growth through 
binding to a heterotrimeric receptor complex consisting of three 
chains—α, β, and γ (IL-2Rα, IL-2Rβ, and IL-2Rγ)—on the sur-
face of T cells. Triggering of the TCR leads to the synthesis of 
IL-2 in certain T-cell subsets with induction of high-affinity 
IL-2Rs on antigen- or mitogen-activated T cells, the binding of 
IL-2 to the IL-2R ultimately leads to T-cell proliferation. The 
use of exogenous IL-2 in association with anti-CD3 allows dis-
crimination of T cells that cannot proliferate to other mitogenic 
signals but can respond to a potent growth factor such as IL-2.

Antigens, including candida antigen (CA) and tetanus toxoid 
(TT), have been widely used to measure antigen-specific recall 
(anamnestic) T-cell responses when assessing cellular immu-
nity. This may be more revealing about cellular immune com-
promise than assessing the response of lymphocytes to mito-
gens because the latter can induce T-cell proliferative  responses 
even if those T cells are incapable of responding adequately to 
antigenic (physiological) stimuli. Therefore, abnormal T-cell re-
sponses to antigens are considered a diagnostically more sensi-
tive, but less specific, test of aberrant T-cell function. Antigens 
used in recall assays measure the ability of T cells bearing spe-
cific TCRs to respond to antigenic peptides presented by APCs. 
The antigens used for assessment of the cellular immune re-
sponse are selected to represent antigens, seen by a majority of 
the population either through natural exposure (CA) or because 
of vaccination (TT) using a longer in vitro culture period (6 to 7 
days) before assessing the response.

In addition to measuring cellular proliferation as a read-
out for T-cell function, the production of cytokines by acti-
vated T cells is another important component for evaluating 
T-cell functional activity. T cells typically are not monofunc-
tional, producing a single cytokine on activation; rather, they 
are multi- or polyfunctional, and the range of cytokines are 
produced sequentially rather than simultaneously. Although 
a population of stimulated T cells will have individual T cells 

• Cognate recognition of peptide major histocompatibility complex
(MHC) on the antigen-presenting cells (APCs) by the T-cell receptor
 results in formation of the immunological synapse.

• Activated T cells express early activation markers, such as CD69 and
CD40L. Other T-cell activation markers include CD25 and MHC class II 
(human leukocyte antigen–D related [HLA-DR]) molecules.

• T cells can be stimulated to proliferate using nonspecific stimulants
such as plant lectins (mitogens) and cross-linking of the CD3 corecep-
tor, along with other costimulatory molecules (e.g., anti-CD28) or in
the presence of exogenous interleukin-2 (IL-2).

• The magnitude of antigen-specific T-cell proliferation is dependent on
the starting frequency of antigen-specific T cells.

• Flow cytometry–based assays of T-cell proliferation offer the
 advantages of high resolution, accounting for cellular dilution due to
T-cell lymphopenia and single-cell analysis.

KEY CONCEPTS
T-Cell Activation and Function
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results are expressed as either counts per minute (cpm) or dis-
integrations per minute (dpm) of both activated and nonacti-
vated cells (background) cultured for a fixed period of time, 
usually 72 hours for mitogens. A reference range based on 
proliferation results from a group of control subjects should 
be provided along with the patients’ results (both background 
and post-stimulation results). Although this method remains 
widely employed, several disadvantages exist, including but not 
limited to the use of radioactive material (3H-T); its inability 
to discriminate responder cell subsets or to account for cellular 

producing  different cytokines in a temporally regulated manner. 
These cytokines can be measured by intracellular flow cytom-
etry after T-cell activation with mitogens, in both CD4 and CD8 
T-cell subsets, or in the culture supernatant of activated cells. 
Typically, the cytokines measured in in vitro stimulation assays 
include IL-2, interferon (IFN)-γ, IL-4, IL-5, IL-6, IL-17, and tu-
mor necrosis factor (TNF)-α.

The commonly used method for assessing T-cell prolifera-
tion for decades involved the measurement of 3H-thymidine 
(3H-T) incorporated into the DNA of proliferating cells. The 
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demonstrates T-cell proliferation to phytohemagglutinin (PHA) in both cell subsets. In patients with T-cell lymphopenia, where cellular 
dilution may be a concern, single-cell analysis by flow cytometry allows discrimination of functional versus nonfunctional T cells. In 
the lower panel, a patient with T-cell lymphopenia has abnormal proliferation when total lymphocytes are assessed; however, the 
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dilution, which is particularly relevant in the context of T-cell 
lymphopenia; and the lack of information on the contribution 
of cell death after stimulation and its impact on the final result. 
To overcome the intrinsic shortcomings of the 3H-T method, 
newer flow cytometry assays are currently being used in the 
clinical diagnostic setting and are gaining popularity because of 
the additional information they provide.

The flow cytometric methods for measuring cell  proliferation 
include the use of fluorescent dyes to identify proliferating 
cells. One of the more commonly used dyes, carboxyfluores-
cein diacetate succinimidyl ester (CFSE), must be carefully 
used when measuring lymphocyte proliferation in vitro since 
it can be toxic to cells and nonoptimal labeling conditions can 
influence the measurement of cell proliferation and interpre-
tation of results. CFSE is a fluorescent cell-membrane perme-
able dye similar in physical properties to the commonly used 
fluorochrome, fluorescein isothiocyanate (FITC). During cell 
proliferation, the intensity of staining in daughter cells is half 
that of parent cells, allowing visualization of the number of 
rounds of cell divisions associated with the successive decrease 
in fluorescence. The disadvantages to using CFSE in the clinical 
laboratory are its photo-instability, limitation in the number of 
cell divisions being identified (≤7 cell divisions), and interpre-
tation that requires measuring a loss of signal rather than a gain 
of signal. In addition, as noted above, CFSE at concentrations 
of 37 nM to 10 µM can be toxic to cells, resulting in increased 
cell death. Furthermore, it can modulate the expression of ac-
tivation markers, resulting in a decrease in CD69, human leu-
kocyte antigen–D related (HLA-DR), and CD25 expression. 
Finally, it has been reported that there is an increase in the 
number of false-positive results with CFSE, making it subop-
timal for measuring lymphocyte proliferation in patients with 
severe cellular immunodeficiencies. Alternatives to CFSE in-
clude related compounds, such as CellTrace Violet (CTV) and 
Cell Proliferation Dye eFluor 670 (CPD), which have different 
excitation and emission spectra compared with CFSE. These 
dyes also can be used for tracking lymphocyte proliferation sta-
tus in vivo, in animal models, permitting measurement of up to 
11 cell divisions.1

Another alternative to tritiated thymidine is the use of a 
thymidine analogue 5-ethynyl-2′-deoxyuridine (EdU), which 
can combine with a fluorescent azide in a copper-catalyzed 
cycloaddition reaction (referred to as “Click” chemistry) and 
permits flow cytometric evaluation of lymphocyte prolifera-
tive responses by assessing its incorporation into cellular DNA. 
EdU labeling is a fast and sensitive method for measuring cell 
proliferation and facilitates the identification of dividing cells. It 
is relatively more photostable than CFSE and is added to cells af-
ter completion of the stimulation period with the measurement 
being comparable to the thymidine method in regards to a gain 
of signal as the endpoint. The EdU assay has not shown the limi-
tations of the CFSE method in the clinical laboratory and has 
been used to evaluate lymphocyte proliferation in a spectrum 
of patients, including those with severe combined immune de-
ficiency (SCID). In fact, this assay has been particularly useful 
in discriminating between functional T cells and nonfunctional 
T cells in the context of severe T-cell lymphopenia, which can-
not be achieved with the standard thymidine assay. All the 

proliferation data shown in this chapter utilize this EdU-based 
 measurement of T-cell proliferation, and results are typically 
provided for both CD45 bright positive (total lymphocytes) and 
CD3 T cells, with the former being more representative of the 
data generated with the standard thymidine assay.* In recent 
years, there has been an explosion of a variety of kits meant to 
evaluate T-cell activation and proliferation. Each of these has 
pros and cons, and it is beyond the scope of this chapter to delve 
into the details of these kits. Very recently, an alternative flow 
cytometric method to assess T-cell proliferation was described, 
which uses STAT5A phosphorylation as the read-out for this 
specific cellular function.13

MEASUREMENT OF CELL-MEDIATED 
CYTOTOXICITY
CD8 T cells are considered the representative cytotoxic T-cell in 
the immune system, and cellular cytotoxicity is a mechanism to 
eliminate cells infected with intracellular pathogens, allogeneic 
cells, or tumor cells. CD8 T cells, like CD4 T cells, recognize 
antigen via the TCR and kill target cells via cytotoxic protein 
granule exocytosis and/or cytokine production. Over the past 
few decades, the cytotoxic potential of CD4 T cells has been de-
scribed, particularly in viral infections. Although cytotoxic CD4 
T cells are rare in the circulation of healthy individuals (<2%), 
they can account for substantial proportions of total CD4 T cells 
in certain viral infections, including but not limited to human 
immunodeficiency virus (HIV).

• CD8 T cells and natural killer (NK) cells are involved in the killing of
 cellular targets and contain intracellular granules with cytotoxic
 proteins, such as perforin and granzymes.

• Cytotoxic CD4 T cells are a subset of memory T cells with cytolytic
 potential and are usually observed in circulation in the context of
chronic viral infections, e.g., cytomegalovirus (CMV), human immuno-
deficiency virus (HIV).

• Tetramer-based assays have been used to quantify and delineate the
function of antigen-specific CD8 T cells (also CD4 T cells).

• Cellular degranulation results in the expression of CD107a on the cell
surface of CD8 T cells and NK cells and is often used as a surrogate of 
cytotoxic activity.

• NK cells recognize target cells that lack major histocompatibility
 complex (MHC) class I molecules, e.g., viral cells or tumor cells that
have downregulated MHC class I.

• The majority of circulating mature NK cells are cytotoxic
(CD3−CD16++CD56+/−), while a minority are immature cytokine-
producing (CD3−CD56++).

• Interleukin (IL)-2 augments NK cell-mediated cytotoxicity (lympho-
kine-activated killing) and induces interferon (IFN)- γ secretion by NK
cells.

• Regulatory T cells control NK cell activation and cytotoxic function by
limiting the availability of IL-2.

KEY CONCEPTS
Cellular Cytotoxicity

Cellular cytotoxic activity has been conventionally measured 
by release of chromium (51Cr) from labeled target (T) cells cul-
tured with various ratios of effector (E) cells (varied E:T ratio). 
Alternative assays have been developed, including flow cytom-
etry and ELISPOT-based methods. More recently, a method of 
assessing human CD8 T-cell cytotoxicity has been described 

1This section have been reproduced in part with permission from 
ASM Press (Abraham RS, Lymphocyte Activation) (copyright 
 permission obtained for 5th edition).
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FIG. 94.3 Quantitation of Antigen-Specific CD8 T Cells and Functional Evaluation Using Major Histocompatibility Complex 
(MHC) Class I Tetramers. The tetramer (multimer) technology has been useful for accurate quantitation of antigen-specific CD8 (or 
CD4 T cells, if MHC class II tetramers are used). The top panels show the identification of CD3+ T cells from total lymphocytes and 
subsequent segregation into CD3+CD8+ T cells. In this assay, cytomegalovirus (CMV)-specific CD8 T cells are quantitated using five 
MHC class I tetramers (human leukocyte antigen [HLA] A1, A2, B7, B8, and B35), each recognizing a unique CMV peptide from three 
major CMV antigenic proteins (pp50, pp65, and IE-1) as listed in the box. Based on the HLA class I haplotype of the individual, one 
or more tetramers are used for stimulation. The bottom panels show an example of a patient with HLA A2-specific CMV-CD8 T cells 
and another patient with HLA B8-specific CMV-CD8 T cells. These CMV-specific CD8 T cells can be assessed for functional capacity 
by gating on the tetramer-positive CD8 T cells and then measuring degranulation (CD107a expression) and interferon-gamma (IFN-γ) 
production after in vitro stimulation with the specific CMV peptide (lower panel). The data are shown for CD107a expression and IFN-γ 
production in unstimulated CMV-CD8 T cells and peptide-stimulated CMV-CD8 T cells.
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in which both the effector and target cells are primary cells (in 
contrast to using cell lines as target cells).14 In this particular 
assay, autologous B cells isolated from PBMC are used as tar-
get cells and cocultured with antigen-specific CD8 effector cells. 
The killing of the fluorescently labeled target B cells (see NK cell 
section) is used to estimate cytotoxic activity. Antigen-specific 
effector cells are quantified in the total CD8 T-cell pool using 
MHC-peptide tetramers.14

A tetramer-based approach to quantifying and measuring the 
function of cytomegalovirus (CMV)-specific CD8 T cells has 
been available in the clinical diagnostic immunology laboratory 
for over a decade (Fig. 94.3). It has shown to be predictive in solid 
organ transplant patients, using an approach that includes both 

quantification of CMV-specific CD8 T cells along with function 
(CD107a expression and IFNγ production).15 However, the limi-
tation of the tetramer approach in the clinical diagnostic setting 
is that it is constrained by the number of HLA-peptide tetramer 
(multimer) combinations that are available for use with a particu-
lar antigen (e.g., CMV, Epstein-Barr virus [EBV]). It also requires 
a priori knowledge of the patient’s HLA genotype, and very often 
it does not incorporate a comprehensive assessment of the CD8 
and CD4 cytotoxic T-cell response. Although some laboratories 
use only a quantitative approach to determine  immune compe-
tence to pathogens, such as CMV with the tetramer assay, more 
comprehensive assays are available that also provide a functional 
assessment of these antigen-specific CD8 T cells (see Fig. 94.3).
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FIG. 94.3—cont’d.

An alternative approach is to evaluate for cytotoxic func-
tion, by assessing degranulation by evaluating for CD107a 
expression by the effector T cell (described in further detail 
in the NK cell function section) and/or evaluating IFN-γ 
production by activated cytotoxic CD8 T cells. As a positive 
control, CD8 T cells are polyclonally stimulated with PMA 
and ionomycin, and the same markers (CD107a expression 
and IFN-γ production) are measured. Approximately 10% to 
60% of CD8 T cells in healthy adults are activated to express 
CD107a and to secrete IFN-γ under these conditions. An ap-
proach that avoids the use of tetramers involves the stimula-
tion of patient-specific PBMC with overlapping peptide pools 
of the specific antigen and, subsequently, the evaluation of the 
CD8 and CD4 T cells that  proliferate in response to antigenic 
stimulation. These T cells can also be assessed for cytotoxic 
potential by measuring intracellular perforin and granzyme 
expression as well as degranulation (CD107a expression) after 
stimulation.12

A CMV-specific assay has been developed that measures 
IFN-γ production in response to CD8 T-cell stimulation with 
a pool of MHC class I–restricted CMV peptides, the Quan-
tiFERON-CMV (Cellestis Ltd., Melbourne, Australia).16 This 
commercial assay is simpler to perform than the tetramer-
based approach for quantification and functional analysis of 
antigen-specific CD8 T cells and does not require knowing 

the subjects’ HLA type (Fig. 94.4). It has been applied in the 
context of risk prediction for CMV in organ transplant and 
allogeneic hematopoietic cell transplant (HCT) patients. How-
ever, this assay has theoretical limitations in that assessing the 
production of a  single cytokine is unlikely to represent the 
breadth of the immune response to a complex specific antigen 
such as CMV.

Assessing Function of Exhausted T Cells
Previous sections have discussed the role of T-cell activation 
in the immune response to pathogens. An optimal immune re-
sponse results in normal activation of T cells. But persistent an-
tigenic stimulation alters the differentiation of memory T cells 
and can result in a state of T-cell “exhaustion” with failure of the 
immune response. The term “T-cell exhaustion” is broad and 
can have variable meanings. Nevertheless, it generally refers to 
effector T cells with impaired cytokine secretion and expression 
of molecules associated with inhibition of a response as well as 
expression of specific markers, such as PD-1. Exhausted T cells 
lose their ability to normally respond to antigenic stimulation 
via cytokine production and proliferation and are functionally 
distinct from anergic T cells. T-cell exhaustion often is repre-
sented in the context of chronic viral infection but has also been 
described in the setting of neoplastic disease. Exhausted T cells 
express a variety of cellular markers, including PD-1, CTLA4, 
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FIG. 94.4 Using Interferon-γ Secretion After Cytomegalovirus-Specific Stimulation to Measure Antigen-specific CD8 T-Cell 
 Response. The QuantiFERON assay for assessing cytomegalovirus (CMV)-specific CD8 T-cell function measures interferon-γ (IFN-γ) 
produced by CD8 T cells in response to stimulation to a pool of 21 CMV peptides. The T-track assay, on the other hand, utilizes a special 
preparation of 2 CMV proteins (IE-1 and pp65) and measures the T (CD8, and CD4) and NK cell response using an IFN-γ ELISPOT. IFN-γ 
secretion assays use peripheral blood mononuclear cells (PBMCs), which are stimulated by CMV (or other antigen) peptide pools, with 
unstimulated and positive (phytohemagglutinin [PHA]) controls, and the secreted cytokine is detected by specific capture antibod-
ies, and revealed by a secondary labeled antibody using either a chromogenic substrate or counting spots created on a membrane 
(ELISPOT).

TIM-3, and LAG-3, among others, and the pattern of expres-
sion and number of receptors can reflect the degree of T-cell 
impairment. Several of these markers can be assessed on T cells 
by flow cytometry; however, it is important to recognize that 
expression of these inhibitory molecules does not always imply 
that healthy T cells expressing these are exhausted or aberrant 
in function. In fact, in healthy people, the presence of circulat-
ing PD-1+CD8+ T cells may represent effector memory T cells 
rather than exhausted T cells. T-cell exhaustion can be assessed 
in vitro using fresh human PBMCs stimulated with a superan-
tigen, such as staphylococcal enterotoxin B (SEB) for 72 hours. 
The culture supernatant is harvested for cytokine analysis, spe-
cifically IL-2 and IFN-γ. Following this stimulation, the cells are 
washed and re-suspended into fresh medium, in the presence or 
absence of various therapeutic molecules, and the T-cell activa-
tion response is assessed. There is maximal production of IFN-γ 
and IL-2 at 72 hours post-stimulation with varying concentra-
tions of SEB. However, the amount of cytokines produced is de-
creased 24 and 48 hours after withdrawal of the SEB. This assay 
can be used to assess the effect of therapeutic agents in vitro to 
reverse the state of T-cell exhaustion. This assay is not available 
within the clinical diagnostic laboratory for this purpose. But 
many laboratories have the ability to assess the expression of 
inhibitory receptors on T-cell subsets by flow cytometry. How-
ever, the results of these assays need to be interpreted cautiously 
and in context of the reasons  discussed above.

T-Cell ELISPOT for Measuring T-Cell Function Through 
Cytokine Production
Assessing T-cell function at a single-cell level can be achieved 
using the ELISPOT method. The previously described CMV 
QuantiFERON assay (see Fig. 94.4) has been used in pediatric 
HCT patients and was shown to be useful for identifying pa-
tients at high risk for developing CMV viremia.17 A different 
version of this ELISPOT assay, called T-Track assay18,19 uses 
proprietary CMV antigens, which are urea-formulated recom-
binant CMV proteins, IE-1, and pp65 (called T-activated anti-
gens), for use in an IFN-γ ELISPOT assay (see Fig. 94.4). IFN-γ 
ELISPOT assays have also been validated and standardized for 
assessing alloreactive responses in renal allograft recipients to 
ascertain allograft rejection.20 While cytokine production by  
T cells can also be assessed by intracellular flow cytometry, the 
sensitivity of the ELISPOT assay, particularly at a single-cell  
level, appears to be higher. However, this approach requires 
careful standardization and validation as well as the use of 
 appropriate tools to read and interpret the data.

NATURAL KILLER CELL ACTIVATION 
AND FUNCTION
Unlike T and B cells of the adaptive immune system, innate 
NK cells do not have antigen-specific recognition and killing 
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of target cells. NK cells participate directly in effector functions 
via cytotoxicity and production of cytokines (e.g., IFN-γ) upon 
activation. Proinflammatory cytokines such as IL-12, IL-15, 
and IL-18 trigger NK cell proliferation as well as cytotoxicity 
and production of IFN-γ. The negative regulation of NK cells is 
controlled by receptors that recognize MHC class I molecules 
preventing NK cell–mediated cytotoxicity. In contrast, virally 
infected or tumor cells typically downregulate MHC class I, 
making them appropriate targets of NK cell–mediated cytotox-
icity in the presence of relevant ligands expressed by the target 
cell. NK cells, like cytotoxic T cells, contain granules with cy-
totoxic proteins including perforin and granzymes, which are 
serine proteases that recognize different substrates.

NATURAL KILLER CELL CYTOTOXICITY
The majority of NK cells can be identified by a lack of CD3 
on the cell surface in conjunction with the expression of CD56 
(NCAM [neural cell adhesion molecule]) and CD16 (FcγRIII). 
NK cells can be subdivided into two major subsets based on 
their relative expression of CD56 and CD16: CD16+++(bright) 
CD56+/−(dim) NK cells, referred to as cytotoxic (mature) NK 
cells, and CD56+++(bright) CD16 or CD16+/− NK cells, known as 
regulatory or cytokine-producing (immature) NK cells. The 
majority (~90%) of circulating human NK cells belong to the 
cytotoxic category, while a minority (10%) represent cytokine-
producing NK cells. Cytotoxicity can be subdivided into natu-
ral or spontaneous cytotoxicity directed largely toward virally 
infected cells or tumor cells, in the absence of prior stimulation 
or immunization, and antibody-dependent cellular cytotoxic-
ity (ADCC) directed against antibody-coated target cells. NK 
cells go through a process of education or “licensing” whereby 
NK cells that express inhibitory receptors to self-MHC class 
I molecules are called licensed, which means they are more 
functionally responsive to stimulation, whereas unlicensed NK 
cells lack receptors for self-MHC class I and are hyporespon-
sive (Fig. 94.5).

NK cell function is measured in the clinical laboratory by 
assessment of spontaneous (natural) NK cell cytotoxicity us-
ing an MHC class I–deficient myelogenous leukemia cell line, 
K562. Traditional methods for measuring NK cell cytotoxicity 
are similar to those used for assessing cytotoxic T-cell (CTL) 
function based on varying effector:target cell ratios in a 4- to 
16-hour 51Cr-release assay compared with the no-lysis and 
100% lysis conditions as described for the T-cell cytotoxicity as-
say. However, there is interest in the use of flow cytometry to 
measure spontaneous or IL-2–activated (lymphokine-activated 
killer [LAK]) NK cell cytotoxicity in the clinical laboratory to 
avoid using radionuclides (Figs. 94.6A and Fig. 94.6B). One flow 
cytometric assay employed in the clinical laboratory involves 
the use of fluorescently labeled (CellTracker dyes) target cells 
(K562) incubated with effector cells (donor or patient PBMC) in 
the absence (spontaneous) or presence of IL-2 (LAK). Follow-
ing co-incubation, the lysis of target cells is measured by using 
7-AAD to assess for cell death (see Figs. 94.6A and Fig. 94.6B). 
IL-2 enhances cytotoxic function with increased lytic potential 
against a broad range of target cells. IL-2 has also been shown 
to induce IFN-γ secretion by NK cells with upregulation of ac-
tivation markers, such as CD25 and CD69. Treg cells control 
NK cell activation and cytotoxic function by limiting access to 
IL-2. Other methods for measuring NK cell cytotoxic function 
that are primarily used in the research setting include the use of 
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FIG. 94.5 Natural Killer Cell Recognition of Target for Cyto-
toxic Function. Natural killer (NK) cells have inhibitory receptors 
for self-major histocompatibility complex (MHC) class I. There-
fore, NK cells do not kill target cells expressing MHC class I 
 (upper panel). However, when MHC class I expression is down-
regulated (viral infections, tumors), the target cell is primed 
for NK cell cytotoxicity, which is mediated by granule exocy-
tosis and release of cytotoxic proteins, including perforin and 
granzymes (lower panel). (Adapted from figure in French AR,  
 Yokoyama WM. Natural killer cells and autoimmunity. Arthritis 
Res Ther. 2004; 6:8–14.)

image cytometry, microchip screening, and flow-based assays 
using other dyes, such as calcein AM.

NK cell cytotoxicity assays exhibit significant biological 
and analytical variability, and, therefore, are of limited utility, 
especially on shipped samples. Other parameters are widely 
used as surrogates of cytotoxicity, including flow cytometric 
measurement of granule exocytosis/degranulation. The mem-
brane of cytotoxic granules in both NK cells and CD8 T cells is 
composed of several proteins, including CD107a (lysosomal-
associated membrane protein 1 [LAMP-1]). On stimulation 
of NK cells and CD8 cytotoxic T cells, CD107a is upregulated 
and expressed on the cell surface concomitantly with cytokine 
secretion and target cell lysis; therefore this study has been 
frequently used to extrapolate the magnitude of cytotoxic ac-
tivity. Degranulation (CD107a expression) assays have gained 
traction in the assessment of familial/primary hemophagocytic 
lymphohistiocytosis (FHL).21 The exception is in patients with 
mutations in the gene encoding perforin (PRF1; FHL type 2) 
where degranulation (CD107a expression) of cytotoxic cells 
is normal while cytotoxicity is abnormal. Therefore, while 
degranulation assays may provide relevant information, they 
cannot substitute for direct measurement of cytotoxicity in all 
settings.

NK cells also mediate the killing of target cells, via  recognition 
of surface-bound immunoglobulin (IgG) through the Fcγ 
receptors (Ig-Fc receptors, specifically CD16 or FcγRIIIa), 
through ADCC. ADCC assays are particularly relevant in the 
assessment of antitumor responses,  especially of new biological 
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FIG. 94.6A Flow Cytometric Assessment of Natural Killer Cell Cytotoxic Function. The “gold standard” for measuring natural killer 
cell cytotoxicity (NKC) uses a radioactive label for target cells. In the flow-based assay, target cells (K562, a major histocompatibility 
complex [MHC] class I–negative erythroleukemia cell line derived from a patient with chronic myelogenous leukemia [CML] in blast 
crisis) are labeled with a fluorescent marker, CellTracker (CTV). Peripheral blood mononuclear cells (PBMC) from healthy controls or 
patients are cocultured with labeled target cells, and the two cell populations are identified by forward scatter (FSC) and side scatter 
(SSC) parameters. Afterward, CD45+ lymphocytes are identified because NK cells (effector cells) are within the lymphocyte subset. 
CTV+ and CTV− cells are separated; CTV+ cells that are also 7-amino-actinomycin D (7-AAD)+ are identified as killed target cells, and 
their frequency is estimated. Negative control for spontaneous cytotoxicity is achieved by incubation of labeled target cells without 
effector cells added (called spontaneous control). Positive control for maximal cytotoxicity is achieved by incubating labeled target cells 
for the same duration but using a permeabilization/fixation method to obtain maximal cell death and fluorescent-positive cells (called 
maximum release control). This figure depicts spontaneous NK cell cytotoxicity with different concentrations of effector cells (PBMC; 
E) to a single concentration of target cells (T) starting at 30:1. The data are expressed as delta (Δ)% cytotoxicity after the spontaneous
control signal is subtracted from the E:T signal for each concentration.

 immunomodulatory agents, as well as of the function of alloan-
tibodies in allograft rejection.

EVALUATION OF REGULATORY T-CELL FUNCTION
Regulatory T cells (FOXP3+Treg) have been well described over 
the past several years as a distinct subset of T cells that are both 
developmentally and functionally unique as well as essential to 
maintaining immune homeostasis and self-tolerance. The ma-
jor subpopulations of Treg cells include natural Treg (nTreg) 
cells that are produced in the thymus and induced Treg (iTreg) 
cells that are generated in the periphery from conventional 
FOXP3−CD4+ T cells. The dysfunction of Treg cells results in 
severe autoimmunity, with IPEX serving as the classic prototype 
(Chapter 34). Besides their role in controlling the development 
of autoimmunity, lack of Treg cells or abnormal Treg function 
has been implicated in the etiopathogenesis of graft-versus-
host disease (GvHD) and allograft rejection, while its presence 
and normal function have been shown to promote allograft 
 tolerance in solid-organ transplantation.

• Regulatory T cells (Treg) and B cells (Breg) are distinct subsets of cells 
with immune regulatory potential and importance in maintaining im-
mune homeostasis and self-tolerance, preventing autoimmunity, and
limiting inflammatory damage.

• FOXP3 is a transcription factor and a marker for natural regulatory
T cells; while there are no specific cellular markers that define Breg,
the production of interleukin (IL)-10 is considered a hallmark.

• Both Treg and Breg have been shown to play important roles in
 controlling autoimmunity, and graft-versus-host disease (GvHD) as
well as in mediating transplant tolerance.

• Treg function is measured in vitro through different types of
 suppression assays, while Breg are characterized by their ability to
produce IL-10 when stimulated via Toll-like receptor (TLR9)/B-cell
 receptor (BCR) or CD40L cross-linking.

• Natural, thymic-derived Treg are CD4+25+FOXP3+ while Breg are CD1
9+CD24hiCD38hiIL-10+.

• Treg can also be induced in the periphery from conventional T cells
through cytokine signals (iTreg).

KEY CONCEPTS
Regulatory T Cells and B Cells
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FIG. 94.6B Lymphokine-Activated Killing by Natural Killer Cells. This graph depicts IL-2-stimulated NK cell cytotoxicity (NKC) or lympho-
kine-assisted killing. The methodology is similar to what is described for Fig. 94.6A. The only difference is that a fixed concentration of IL-2 is 
used with each E:T ratio to activate NK cells and mediate cytotoxicity, and the mechanism of killing is different from that used in spontane-
ous NK cell cytotoxicity. IL-2 promotes NK cell killing to targets that are resistant to resting NK cell killing. IL-2 stimulation of NK cells results 
in activation of WAVE2 (WASp family verprolin-homologous 2), which allows F-actin reorganization independent of WASp (Wiskott-Aldrich 
syndrome protein), and associated NK cell function (Orange JS et al. IL-2 induces a WAVE2-dependent pathway for actin reorganization 
that enables WASp-independent human NK cell function. J Clin Invest. 2011;121(4):1535–1548). This is notably observed in patients with 
Wiskott-Aldrich syndrome (WAS) who demonstrate (IL-2-stimulated NK cell cytotoxicity but not spontaneous NK cell cytotoxicity). 7-AAD, 
7-Amino-actinomycin D.

Treg cell function is measured in vitro with Treg suppres-
sion assays, which utilize sorted CD4+CD25+ Treg cells in a co-
culture system with conventional effector T cells to assess sup-
pression of proliferation. However, there are limitations to this 
approach, including the issue of whether the Treg suppression 
assays in vitro reflect the biological process in vivo. In addition, 
antigen-specific Treg suppression cannot be adequately assessed 
due to the technical difficulties in obtaining sufficient numbers of 
antigen-specific cells, so the use of a polyclonal activation model 
with bulk PBMC represents the standard to study Treg sup-
pression. Rapid tests for Treg cell function have been described 
using short-term (7 to 20 hours) flow-based assays to measure 
suppression of T-cell activation marker expression (CD40L and 
CD69). These assays utilize effector T cells (CD4+25−) activated 
with anti-CD3/anti-CD28 beads with and without the addition 
of freshly isolated Treg cells or ex vivo expanded Treg cells. When 
implementing Treg suppression assays in the clinical diagnostic 
laboratory, a number of technical considerations can confound 
the interpretation of results, and these are well described by Mc-
Murchy et al.22 In addition, it remains unclear whether standard 
in vitro Treg suppression assays can adequately account for the 
significant complexity of Treg subsets that may have different 
functional properties in various clinical contexts. Therefore the 
newer techniques of mass cytometry may be required to address 
the phenotypic diversity and to eventually be harnessed either to 
evolving applications or other technology to analyze the func-
tional complexity of these populations.

ASSESSMENT OF SIGNALING AND DNA REPAIR 
PATHWAYS IN LYMPHOCYTES VIA PHOSPHOFLOW 
CYTOMETRY
A key aspect of studying lymphocyte responses is to assess sig-
naling in appropriate lymphocyte subsets and its alteration in 

• DNA double-strand break (DSB) repair defects are relevant to VDJ re-
combination, isotype class switching, and lymphocyte maturation.

• Defects in this process can lead to immunodeficiency with suscepti-
bility to infection and malignancy.

• Homologous recombination (HR), which is error-free, involves RAD50, 
RAD51, RAD52, and Mre11, while nonhomologous end-joining
(NHEJ) is error-prone and utilizes Ku70/80, DNA-PKcs, Artemis, DNA
Ligase IV, XRCC4, XLF/Cernunnos.

• ATM is a key regulator of cell-cycle checkpoints following irradiation-
induced DSB and coordinates timing of phosphorylation of checkpoint 
proteins.

• Cell cycle analysis can help identify checkpoint defects and can be
easily assessed by flow cytometry.

• Phosphorylation of H2AX (γH2AX) is a useful marker of DNA damage
related to irradiation-induced DSB.

• However, several kinases phosphorylate H2AX, which can confound iden-
tification of specific defects; therefore assessing multiple proteins in the
pathway allows identification of a broader group of DNA repair defects.

KEY CONCEPTS
Assessment of DNA Repair Pathways 
by Phosphoflow
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FIG. 94.7 Analysis of Phosphoproteins in Cells by Flow Cytometry. Cells activated by specific stimuli can be assessed for activation 
and induction of specific signaling pathways by measuring phosphoproteins. A single stimulus or multiple stimuli can be used to phos-
phorylate different proteins, and intracellular staining can be performed with phospho-specific antibodies, which is subsequently analyzed 
by multicolor flow cytometry. See text for detailed explanation. (Figure modified from Fig. 2 by Krutzik PO, et al. Analysis of protein phos-
phorylation and cellular signaling events by flow cytometry: techniques and clinical applications. Clin Immunol 2004; 110:206–2210.

pathological conditions. A versatile tool called phosphoflow is 
unique in its ability to allow the study of multiple intracellu-
lar signaling molecules in specific lymphocyte populations at a 
single-cell level. Phosphoflow assays for the signal transducer 
and activator of transcription (STAT) molecules (Fig. 94.7) have 
been well described and are discussed in Chapter 93. The use 
of phosphoflow assays to assess Bruton tyrosine kinase (BTK) 
phosphorylation in X-linked agammaglobulinemia (XLA) with 
leaky (hypomorphic) defects, as well as to assess radiosensitivity 
and the DNA repair pathway, will be covered briefly.

Mutations in BTK impair B-cell maturation and function, 
and patients with XLA can have either no peripheral B cells (null 
mutations) or reduced B cells (hypomorphic/leaky mutations), 
depending on the specific genetic defect (Chapter 33). Two 
regulatory tyrosine residues in BTK undergo rapid phosphory-
lation upon BCR cross-linking (Y551 in the SH1 domain and 
Y223 in the SH3 domain). In the flow assay, Y223 phosphoryla-
tion is measured after an anti-IgM antibody is used to cross-link 
the BCR (for 3 minutes) because Y551 phosphorylation could 
not be detected in the time interval the assay was performed. In 
addition to PBMC, Ramos cell line (a B-cell line derived from a 

patient with Burkitt lymphoma) is used as a control for B cells, 
while pervanadate (complex of vanadate with hydrogen perox-
ide), an irreversible protein tyrosine-phosphatase inhibitor, is 
used in this assay as a positive control (Fig. 94.8). In the Ramos 
cell line, it is possible to visualize the Y551 phosphorylation (see 
Fig. 94.8) with pervanadate treatment.

A number of genetic disorders, collectively classified as 
XCIND (x-ray [irradiation] sensitivity, cancer susceptibil-
ity, immunodeficiency, neurological involvement, and double-
strand DNA breakage), cause impairment in cellular ability to 
repair DNA double-strand breaks (DSBs). These defects have 
a significant impact on the ability of cells to grow, differentiate, 
and function normally; they include ataxia-telangiectasia (AT) 
due to ATM gene mutations and radiosensitive severe combined 
immunodeficiencies (rs-SCIDs) due to mutations in the DCL-
RE1C, LIG4, NHEJ1, and PRKDC genes. These disorders make it 
very desirable to have an assay capable of rapidly assessing DNA 
repair in lymphocytes in response to radiation damage. A flow 
cytometry assay has been developed that is capable of measur-
ing the function of several proteins in the DNA repair pathway 
after induction of DSBs via irradiation (Fig. 94.9A). Following 
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FIG. 94.8 Analysis of Bruton Tyrosine Kinase Phosphorylation in Peripheral Blood Mononuclear Cell and Ramos B-Cell Line. 
Bruton tyrosine kinase (BTK) phosphorylation can be assessed in B cells in X-linked agammaglobulinemia (XLA) patients with leaky 
defects who have some preserved B cells in the blood. B cells are stimulated with either anti-immunoglobulin M (IgM) (B-cell receptor 
[BCR] cross-linking; green line) or pervanadate (positive control; red line). The example shown here is for BTK phosphorylation at the 
Y223 residue in peripheral blood mononuclear cells (PBMCs) from a healthy donor (top panel) and a B-cell line, Ramos cells. The blue 
line represents the unstimulated control. In the bottom panel, BTK phosphorylation of the Y551 residue is shown for PBMCs from a 
healthy donor (left) and Ramos cells (right). The phosphorylation of the Y551 residue cannot be visualized for anti-IgM stimulation, and 
therefore data are shown only for the positive control, pervanadate.

low-dose irradiation, the function of ATM and ATR (ATM-
Rad3–related kinase) pathways are assessed by analyzing the au-
tophosphorylation of ATM at serine 1981 (see Fig. 94.9A). This 
step is required for ATM activation and is followed by phos-
phorylation of downstream targets SMC1 and H2AX. H2AX is 
a histone that belongs to the H2A family and is a component 
of the histone octamer in nucleosomes. It is phosphorylated by 
both ATM and ATR and is the first step in the recruitment and 
localization of DNA repair proteins. In patients with AT, there 
is a complete absence of phosphorylation. The frequency (%) 
of lymphocyte subsets that phosphorylates H2AX (γH2AX) ap-
pears normal (Fig. 94.9B), as the phosphorylation by ATR and 
other kinases is intact; however, the magnitude of phosphoryla-
tion, as measured by the normalized median fluorescence in-
tensity (MFI ratio), is substantially decreased (Fig. 94.9C). The 
kinetics of phosphorylation indicates that maximal phosphor-
ylation occurs 1 hour after induction of DSB and that there is 
dephosphorylation by 24-hour post-irradiation (not shown) in 
healthy controls, but in AT patients, since there is a lack of ATM 
phosphorylation on induction of DNA DSBs, there is no kinetic 

regulation. This flow-based assay enables a rapid assessment of 
radiation sensitivity in various clinical contexts23,24 as well as the 
ability to visualize the function of multiple proteins of the DNA 
repair pathway. It can also be used to characterize the DNA re-
pair function of known and unknown genetic defects, and it can 
identify functional phenotypes in patients with atypical presen-
tations that may be missed if only genetic information is used.

ASSESSMENT OF B-CELL FUNCTION
While T cells and NK cells form the foundation of the cellular 
immune response, B cells are the main driver of humoral immu-
nity. B cells are multifaceted in their function; they produce an-
tibodies via differentiation into plasma cells, they act as APC for 
T cells, and they secrete potent immunomodulatory cytokines 
while downregulating immune responses via IL-10 production. 
B cells can proliferate in response to polyclonal mitogenic stim-
uli such as PWM, albeit with a much weaker response than seen 
with T cells stimulated with PHA (see Fig. 94.2). The starting 
point for any evaluation of B-cell function involves measuring  
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FIG. 94.9A Assessment of Radiosensitivity in Lymphocytes 
by Flow Cytometry. DNA repair pathway defects can be rap-
idly and sensitively analyzed by flow cytometry. The left set of 
panels shows ATM and SMC1 phosphorylation in T cells of a 
healthy control (similar data in B and natural killer (NK) cells; data 
not shown). The right set of panels shows absent phosphoryla-
tion of ATM and SMC1 in a patient with ataxia-telangiectasia 
(AT). The green line represents the unirradiated sample, and the 
red line represents the data post-irradiation with 2 Gy (low-dose) 
radiation. AT patients also show an inability of ATM to phos-
phorylate not only itself but also downstream targets, such as 
SMC1 in T cells. This is also true for other lymphocyte subsets 
(B cells and NK cells).
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FIG. 94.9B Role of γH2AX in DNA Repair. Phosphorylated his-
tone H2AX (γH2AX) is one of the earliest proteins to be  mobilized 
in the presence of DNA double-strand breaks (DSBs), which 
in this case was caused by exposure to radiation. Once DNA 
DSBs are repaired, γH2AX is dephosphorylated and  returns to 
baseline. In ataxia-telangiectasia (AT) patients, there does not 
appear to be any defect in phosphorylation of H2AX (γH2AX) 
and mobilization based on the proportion (%) of T, B, or NK cells 
expressing this protein.

serum immunoglobulin levels followed by in vivo antibody  
responses to vaccination with both protein (e.g., tetanus toxoid) 
and carbohydrate (e.g., Pneumovax 23) antigens.

A more recent area of focus in the laboratory evaluation of 
B cells has been the regulatory function of B cells, specifically 
concerning the subset classified as regulatory B (Breg) cells. B 
cells that secrete IL-10 have been described as Breg cells and 
are now recognized to be an important component of the host 
immune response that protects against autoimmunity and also 
limits inflammatory damage.8 In humans, the phenotype of 
Breg cells has been described as CD19+CD27−CD24hiCD38hiC
D5+CD1dhi. However, the ability to produce IL-10 appears to 
be the defining feature rather than any particular constellation 
of cell-surface markers. IL-10 exerts potent anti-inflammatory 
effects and enhances survival, proliferation, differentiation, and 
isotype class-switching of B cells. Both naïve and memory hu-
man B cells have the ability to produce IL-10 in response to 
stimulation via TLR9 and the BCR, but only ~15% of B cells 

can produce IL-10 in response to stimulation. In the laboratory, 
Breg cells can be assessed by isolating PBMC from blood and 
culturing with CpG-B (TLR9 stimulation) or CpG-B plus re-
combinant CD40L for 3 days in vitro, followed by the addition 
of PMA, ionomycin, and brefeldin A (BFA) for the last 5 hours 
of culture. Cells can then be harvested, washed, and stained 
with CD19 and IL-10 antibodies (the latter requires intracellular 
staining), and then analyzed with a flow cytometer. To assess the 
presence of Breg cells in blood without in vitro differentiation, 
blood or PBMC can be analyzed for CD19+CD24hiCD38hi B 
cells that are positive for intracellular IL-10 using a similar flow 
cytometry protocol, but the levels of these cells can be highly 
variable, and accuracy of detection and quantitation is likely to 
be dependent on the analytical method and clinical context.2

2Portions of this section have been reproduced with permission  
from ASM Press (Abraham RS, Lymphocyte Activation) (copyright 
permission obtained, 5th edition).
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FIG. 94.9C Relevance of Median Fluorescence Intensity As-
sessment for DNA Repair Defect Measurements. Median 
fluorescence intensity (MFI) can provide additional valuable 
information on DNA repair defects and should be used along 
with frequency analysis. In ataxia-telangiectasia (AT) patients, 
although the proportion (%) of lymphocyte subsets expressing 
phosphorylated histone H2AX  (γH2AX) appears normal, it is sig-
nificantly decreased (by >50% in AT (purple bar) compared with 
healthy controls (blue bar). The MFI is represented as normal-
ized to the unirradiated sample, as a ratio.

SUMMARY
In conclusion, lymphocyte responses in humans can be assessed 
using a variety of analytical tools as described in this chapter 
and applied to many clinical contexts, including but not limited 
to primary immune deficiencies, autoimmunity, transplanta-
tion, and immune dysregulation disorders. Most of these mea-
surements use cells from blood and not from other lymphoid 
tissues, due to accessibility and ease of generating control ref-
erence ranges. This chapter is not an exhaustive treatise on all 
aspects of lymphocyte function and the immune response; nor 
does it cover all areas of normal and abnormal pathology in 
this context. Rather, it is meant to take the reader on a tour of 
the immune landscape and to provide salient highlights of the 
 diversity and relevance of lymphocyte function.
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• The advent of newer assays, including flow cytometry-based as de-
scribed herein, have largely but not completely replaced traditional
and often less sensitive radioactive or other cumbersome methods for 
assessing lymphocyte function.

• Standardization of flow cytometry assays can improve quality of data
and reporting of results across laboratories performing similar tests
(Optimized Multicolor Immunofluorescence Panels-OMIPs25; MiSet
RFC Standards26; MIFlowCyt.27

• Microchip and advanced mass cytometry techniques, along with
 imaging cytometry, may offer newer, multiplex approaches to the
 assessment of lymphocyte subsets, individually and in cellular
 interactions.

• Functional and phenotypic data need to be ideally correlated
with  relevant genomic, transcriptomic, proteomic, metabolomic,
 epigenomic, and microbiome analyses for effective characterization
of the complex interactions that govern the immune response in the
normal and dysregulated state.

• This will necessitate further refinements of “big data” analysis,
which can include but is not limited to, experimental studies in ad-
dition to computational modeling. Examples include antigen-specific
 characterization of specific B-cell and T-cell receptors in an individual
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transcriptomic analysis during immune quiescence or activation on a
multidimensional scale.

ON THE HORIZON
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Assessment of Neutrophil Function
Debra Long Priel and Douglas B. Kuhns

Neutrophils, also known as polymorphonuclear neutrophils 
(PMNs; because of their multilobed nucleus) or granulocytes 
(because of the numerous granules found in the cytoplasm) 
are major contributors to innate host defense against invad-
ing microorganisms (particularly bacteria and fungi). Neutro-
phils are bone marrow–derived, terminally differentiated cells 
incapable of further cellular division but could be derived from 
progenitor populations in the spleen.1 Early studies indicated 
that neutrophils have a short life span in the circulation (t1/2 = 
6–8 hours) and they survive an additional 1 to 2 days in sur-
rounding tissue;2 more recent findings reveal that neutrophils 
may survive 10 times longer in circulation, up to 5.4 days.3

Neutrophils, with a diameter of 10 to 15 µm and a volume of 
346 µm3, have a unique morphology. The nucleus of a mature 
neutrophil is segmented into 3 to 5 lobes with chromosomes 
randomly distributed among the lobes. Neutrophils also have 
an extensive array of storage granules prepackaged with specific  
proteins defined by the differentiation stage during maturation.4 
Granules are classified into four distinct groups: azurophilic, 
specific, gelatinase, and secretory granules. Azurophilic gran-
ules contain myeloperoxidase, lysozyme, antimicrobial peptides, 
defensins, proteases, and lysosomal acid hydrolases. The specific 
granules contain lactoferrin, lysozyme, and vitamin B12–binding  
protein serving as storage pools for CD11b/CD18 and cyto-
chrome b558 of the superoxide anion radical (O2

•)–generating  
enzyme, nicotinamide adenine dinucleotide phosphate (NADPH) 
oxidase, or NOX2. The gelatinase granules are a subset of the spe-
cific granules that have a high content of gelatinase. The secretory 
granules are highly mobilizable intracellular vesicles that contain 
alkaline phosphatase and other surface antigens.

The primary function of neutrophils is the ingestion (phago-
cytosis) and subsequent killing of microorganisms. This process 
requires the assembly of NOX2, the phagocyte oxidase (phox) 
enzyme complex consisting of at least four cytosolic compo-
nents—p47phox, p67phox 5, p40phox 6 and Rac27—and two membrane  
components—p22phox and gp91phox—that constitute cytochrome 
b558.

8,9 This enzyme reduces molecular O2 to O2
• using NADPH 

generated by the oxidation of glucose through the pentose phos-
phate pathway; O2

• either spontaneously or enzymatically con-
verts to hydrogen peroxide (H2O2). In the presence of a metal, 
such as iron (Fe2+), H2O2 and O2

• can react to form the highly 
reactive hydroxyl radical, OH•. Alternatively, the azurophilic 
granule constituent (myeloperoxidase) catalyzes the formation 
of hypochlorous acid from H2O2 and chloride (Cl−). The com-
bined activities of these reactive O2 species (ROS), antimicro-
bial peptides, and lysosomal hydrolases result in the ultimate 
destruction of the ingested microorganism. Excess production 
of ROS and release of lysosomal hydrolases into the extracellu-
lar milieu can lead to tissue damage and inflammation.

Neutrophils can also exude extracellular microbicidal activ-
ity through the formation of neutrophil extracellular traps 
(NETs), a matrix of DNA and granular enzymes that is pur-
ported to entrap bacteria and promote their killing.10 During 
NET formation (NETosis), the nucleus loses its lobular shape, 
the nuclear membrane disintegrates into a chain of vesicles sur-
rounding the DNA, and the cell loses granular integrity. The 
nuclear material fills most of the cell, mixing with the granu-
lar contents. The cells round up and DNA is forcibly extruded 
from the cell, conveying its granular enzymes trapped within 
the DNA matrix. Mitochondria in neutrophils (few in number 
with relatively little oxidative phosphorylation) play an impor-
tant role in NETosis. Activation of neutrophils by immune  
complexes results in marked depolarization of the mitochondria, 
increased mitochondrial ROS production, and redistribution of 
the mitochondria to the periphery of the neutrophil where they 
contribute their mitochondrial DNA to the extruded NET.11 
A subset of neutrophils that co-sediment with mononuclear 
cells on a Ficoll-Paque discontinuous gradient cushion (low-  
density neutrophils) appears to be more prone to NET forma-
tion.12 Many techniques measure NETosis, ranging from assays 
that measure extracellular elastase activity bound to DNA and 
releasable by DNase treatment to quantitative immunofluores-
cence assays that monitor the release of extracellular DNA.13 
Multicolor fluorescence-activated cell sorting assays have been 
described that monitor extracellular DNA, citrullinated histone 
h3, and myeloperoxidase (MPO) as surrogate markers for cells 
undergoing NETosis in vivo.14 NETs are thought to play a role in 
enhancement of the inflammation seen in autoimmune diseases 
such as  psoriasis, rheumatoid arthritis, and systemic lupus 
erythematosus. Recently, hypotheses reveal that unregulated 
NET formation contributes to the inflammatory and micro-
vascular thrombotic complications in the lungs of patients with  
COVID-19.15

Neutrophils display a diverse array of cellular functions. 
Abnormalities in these functions can severely compromise host 
defense, leading to recurrent bacterial and fungal infections. To 
localize specific deficiencies of neutrophil function, assays have 
been developed to mimic these functions both in vivo and in 
vitro. Often, a preliminary screening of several neutrophil func-
tions is performed to localize deficits and more vigorous testing 
of specific function is performed. Assays to assess neutrophil 
function should address several limitations—the number of 
cells required for the assay, the type of cell preparation needed 
(isolated neutrophils vs. whole blood), the overall incubation 
time for the assay, the complexity of the assay, and the rapidity 
of data collection. These issues become more critical if multiple 
functional assays are planned concurrently. Since neutrophils 
cannot be stored or frozen and maintain viability, neutrophils 
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from normal individuals are generally assayed in parallel to vali-
date the results, doubling the number of assays to be performed. 
Additionally, isolation of neutrophils can take 1 to 2 hours, lim-
iting the time available for functional assays. Fluorescent probes 
have increased the sensitivity of many assays and eliminated 
the need for radioactive probes. The use of multiwell micro-
plates and microplate readers has reduced the number of cells 
required and has facilitated the collection of data. Experience 
in handling neutrophils and the time constraints of assays can 
limit the availability of this testing to laboratories that specialize 
in assessment of neutrophil function.

KEY CONCEPTS
Criteria to Assess Neutrophil Function

balanced salt solution without divalent cations. The most common cell  
contaminants of the neutrophil preparation are eosinophils. Further 
purification of a standard neutrophil preparation with anti-CD16 
magnetic immunobeads results in a neutrophil preparation that is 
generally ≥99% neutrophils. A second neutrophil isolation proto-
col that uses a discontinuous gradient of plasma/Percoll has often 
been used to minimize exposure of neutrophils to trace contamina-
tion by bacterial lipopolysaccharide (LPS) and reduce neutrophil  
priming.18

Isolated neutrophils are routinely frozen in aliquots of 5 × 
106 cells/vial. For Western blot studies, neutrophils (1 × 106 
cells/mL of buffer) are pretreated for 20 min with the cell per-
meant, irreversible serine protease inhibitor, diisopropylfluoro-
phosphate (DFP, 1–5 mM). DFP is a volatile, potent neurotoxin 
that can irreversibly bind to and inactivate acetylcholinesterase 
and should be used with extreme caution. The cell suspension is 
then spun, and the supernatant fluid removed from the cell pel-
let before freezing. Waste solutions and disposable laboratory 
items should be flushed with sodium hydroxide to inactivate 
any residual DFP. These frozen neutrophil pellets, though not 
viable, can also be a source of DNA for genetic analyses.

Because of (1) the time required to isolate neutrophils and (2) the short-
ened life span of neutrophils after isolation, assays of neutrophil function 
should have minimal complexity and enable rapid data collection. 

ISOLATION OF NEUTROPHILS

Clinical Indications and Implications
Assays that avoid neutrophil isolation are preferred because of 
their artificial priming during isolation.16 However, most assays 
require isolated neutrophils to eliminate any possible contribu-
tions of other leukocytes and blood components. In general, 
blood should be drawn using either citrate or heparin as antico-
agulant and maintained at 20°C to 25°C in polypropylene con-
tainers. Most isolation protocols require 1 to 2 hours to obtain 
purified neutrophils.

Principles and Interpretation of Laboratory Assessment
Most neutrophil isolation protocols use differences in the cell den-
sity as the basis for the separation. The relative densities of blood 
cells are as follows: erythrocytes > neutrophils and eosinophils > 
monocytes, lymphocytes, and basophils > platelets. Ficoll-Paque 
is a solution of sodium diatrizoate (a dense, triiodinated com-
pound), and Ficoll (a polysaccharide) with a density (1.077 g/
cm3) that falls between the density of neutrophils and that of the 
mononuclear cells. To isolate neutrophils,17 whole blood is diluted 
with saline and underlaid with Ficoll-Paque solution. After cen-
trifugation for 30 minutes at 500g, the less-dense monocytes, lym-
phocytes, basophils, and platelets remain at the upper interface of 
the Ficoll-Paque solution, whereas the denser erythrocytes and 
neutrophils pass through the solution and pellet at the bottom. 
The mononuclear cells are carefully harvested and the remain-
ing Ficoll-Paque solution aspirated. The erythrocyte/neutrophil 
pellet is resuspended with saline and mixed with 3% dextran. 
Dextran promotes rouleaux formation of erythrocytes, causing 
them to sediment more rapidly than the neutrophils at 1g. The  
neutrophil-enriched supernatant fluid is harvested from the bulk 
of the (sedimented) erythrocytes. Contaminating erythrocytes are 
removed by a brief (30-second) hypotonic lysis with 0.2% saline. 
The isotonicity is quickly restored with an equal volume of 1.6% 
saline. A second hypotonic lysis removes many of the red blood 
cell (RBC) debris. In general, 1–2 × 106 neutrophils can be isolated 
per milliliter of whole blood from a normal subject with a nor-
mal white blood cell (WBC) count. All procedures are performed 
at room temperature, and the isolated cells are maintained in a  

 HISTOCHEMICAL ANALYSIS OF NEUTROPHILS

Clinical Indications and Implications
Owing to their unique morphology, microscopic examination of 
neutrophil preparations with a differential stain (Wright stain) 
or a histochemical stain (Kaplow stain) to evaluate for myelo-
peroxidase, remains an essential element of neutrophil study, 
and can provide valuable insight into some genetic immuno-
deficiencies.

Principle and Interpretation of Laboratory Assessment
In Wright stain, the nucleus of a segmented neutrophil is nor-
mally multilobed (usually 3 to 5 lobes), and each lobe is con-
nected by a narrow filament (Fig. 95.1, A). The nuclear chro-
matin is coarsely clumped with purple staining. Nucleoli are 
generally not present. In a band neutrophil, the nucleus is horse-
shoe shaped, with no indication of constriction into lobes. The 
pink-violet staining of the cytosol is associated with numerous, 
evenly distributed, specific granules; occasionally a dark-stain-
ing primary granule may be present. Kaplow stain19 identifies 
the myeloperoxidase-containing primary granules as dark blue 
granules uniformly distributed throughout the cytosol (see  
Fig. 95.1, B). Neutrophils (and platelets) from patients with 
Chédiak-Higashi syndrome have giant primary granules that are 
pathognomonic for the disease (see Fig. 95.1, C).20 Myeloper-
oxidase staining of Chédiak-Higashi neutrophils is very distinc-
tive, with staining localized to the discrete giant primary gran-
ules (see Fig. 95.1, D). Neutrophils from a patient with specific 
granule deficiency exhibit primarily bilobed nuclei (pseudo– 
Pelger-Huët anomaly) with a paucity of specific granule staining 
in the cytosol (see Fig. 95.1, E).21 Staining of the myeloperoxi-
dase granules of neutrophils from a patient with specific granule  

KEY CONCEPTS
Estimated Yield From Whole Blood

In general, 1–2 × 106 neutrophils can be isolated per milliliter of whole 
blood from a normal subject with a normal white blood cell count.
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deficiency appears normal, since the defect is primarily associated 
with the granules (see Fig. 95.1, F). Neutrophils from a patient 
with myeloperoxidase deficiency fail to stain for myeloperoxi-
dase.22 However, eosinophil peroxidase stored in the eosinophilic 
granules continues to stain positive (see Fig. 95.1, G).

ANALYSIS OF GRANULE CONSTITUENTS

Clinical Indications and Implications
The granules of the neutrophils can be distinguished by their 
specific contents. Deficiency of only one granule constitu-
ent can be associated with a specific genetic defect, such as 
myeloperoxidase deficiency; alternatively, deficiency of mul-
tiple constituents of a certain granule can be associated with 
deficiency of an entire pool of granules, such as specific gran-
ule deficiency. Both enzymatic assays and immunoassays are 
available to determine the cellular content of many of these 
granule constituents.

Principles and Interpretation of Laboratory Assessment
The cellular content of neutrophils can be determined by solubi-
lization of a neutrophil pellet with 0.2% Triton X-100, followed 
by sonication to disrupt the cells and generation of a homoge-
neous lysate. Analysis of the lysate using commercial immu-
noassays can identify deficiencies of certain granule contents. 
Diagnosis of myeloperoxidase deficiency can be confirmed 
by analysis of neutrophil lysates. Similarly, deficiency of both 
lactoferrin and neutrophil gelatinase (matrix metalloprotein-9 
[MMP-9]) is indicative of specific granule deficiency,

NEUTROPHIL ADHERENCE

Clinical Indications and Implications
Adherence of neutrophils to the endothelium is a prerequisite 
step for migration of neutrophils into the tissues. Neutrophils 
isolated from patients with leukocyte adhesion defect-1 (LAD-
1) who lack the common β2-integrin subunit (CD18) exhibit
abnormal adherence to the endothelium,23 and therefore are 
not able to migrate efficiently into the surrounding tissues, 
often resulting in marked granulocytosis even in the absence 
of infection.24 LAD-2 is a milder form of the disease, whereby 
patients exhibit a defect in fucose metabolism and glycoprotein 
biosynthesis.25 Neutrophils from patients with LAD-2 exhibit 
abnormal expression of the glycoprotein, l-selectin, and fail to 
roll along the endothelium. However, they do exhibit normal 
β2-integrin–mediated adherence.

Principles and Interpretation of Laboratory Assessment
Adherence of neutrophils can be assessed by measuring bind-
ing to plastic using a 96-well plate either uncoated or coated 
with fetal bovine serum or a specific extracellular matrix 
(ECM) protein (fibrinogen or fibronectin). Alternatively, 
endothelial cell monolayers harvested from human umbilical 
veins may serve as a more physiological substrate for the mea-
surement of cell adhesion. Isolated neutrophils are preloaded 
with the cell permeant acetoxymethyl ester derivative of the 
fluorescent dye calcein (calcein-AM). Nonspecific esterases in 
the cytosol cleave the ester linkage, trapping the fluorescent 
probe in the cytosol. The labeled neutrophils are added to 
each well and incubated in the absence or presence of phorbol 
myristate acetate (PMA) to promote adherence through acti-
vation of the integrins. At the end of the incubation, the wells 
are washed three times to remove nonadherent cells. The fluo-
rescence of each well is determined with a fluorescent micro-
plate reader, and compared with the fluorescence of a control 
well with a fixed number of fluorescent cells. As shown in the 
left panel of Fig. 95.2, under controlled conditions, fewer than 
10% of neutrophils adhere to plastic or to plastic coated with 
fetal bovine serum or fibrinogen. Treatment of normal neu-
trophils with PMA for 30 minutes results in the adherence of 
greater than 90% of the neutrophils under all conditions. This 
adherence assay is valuable in the diagnosis of patients with 
leukocyte adhesion deficiency. As shown in the right panel 
of Fig. 95.2, neutrophils isolated from patients with LAD-1 
generally exhibit less than 5% adherence under controlled  
conditions and do not increase adherence after treatment 
with PMA.
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C D
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FIG. 95.1 Neutrophils stained with Wright stain and Kaplow 
stain. (A, C, and E) Blood smears stained with Wright stain. (B, 
D, F, and G) Neutrophil preparations stained with Kaplow stain.  
(A and B) Neutrophils from a normal individual. (C and D) Neu-
trophils from a patient with Chédiak-Higashi syndrome. (E and 
F) Neutrophils from a patient with specific granule deficiency.
(G) Neutrophils from a patient with myeloperoxidase deficiency. 
The blue positive-staining cell is an eosinophil.
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Less than 5 × 106 fluorescent neutrophils are needed to deter-
mine neutrophil chemotaxis using several doses of the chemoat-
tractants (fMLF, IL-8, C5a, and leukotriene B4). The advantages 
of this assay are high sensitivity, rapid acquisition and analysis 
of data, and reduced labor in loading the cell suspension. The 
96-well format also allows for multiple comparisons to be made 
under identical conditions.

Imaging instrumentation is now available to monitor che-
motaxis temporally. By acquiring digital images over time and 
analyzing those images using imaging software, the coordinates 
of individual cells can be determined. Changes in the distance 
(and velocity) directed toward the chemoattractant (directed 
migration) and orthogonal to the direction of the chemoattrac-
tant (random migration) can be determined. Tracks of multiple 
cells can be anchored at the origin and displayed graphically 
(see Fig. 95.3, top panels). Adding time as a dimension in the 
analysis of chemotaxis provides a mechanism to evaluate che-
motactic and chemokinetic responses in neutrophils simulta-
neously, and to detect more subtle defects. Using buffer as a 
chemoattractant, the average cellular velocity vectors parallel 
and orthogonal to the direction of the chemoattractant are 
typically equivalent (see Fig. 95.3, bottom panel). When using 
a chemoattractant (e.g., fMLF, IL-8), typically there is marked 
increase in the average cellular velocity vector in the direction 
of the chemoattractant, but little change in the average cellular 
velocity vector orthogonal to the direction of the chemoattrac-
tant (see Fig. 95.3, bottom panel). Moreover, the ratio of the 
orthogonal vector to the vector in the direction of the chemoat-
tractant equals tan ϴ, where ϴ equals the angle of migration, 
providing another useful parameter to assess the randomness 
of the migration.

NEUTROPHIL CHEMOTAXIS

Clinical Indications and Implications
Neutrophil migration is a prerequisite for neutrophil accumula-
tion at sites of inflammation. Patients with leukocyte chemotactic  
defects usually show recurrent skin abscesses and occasional 
life-threatening invasive infections.

Principles and Interpretation of Laboratory Assessment
Chemotaxis in vitro is generally measured using a Boyden cham-
ber. The Boyden chamber includes three components: a lower 
(chemoattractant) chamber, a nitrocellulose or polycarbonate 
filter layer, and an upper cell chamber. The lower compart-
ment of the Boyden chamber is filled with a chemoattractant,  
such as formyl-methionyl-leucyl phenylalanine (fMLF; 10−8 M) 
or interleukin-8 (IL-8; 10−8 M). Alternatively, a rapid fluores-
cence-based measurement of neutrophil chemotaxis that uses 
a 96-well disposable chemotaxis chamber,26 can be used and 
read in a fluorescence microplate reader. The lower chamber 
contains the chemoattractant and is separated from the cellular 
compartment by a filter. However, instead of a top chamber, the 
filter has a hydrophobic mask around each filter site that creates 
surface tension in the cell suspension, and aligns the suspension 
on the hydrophilic filter located directly above the chemoat-
tractant chamber. Calcein-labeled neutrophils are placed on 
top of the filter. The chemotaxis chamber is incubated for up to 
60 minutes at 37°C. Nonmigrating neutrophils atop the filter are 
rinsed off with buffer, and then the plate is read in a fluorescence 
microplate reader. The number of migrating neutrophils can be 
determined by comparing the calcein-based fluorescence to a 
standard well with a known number of fluorescent neutrophils. 
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FIG. 95.2 Adherence of Neutrophils to Plastic: Normal versus Leukocyte Adhesion Deficiency. Neutrophils (1 × 107 cells/mL Hanks 
balanced salt solution [HBSS] without divalent cations) were preloaded with acetoxymethyl ester derivative of calcein (calcein-AM: 5 µg/
mL) for 15 minutes at 37°C. The cells were washed twice and resuspended in HBSS/4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 
(HEPES) with 2% bovine serum albumin (BSA) at a cell concentration of 2 × 106/mL. The wells of a 96-well plate were coated for 1 hour at 
37°C with 32 µL of either buffer alone, fetal bovine serum, or fibrinogen (2.5 mg/mL). The wells were washed three times, and then cells 
were added to each well (160 µL/well, 3.2 × 105/well). After a 10-minute preincubation at 37°C, phorbol myristate acetate (PMA)  (100 ng/
mL) was added and the plate was incubated for 30 minutes at 37°C. The wells were then washed three times with HBSS/HEPES to remove 
nonadherent neutrophils. The percentage of adherent cells was determined by the ratio of the fluorescence of the well compared with 
the fluorescence of a known standard well. The panel (NL, normal) on the left represents the data (mean ± standard deviation [SD]) from  
22 normal individuals, and the panel on the right represents the data from three patients with leukocyte adhesion deficiency (LAD).
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EXPRESSION OF SURFACE ANTIGENS

Clinical Indications and Implications
The expression of neutrophil membrane antigens is altered  
in vivo during exudation or after challenge with intravenous 
endotoxin. Flow cytometric analysis of adhesion molecules 
on the neutrophil cell surface can indirectly reflect neutrophil 
adhesion function. Patients with LAD-1 exhibit a deficit in the 
expression of the common β2 integrin CD18 that also results in 
deficiency in surface expression of CD11a, CD11b, and CD11c.27

Principles and Interpretation of Laboratory Assessment
The expression of cell-surface antigens is determined on neutro-
phils stained with specific fluorescent bound monoclonal antibod-
ies (mAbs), and analyzed by flow cytometric analysis. Neutrophils 
stained with nonspecific isotype antibodies are used to determine 
the nonspecific background staining (Chapter 93). To determine 
the expression of circulating neutrophils and avoid artifacts induced 

by neutrophil isolation, an aliquot of whole blood can be stained 
with the appropriate antibody before lysis of the erythrocytes.  
During flow cytometric analysis, the neutrophils are easily dif-
ferentiated using their forward light scatter and right angle light 
(side) scatter to gate on the neutrophil population. Since very little 
blood is needed (100 µL) to evaluate for each surface antigen, neu-
trophils can be stained with a panel of antibodies to many relevant 
surface antigens so that a more complete representation expres-
sion on neutrophils can be obtained. The panel should include 
the β2 integrins (CD11a, CD11b, CD11c, and CD18); the selectin 
(CD62L); Fcγ receptors I, II, and III (CD64, CD32, and CD16); 
leukosialin (CD43); the common leukocyte antigen (CD45); and 
distinct surface markers for the granules—carcinoembryonic 
antigen-related cell adhesion molecule 8 (CEACAM8, or CD66b), 
a GPI-anchored glycoprotein family member stored in the spe-
cific granules, and lysosomal-associated membrane protein 3 
(LAMP-3, or CD63), stored in the azurophilic granules. During 
exudation, the expression of CD11b and CD18 is increased over 
that observed in peripheral neutrophils, whereas the expression of 
CD43 (leukosialin) and CD62L is markedly reduced.

The antibody 7D528 recognizes an extracellular epitope of 
gp91phox and can be used to identify surface expression of gp91phox 
as well as monitor the mobilization of latent pools of gp91phox 
stored in the specific granules. Flow cytometric analysis of neu-
trophils stained with 7D5 can often be used to identify patients 
with X-linked chronic granulomatous disease (CGD - generally 
little or no 7D5 staining) and X-linked chronic carriers of CGD 
(mosaic pattern of staining), particularly in patients where the 
number of cells available for testing is limited. Flow cytometric 
analysis of permeabilized neutrophils stained with specific anti-
bodies to either p22 phox, p47 phox, p67 phox, or p40 phox has also been 
used to rapidly identify protein defects in patients with CGD.29,30 
These findings predict the use of permeabilized neutrophils to 
assess the expression of other intracellular proteins.

The expression of surface antigens can also be used to assess the 
responsiveness of neutrophils to ligands, such as fMLF and LPS. 
As shown in Fig. 95.4, neutrophils isolated from a patient who has 
a genetic defect in IL-1 receptor–associated kinase-4 (IRAK-4)31  
exhibit abnormal regulation of surface antigen expression to LPS 
but exhibit normal regulation of surface antigen expression to 
fMLF. Antigen expression can be upregulated because of translo-
cation of latent antigen to the plasma membrane or downregu-
lated due to internalization or shedding of the antigen.

NEUTROPHIL DEGRANULATION

Clinical Indications and Implications
The proteases, acid hydrolases, and inflammatory mediators 
released from storage granules in the neutrophils can mediate 
bacterial killing, tissue damage, healing, and immune regula-
tion. Lactoferrin released from specific granules can chelate 
iron, resulting in a bactericidal or bacteriostatic effect. Elevation 
of plasma lactoferrin is an indication of intravascular activation 
and degranulation of neutrophils.

Principles and Interpretation of Laboratory Assessment
Stimulation of neutrophils with various secretagogues can result 
in the release of granular enzymes into the extracellular fluid. 
Treatment of the neutrophils with cytochalasin b (5 µg/mL)  
disrupts microfilament assembly and facilitates the release of 
both specific and azurophilic enzymes. Since stimulation of neu-
trophil degranulation is often accompanied by ROS generation 
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FIG. 95.3 Analysis of Chemotaxis. In the top panel, neutro-
phils (1 µL of 2 × 106 cells/mL in Hanks balanced salt solution 
[HBSS] with divalent cations) were added to the “Cell” well of 
EZ-TAXIScan and either buffer (left column) or formyl-methionyl- 
leucyl-phenylalanine (fMLF; 1 × 10−8 M, right column) was add-
ed to the “Chemoattractant” well. The cells were incubated for 
60 minutes and images were collected every 2.5 minutes. Using 
the acquired images, 10 randomly chosen cells were electronically 
tracked and the paths of the cells plotted with their position at t = 0  
anchored at the origin. Presented in the bottom panel are scatter-
grams of the average velocities of the individual cells that were 
tracked in the top panel.
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and oxidative inactivation of enzymes, both the cell supernatant  
fluid and the cell pellet should be analyzed to determine the per-
centage of enzyme released. To differentiate degranulation from 
cell lysis, release of the cytosolic enzyme lactate dehydrogenase 
should be monitored simultaneously.

The release of azurophilic granules can be assessed by deter-
mining the levels of myeloperoxidase or elastase. CD63 is also 
found in the membrane of azurophilic granules and migrates to 
the neutrophil surface after stimulation with fMLF in the pres-
ence of cytochalasin b. The release of specific granules can be 
assessed by determination of lactoferrin levels using an enzy-
matic immunoassay. The carcinoembryonic antigen CD66b is 
found on the neutrophil surface and the specific granules, and 
its expression on the surface of the neutrophils is increased after 
stimulation with fMLF or LPS. The secretory granules usually 
contain proteins that are translocated into the membrane from 
the cytosol during degranulation. Detection of the constituents 
of secretory granules can be assessed by flow cytometric analysis  

of the change in expression of surface proteins (adhesion  
molecules), and cytochrome b558 of the NADPH oxidase.

GENERATION OF REACTIVE OXYGEN SPECIES

Clinical Indications and Implications
The release of ROS, such as O2

• and H2O2, is an important 
component of the bactericidal machinery of a neutrophil.  
Neutrophils isolated from patients with CGD have a defect in the 
NADPH oxidase and are unable to generate ROS, resulting in an 
O2-dependent bactericidal defect. The production of ROS has 
become an important tool to perform risk assessment in patients 
with CGD. Patients with the lowest ROS generation (<1% of nor-
mal generation) have lower survival than patients with higher 
ROS generation (3%–10% of normal). Moreover, survival in 
CGD is a continuous function of ROS production, suggesting 
that therapeutic interventions that result in an increase in ROS 
generation should incur a survival benefit to patients with CGD.32
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FIG. 95.4 Upregulation of Neutrophil Surface Antigen Expression. Neutrophils (2.5 × 106/mL Hanks balanced salt solution [HBSS] + 
10% AB sera) isolated from a normal subject (NL) or from a patient with an interleukin-1 receptor–associated kinase-4 (IRAK-4) mutation 
(PT) were treated with either lipopolysaccharide (LPS; 100 ng/mL) or formyl-methionyl-leucyl-phenylalanine (fMLF; 0.1 µM) for 30 minutes 
at 37°C. The cells were washed and stained with C10 (an antibody that demonstrates neutrophil heterogeneity), CD18, CD11b (antibodies 
to β2 integrins), CD66b (a specific granule marker), CD45 (the common leukocyte antigen), and l-selectin. The green lines represent the 
isotype control, blue lines represent control neutrophils, and purple lines represent stimulated cells. Differences between control and 
stimulated cells have been shaded. (From Kuhns DB, Long Priel DA, Gallin JI. Endotoxin and IL-1 hyporesponsiveness in a patient with 
recurrent bacterial infections. J Immunol. 1997;158:3959, with permission of the American Association of Immunologists, Inc.)
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CLINICAL PEARLS
Reactive Oxygen Species (ROS) in Chronic 
Granulomatous Disease (CGD)

The production of O2
• can be detected using the reduction 

of cytochrome c. Because O2
• causes a one-to-one stoichio-

metric reduction of ferricytochrome c to ferrocytochrome c, 
the resultant increase in the absorption spectrum at 550 nM 
can be used to quantify the production of O2

•. Superoxide dis-
mutase is added to an identical tube to control for the nonspe-
cific reduction of cytochrome c. However, since cytochrome 
is not permeable to the cells, the detection of O2

• is limited 
to that released in the extracellular milieu. Neutrophils iso-
lated from normal volunteers produce 0.42 ± 0.67 nmol/106 
neutrophils/10 min under resting conditions; treatment with 
PMA results in production of 35.92 ± 11.92 nmol/106 neu-
trophils/10 min (Fig. 95.6). An estimate of normal O2

• pro-
duction over 60 minutes can be obtained by reducing the 
number of neutrophils in the assay to 2 × 105. Neutrophils 
isolated from patients with CGD produce little, if any, O2

• 
in response to PMA treatment in 10 minutes (see Fig. 95.6). 
However, some patients with autosomal forms of CGD have 
low, but detectable O2

• production in 60 minutes. Neutrophils 
isolated from X-linked heterozygous carriers of CGD can 
yield a full spectrum of O2

• production, whereas neutrophils 
from autosomal recessive carriers of CGD generally yield a 
normal response (see Fig. 95.6). Although the detection of 
O2

• by reduction of cytochrome c is useful in the diagnosis 
of patients with CGD, it cannot be used in the diagnosis of 
carriers because of the wide spectrum of responses that result 
from the degree of X-chromosome lyonization.

Studies have shown that O2
• determinations sufficiently 

reliable to diagnose chronic granulomatous disease (CGD) 
can be obtained from neutrophils isolated from heparinized 
whole blood that has been stored overnight. Hence, analyses 
can be performed on blood samples shipped overnight. A 
normal control blood sample should accompany the sample 
to ensure adequate handling during shipment. By 48 h of 
storage, however, there are marked reductions in the phor-
bol myristate acetate (PMA) response, and the findings are 
no longer valid.

An alternative assay to measure reactive oxygen species 
(ROS) production is luminol-enhanced chemiluminescence. 
This versatile assay, in addition to its quick and easy setup, 
offers the capability to test several individuals and stimuli on 
the same plate using reduced number of cells while provid-
ing high sensitivity. The luminescence is read every 1–5 min 
for up to 2 h, and data are expressed as relative light units 
(RLUs). Different stimuli exhibit different kinetics (e.g., fMLF 
induces a rapid respiratory burst that decays quickly, whereas 
PMA [20–100 ng/mL] induces a peak of luminescence within 
5–15 min that slowly decays by 2 h). Results from normal indi-
viduals and patients can be assessed simultaneously and mon-
itored kinetically or using the area under the curve (AUC). 
Luminol-enhanced chemiluminescence is a measure of both 
intracellular and extracellular ROS production, although it 
may not detect them with equivalent efficiency. Addition of 
superoxide dismutase significantly reduces both peak height 
and AUC after stimulation with PMA, suggesting that at least 
a portion of the response can be attributed to O2

•. Typically, 
patients with CGD who are deficient in gp91phox have little to 
no detectable luminescence in this assay; however, as observed 
with the ferricytochrome c assay, patients with CGD with 
an autosomal recessive deficiency in p47phox have detectable  
luminescence that becomes most evident at later readings  
(40–80 min) (Fig. 95.7).

• Neutrophil ROS production, the primary determinant in diagnosis of
patients with CGD, ranges from 0.1% to 27% of that observed in
normal individuals.

• In addition, survival in CGD is strongly associated with residual ROS produc-
tion as a continuous variable, independent of the specific protein defect.

• ROS production is an important and early indicator of overall risk in CGD.
• In addition, small increases (as little as 3%–5% of normal) in residual

neutrophil ROS production may confer a survival benefit.
• Careful monitoring with detection of even small increases in ROS could be

an important indicator of clinical efficacy during therapeutic intervention. 

Principles and Interpretation of Laboratory Assessments
The nitroblue tetrazolium (NBT) test is a qualitative assay of 
ROS production. Either whole blood or isolated neutrophils 
are mixed with NBT in a chamber slide and stimulated with 
PMA for 15 to 30 minutes at 37°C. Once settled onto the slide, 
the neutrophils are air-dried, counterstained with 0.1% safra-
nin, and examined under a microscope. The NBT test yields 
a visual record of the reduction of the NBT dye to the insol-
uble, blue-black deposits of formazan. Normal neutrophils, 
but not neutrophils from patients with CGD, reduce the yel-
low dye to black-brown-blue aggregates within cells. Owing to 
the random inactivation of the X-chromosome (lyonization), 
X-linked carriers of CGD exhibit both NBT+ and NBT− neu-
trophils. The percentage of NBT+ neutrophils in X-linked car-
riers of CGD ranges from 5% to 95%. The drawback of the 
NBT test is the need for manual counting to obtain an accu-
rate reflection of the percentage of positive cells. Presently the 
most common alternative to the NBT test is a flow cytomet-
ric assay using the dye dihydrorhodamine 123 (DHR-123).33  
Neutrophils are loaded with this non-fluorescent dye and then 
stimulated with PMA for 15 minutes at 37°C. The H2O2 pro-
duced oxidizes the dye and results in markedly increased fluo-
rescence, which is detectable by a flow cytometer. The assay is 
also dependent on an endogenous MPO in the primary gran-
ules. Catalase is added to prevent cell-to-cell diffusion of H2O2. 
Since dye is localized to the cytoplasm and catalase is present 
in the extracellular fluid, the DHR-123 assay detects the intra-
cellular production of ROS. As shown in Fig. 95.5, stimulation 
of normal neutrophils (see Fig. 95.5, A) with PMA results in a 
two-log shift in the fluorescence intensity. Neutrophils from an 
X-linked carrier of CGD (see Fig. 95.5, B) exhibit mosaicism 
with a negatively stained (abnormal) population and a brightly 
stained positive (normal) population. Neutrophils from a 
patient with X-linked CGD lacking gp91phox (see Fig. 95.5, C) 
express little increases in fluorescence. In addition, neutrophils 
from a patient with a deficiency in p47phox (see Fig. 95.5, D) 
exhibit slight increases in fluorescence. The major advantages of 
the DHR-123 assay are the sensitivity, the signal-to-noise ratio, 
and the ease of counting a larger number of cells. Moreover, it 
has been shown that the DHR-123 assay yields reliable results 
on ethylenediaminetetraacetic acid (EDTA) or heparin-treated 
blood samples that have been stored overnight. In general, more 
than 90% of the neutrophils from the control blood samples will 
exhibit increased DHR-123 fluorescence. For this same rea-
son, however, overnight samples should not be used to rule out 
X-linked heterozygosity, since a highly lyonized CGD carrier 
(>90% normal vs. abnormal) could yield similar results.
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FIG. 95.5 Flow Cytometric Analysis of Dihydrorhodamine (DHR) Staining. Whole blood (1.2 mL with ethylenediaminetetraacetic acid 
[EDTA] as anticoagulant) collected from a normal individual (A), an X-linked chronic granulomatous disease (CGD) carrier (B), a gp91phox 
CGD patient (C), and a p47phox CGD patient (D) was lysed by using an ammonium chloride–potassium bicarbonate solution. The remaining 
leukocytes were resuspended in Hanks balanced salt solution (HBSS) and incubated with dihydrorhodamine 123 (DHR-123; 100 µM) and 
catalase (50 µg/mL) for 5 minutes at 37°C. The cells were then incubated an additional 15 minutes at 37°C with either buffer (control) or 
phorbol myristate acetate (PMA; 400 ng/mL). The cells were immediately analyzed by flow cytometric analysis. Neutrophils were gated 
using forward light scatter and right-angle light scatter. The analyses presented represent 5000 events within the gated area.

WESTERN BLOT ANALYSIS OF NADPH OXIDASE 
PROTEIN SUBUNITS

Clinical Indications and Implications
The NADPH oxidase consists of two membrane components 
(p22phox and gp91phox), three cytosolic components (p47phox, 
p67phox, and p40phox), and several guanosine triphosphate 
(GTP)–binding proteins. CGD is characterized by defects in 
any of the following components—p22phox (≈5% of patients with 
CGD), p47phox (≈25% of patients with CGD), p67phox (≈5% of 
patients with CGD), and gp91phox (remaining 65% of patients 
with CGD).
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Principles and Interpretation of Laboratory Assessments
The severity of CGD can be related to the specific protein 
defect. Determination of the specific protein defect in CGD 
by Western blot analysis also provides direction for determi-
nation of the specific genetic defect and enables appropriate 
genetic counseling for the extended family. A validated nor-
mal control is included on each gel for band identification and 
intensity comparisons. In addition, a control sample from a 
patient with a known mutation in gp91phox CGD is included on 
each blot to ensure adequate development of p22phox. Typical 
phox protein band patterns are presented in Fig. 95.8. Patients 
with CGD having mutations in p47phox are Western blot nega-
tive. Patients with CGD having mutations in p67phox are gen-
erally Western blot negative; however, we have analyzed one 
CGD patient with a missense mutation in p67phox yielding a 
positive Western blot. Because p22phox and gp91phox exist as a 
membrane complex, patients with a defect in p22phox are gener-
ally Western blot negative for both p22phox and gp91phox. In con-
trast, defects in gp91phox yield more variable results, patients 
with nonsense defects in gp91phox generally exhibit low but 
detectable levels of p22phox, while patients with missense muta-
tions in gp91phox that yield detectable gp91phox protein exhibit 
proportionately higher levels of p22phox. Neutrophils isolated 
from overnight samples can be used to diagnose p47phox 
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FIG. 95.6 O2
• Generation from Normal Subjects, Patients

With Chronic Granulomatous Disease (CGD), and Carriers 
of CGD. Neutrophils (1 × 106/mL Hanks balanced salt solution 
[HBSS]) were incubated in the presence of 100 µM cytochrome c 
with phorbol myristate acetate (PMA; 100 ng/mL) for 10 minutes  
at 37°C. The reaction was terminated by centrifugation at 4°C. 
Reduction of cytochrome c was monitored at an analytical 
wavelength of 549.5 nm and a micromolar extinction coefficient 
of 0.0211. An identical tube containing superoxide dismutase 
(100 µg/mL) served as a blank.
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FIG. 95.7 Luminol-Enhanced Chemiluminescence. Neutro-
phils (1 × 105/200 µL) were preloaded with luminol (100 µM) 
for 10 min at 37°C. At t = 0, either buffer or phorbol myristate 
acetate (PMA; 100 ng/mL) was added and luminescence was 
monitored for 2 hours, with readings recorded every 2 minutes. 
Note that at later readings, neutrophils from a CGD patient with 
p47phox deficiency had increased luminescence compared with 
neutrophils from a CGD patient with gp91phox deficiency. CGD, 
Chronic granulomatous disease; RLU, relative light unit.
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FIG. 95.8 Determination of Nicotinamide Adenine Dinu-
cleotide Phosphate (NADPH) Oxidase Protein Defect by 
Western Blot Analysis. Frozen, diisopropylfluorophosphate 
(DFP)–treated neutrophil pellets (5 × 106 cells) were resus-
pended in polyacrylamide gel electrophoresis (PAGE) sample 
buffer and sonicated to break up the DNA. One million cell 
equivalents were loaded into each lane (10% PAGE gels for 
p47phox and p67phox, 4% to 12% gradient PAGE gels for gp22phox 
and gp91phox). A validated normal control was run on each gel 
for quality control. The gels were transferred to nitrocellu-
lose, blocked with 5% powdered milk, and incubated over-
night with specific antibodies to the phox proteins. The blots 
were washed, incubated with peroxidase-labeled secondary 
antibody, and developed with a color reagent. The blots were 
scanned for permanent storage, and a composite figure was 
created by using the relevant bands from each blot. The lanes 
are identified by the specific protein defect in CGD patients 
and, for gp91phox, the type of mutation. CGD, Chronic granulo-
matous disease.
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deficiency because of the stability of the protein. However, 
detection of other phox protein defects in overnight samples 
can be more problematic because of proteolysis of p67phox and 
the gp91phox–p22phox complex.

CONCLUSIONS
Neutrophils are a critical cellular component of innate immu-
nity in protecting the host from bacterial and fungal infec-
tions. They act as sentinels of the immune system and respond 
to the changing environment with their surface markers serv-
ing as a reflection of these changes. However, in other cells, the 
surface markers designate what function the cells have been 
programmed to perform (e.g., Th1 vs. Th2 lymphocytes, M1 
vs. M2 monocytes) for neutrophils, surface antigen expres-
sion likely reflects their history. Neutrophils are exquisitely 
sensitive to perturbations, either physical trauma (e.g., shear, 
g-force, ionic stress) associated with cell isolation or physi-
ological perturbations such as exposure to LPS or cytokines as 
well as transendothelial migration; such changes are reflected 
in their expression of surface markers, often due to mobiliza-
tion of latent pools of the antigens stored in the granules (e.g., 
β2 integrins), but also due to shedding of antigen by proteolysis 
(CD62L). These changes appear to be in preparation for the 
critical role that neutrophils play by internalizing and killing 
bacterial and fungal pathogens.

Current knowledge of neutrophil biology has developed 
from the study of genetic immunodeficiencies that target a 
specific protein and/or pathway in neutrophils. However, addi-
tional immunodeficiencies that result from defects in these 
recently discovered pathways are yet to be determined.
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ON THE HORIZON
Developing a better understanding regarding the physiology and fate of 
neutrophils that survive at sites of inflammation/infection:
• Is the recycling of surface antigens permanent or can the receptors

cycle back to their storage granules?
• Are antigens that have been shed replaced?
Some neutrophils appear to return to the vasculature from sites of in-
flammation:
• Is this reverse migration driven by chemoattraction?
• What are the surface signals that mediate their destination?
• What is the role of these altered neutrophils?
• Are these cells “fast-tracking” to their destination for destruction in

the lungs, bone marrow, mucosal surfaces?
• Are the altered neutrophils so transient in circulation that they are lost 

within the greater population of normal circulating neutrophils?
• Does the presence of neutrophil granule proteins in plasma repre-

sent a vestige of their history, representing cells that have undergone 
NETosis or apoptosis?
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Human allergic disease comprises a spectrum of immuno
globulin E (IgE)–mediated immediatetype hypersensitivity 
reactions that manifest as reactions in skin (urticaria or derma
titis), the respiratory tract (asthma, rhinitis, or sinusitis), eyes 
(conjunctivitis), the gastrointestinal (GI) tract (abdominal pain, 
bloating, vomiting, or diarrhea), and, in their most extreme 
condition, systemic anaphylaxis. These reactions are precipi
tated by exposure of a genetically predisposed and sensitized 
(IgE antibodypositive) individual to a variety of environmen
tal substances that are ubiquitous and usually well tolerated by 
most healthy individuals. This chapter reviews the principles 
and performance characteristics of analytical methods used in 
the diagnosis and management of individuals with allergic dis
ease. It examines in vivo and in vitro methods for the quantifi
cation of total and allergenspecific IgE and mastcell tryptase.

BIOLOGICAL PROPERTIES OF IMMUNOGLOBULIN E
In 1921, Prausnitz and Küstner (PK)1 reported that an intra
dermal (ID) injection of serum from an allergic individual into 
the skin of an unsensitized (nonallergic) individual, followed  
24 hours later by injection of specific antigen into the same skin 
site, induced local itching and swelling surrounded by a zone 
of erythema. This passively transferred allergic reaction, or PK 
reaction, reached a maximum within 10 minutes, persisted for 
about 20 minutes, and gradually disappeared. In 1967, this anti
body was identified as a fifth human immunoglobulin isotype 
and designated as IgE.2–4

Total serum IgE concentrations are the lowest of the five 
human immunoglobulin isotypes (0 to 0.0001  g/L; 0.004% of 
the total adult serum immunoglobulin).5 Its short biological 
halflife of 1 to 5 days in peripheral blood is primarily the result 
of a relatively high fractional catabolic rate (71% of the intravas
cular pool catabolized/day). IgE does not pass the placenta or 
activate the classical complement pathway. Its reaginic (mast
cell sensitizing) activity is dependent on its ability to bind to 
the α chain of the highaffinity IgE Fcε receptor (αFcεRI) that 
resides on the membrane surface of basophils and mast cells.

CLINICAL IMPORTANCE OF TOTAL SERUM 
IMMUNOGLOBULIN E
The concentration of IgE in the serum is age dependent.5 
Cord serum IgE concentrations are low, usually <2  kU/L 
(1 kU = 2.44 µg). Serum IgE levels progressively increase in 
healthy children up to the age of 10 to 15 years and gradually 
decline from the second to the eighth decades of life. Infants 
with atopy have an earlier and steeper rise in serum IgE levels 

during their early years compared with agematched controls 
without atopia.6

Clinically, a patient's total serum IgE level should be evalu
ated against reference intervals established with sera from an 
agestratified, healthy skin testnegative (nonatopic) popu
lation.6 Many clinical laboratories define a total serum IgE > 
100 kU/L (240 ng/mL) as a general demarcation into the atopic 
region.7. Extreme elevations in serum IgE are common in para
sitic infections (Chapter 31) and are necessary for the diagno
sis of the hyperIgE (Job) syndrome (Chapter 39). Low total 
serum IgE levels support the diagnosis of nonallergic (intrinsic) 
asthma and help exclude allergic bronchopulmonary aspergil
losis. There is extensive overlap between IgE levels in atopic and 
nonatopic populations,6–9 which means that an elevated serum 
IgE can be useful in confirming the clinical diagnosis of aller
gic respiratory or skin diseases; however, a low or normal value 
does not eliminate the possibility of an IgEmediated mecha
nism. Parasitic infections, selected immunodeficiency states 
(e.g., DOCK8 deficiency, Job syndrome, Omenn syndrome, 
and WiskottAldrich syndrome), cancer (Hodgkin disease, 
bronchial carcinoma), rheumatoid arthritis, liver disease, and 
atopic dermatitis (eczema) are other disease states that have 
been associated with a dysregulation of total serum IgE levels. 
The total serum IgE must therefore be interpreted within the 
relevant clinical context for each patient.

Because of the overlap between individuals with atopia and 
those without, total serum IgE measurements have been largely 
replaced in the routine diagnosis of allergic disease by the quan
tification of allergenspecific IgE antibody. However, quantifica
tion of total serum IgE has remained important for computing 
the therapeutic dose of antiIgE. Omalizumab is a recombinant, 
humanized IgG1κ monoclonal antihuman IgE Fc biological 
that specifically binds to the region on the ε heavy chain that 
interacts with αFcεR1.10 It is used to treat moderate to severe  
persistent allergic asthma and chronic idiopathic urticaria by 
blocking IgE binding to the αFcεR1. The binding of omali
zumab to IgE in vivo reduces both the number of free IgE mol
ecules able to interact with the αFcεR1 and the number of 
αFcεR1 receptors on the surface of effector cells. The conse
quence is a reduction in mediator release and allergy symptoms 
following allergen exposure.

CLINICAL IMPORTANCE OF ALLERGEN-SPECIFIC 
IMMUNOGLOBULIN E
In contrast to total serum IgE, the presence of allergenspecific 
IgE antibody on the surface of circulating basophils or skin 
mast cells or in the serum is highly predictive of an individual's  
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propensity to exhibit an allergic response following reexposure 
to that allergen. Before its identification as a novel immuno
globulin, IgE was only detectable with in vivo bioassays (skin 
test, bronchial or nasal provocation tests). Purification of IgE 
myeloma protein and the subsequent production of antisera 
specific for IgE led to the development of the first in vitro assay 
(radioallergosorbent test [RAST]) for the detection of allergen
specific IgE antibody in serum.4,11,12 Since then, nonisotopic 
autoanalyzer variants based on the original noncompetitive cel
lulose paper disc solidphase RAST designs have been widely 
used in clinical immunology laboratories worlwide.13

Historical studies have compared the diagnostic perfor
mance (sensitivity and specificity) of in vivo and the in vitro 
assays in the diagnosis of human allergic disease. These inter
method comparisons have shown that the presence of IgE 
antibody, as measured by serological immunoassay methods, 
usually agrees well with the presence of IgE detected in leuko
cyte and mastcell histamine release assays, and with provoca
tion tests, such as the skin test, food challenge, and inhalation  
provocation test.14 However, these early studies emphasize that 
the presence of IgE antibody as detected either in vivo or in 
vitro is at best a confirmatory measurement for sensitization.15 
IgE antibody is necessary, but not sufficient, to identify an 
individual with allergic disease. IgE antibody presence is one 
important risk factor in the diagnosis of allergic disease that 
supports a patient's medical, family, and environmental histo
ries of a temporal association between allergic symptoms and 
allergen exposure. The clinical importance of differences in 
diagnostic sensitivity between skin test and serological detec
tion of IgE antibody may be less important for patients with 
allergies to inhaled (pollen, dust mite, and epidermal) allergens 
than in those facing lifethreatening anaphylactic reactions 
caused by Hymenoptera stings and certain drugs. In these latter 
cases, skin tests are preferred to serology for the detection of 
allergenspecific IgE antibodies.16 Immunoassays of allergen
specific IgE antibody in serum are, however, useful in cases 
where antihistamines, βreceptor stimulants, or highdose ste
roids reduce an in vivo provocation test's measured response 
as well as in children, pregnant women, and older patients, in 
whom skin testing may not be well tolerated and when dealing 
with allergens (e.g., foods, molds) where commercial extracts 
can be highly variable or labile.14

CLINICAL HISTORY
The diagnosis of human allergic disease is driven principally by 
the patient's clinical history in which objective evidence is col
lected that an allergic reaction has occurred following exposure 
to a known or suspected allergen source. During the history, a 
number of factors need to be considered.14 These include the 
patient's symptom characteristics (location, reproducibility, 
severity, duration, and delay time from appearance following 
allergen exposure), atopic factors (personal and family histo
ries, age of onset, and the presence of infantile atopic dermati
tis), opportunity for sensitization (geography, seasons, duration 
of exposure, prior exposures, employment, and hobbies), speci
ficity of allergen triggers, and comorbidities (e.g., nasal polyps, 
recurrent sinusitis, and chronic obstructive pulmonary disease 
[COPD]). From the history, an a priori or pretest probability 
or likelihood of allergic disease is derived, and this determines 
whether or not confirmatory IgE antibody testing for sensitiza
tion is warranted.

DIAGNOSTIC METHODS
A combination of in vivo provocation and in vitro laboratory 
tests may be used to confirm sensitization and provide sup
port for the clinical diagnosis of allergic disease. The actual 
tests selected depend on the nature of the disease process  
(e.g., allergic asthma, urticaria/angioedema, rhinitis/sinusitis, 
or anaphylaxis) and the suspected allergen triggers (e.g., aeroal
lergens, venoms, drugs, foods). Not only are there a myriad of 
assay methods, diverse techniques, reagents (extracts and mol
ecules) and grading, interpolation, and interpretation meth
ods, but most importantly, there is a general absence of gold 
standard methods for defining the presence of allergic disease.  
Consequently, results of the confirmatory tests need to be viewed 
as additional risk factors and tests for sensitization, rather than 
definitive indicators of disease.15 In the end, the choice of which 
confirmatory test to use is a matter of clinical judgment.

INITIAL CLINICAL LABORATORY TESTS
Following the collection of a medical history and performance 
of a physical examination, the patient who is suspected of having 
allergic disease may undergo several preliminary blood tests. A 
complete blood count (CBC), and/or a total blood eosinophil 
count, if performed, should be obtained before any systemic 
corticosteroids or epinephrine is administered. A normal whole 
blood eosinophil level ranges from 0 to 500 cells/mm3. Children 
generally have higher normal levels (mean 240 cells/mm3 95% 
confidence interval [CI] = 0 to 740 cells/mm3), with peak lev
els occurring at 4 to 8 years of age. Most clinical laboratories 
consider a differential white blood cell (WBC) count with an 
eosinophil proportion >5% to 10% of the total WBC count to 
be abnormal. Blood, sputum, and nasal secretion eosinophilia is 
characteristic of asthma, whether or not IgEmediated allergic 
processes are present. In a bronchitic sputum specimen, neu
trophils predominate. A neutrophilic nasal discharge is charac
teristic of sinusitis. Other laboratory tests that may be ordered 
include pulmonary function tests and a chest Xray or sinus 
computer tomography (CT) scan.

IN VIVO PROVOCATION TESTING
Both the skin test and nasal/bronchial/GI provocation tests are 
useful in vivo diagnostic tools for the confirmation of sensitiza
tion in the evaluation for allergic disease. They can also help 
identify offending allergens in an allergy patient's workup for 
avoidance, or management with pharmacotherapy, immuno
therapy, antiIgE therapy, or other biological therapy.

Skin Tests
Historically, Guerin and Watson17 described a threephase skin 
response during an immediatetype skin test reaction following 
the administration of a stimulus (allergen or histaminepositive 
control). First, a bluishwhite area appears that involves the con
striction of capillaries that typically disappears within minutes. 
Second, an erythematous peripheral halo or flare appears as a 
result of arteriole dilatation. Finally, a circular urticarial pap
ule or wheal is observed, as a result of extravasation of plasma 
into the skin. The response is generally maximal by 15 to 20 
minutes. The immediate “wheal and flare” reaction can be fol
lowed by a latephase reaction 5 to 6 hours later that appears as 
a poorly defined edemalike reaction that usually disappears by 
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24 hours. An allergen extract can be administered either by a 
prick or puncture or by ID injection.18

Puncture skin testing involves placing a drop of each test 
allergen extract or control solutions (histamine and saline) on 
the skin of the forearm or back and the introduction of allergen 
into the epidermis by a needle puncture. Importantly, drops are 
spaced at least 2 cm apart to prevent crossover contamination 
that can produce falsepositive reactions or difficulty reading 
each discrete test site because of overlapping erythema. A vari
ety of singlepoint (23 to 26 gauge), multipoint, and bifurcated 
needles have been used.19 An immediate reaction (wheal and 
erythema) is read at 15 to 20 minutes as it reaches its maximum 
size. Because of the direct skin irritation with some crude aller
gen extracts, bleeding at the site of puncture can produce false
positive results.

The ID skin test is 1000 to 30,000 times more sensitive by 
concentration than the puncture skin test. A 0.02 to 0.05mL 
volume of diluted allergen extract or controls (histamine or 
saline) is injected intracutaneously through a 26 to 27gauge 
needle. Importantly, the bevel of the needle needs to face up and 
injection should be no deeper than the superficial layers of the 
skin. A 0.02mL injection will initially produce a superficial 2 
to 4mmdiameter bleb. Like the puncture test, the ID skin test 
is read at 15 to 20 minutes, when the reaction is maximal. Dilu
tions of extract >1 : 1000 weight/volume (w/v) are commonly 
used to minimize falsepositive reactions due to irritation and 
the potential for systemic reactions, which range from 0.02% 
to 1.4% of patients tested.18 Subcutaneous administration of 
the allergen may lead to a falsenegative result. The volume of 
allergen extract that is injected only slightly influences the size 
of the whealandflare reaction, whereas concentration is the 
most important determinant of the final ID skin test result. ID 
testing allows an investigator to perform a skin test titration to 
quantitatively determine the patient's skin sensitivity. For serial 
titration, the same volume (e.g., 0.02 mL) of 3 to 10fold serial 
dilutions of allergen extract are injected into different skin sites 
and the concentration of allergen required to produce a wheal 
or erythema of a defined mean diameter (e.g., 8mm wheal) is 
interpolated.20 The higher the concentration of allergen required 
to induce the defined size of wheal or erythema, the less sensi
tive is the patient to that allergen preparation and/or the lower 
is the allergenic potency of the extract.

Variables that Influence Skin Test Responses
The quality (composition, potency, heterogeneity) of the aller
gen extract is the single most important variable that affects skin 
test performance. Most skin test extracts are nonstandardized, 
and their potency is reported in biological or weight per vol
ume units.21 Many allergen extracts used in puncture skin test
ing contain 50% glycerin, which enhances stability. However, 
glycerin causes skin irritation and falsepositive skin test results 
if used intradermally without dilution. Other factors that influ
ence the skin test response include the area of the body that is 
tested (back vs. forearm), age of patient (skin wheals increase in 
size from infancy to adulthood), race (clarity of reading on dark 
vs. light skin pigmentation) and preadministered drugs (e.g., 
antihistamines, tranquilizers, or corticosteroids).

The saline negative control can identify dermatographic 
patients and traumainduced reactivity produced by the punc
turing device. The histamine positive control (for prick or punc
ture at 5.43 mmol/L or 1 mg/mL of histamine base) is useful 
in detecting medication or diseaseinduced suppression of the 

skin test response. It is also used as a quality control reagent to 
document the reproducibility of technician performance.22

Relationship Between Puncture and Intradermal Skin Test 
Responses
Fig. 96.1 shows the relationship between the ng/mL level of 
Dermatophagoides pteronyssinus (Dpt, dust mite) specific IgE 
antibody in sera from 30 subjects with dustmite allergy, as 
measured in serum by an in vitro assay, as well as the ID skin 
test midpoint Dpt allergen extract titer required to produce 
an 8mm wheal in the same individual. Using the same Dpt 
extract in both tests, a higher degree of skin sensitivity (i.e., 
lower titer of antigen required to induce an 8mm wheal) was 
strongly correlated (r2 = 0.77; P < .001) with higher serum 
allergenspecific IgE antibody levels in those with the higher 
levels of skin sensitivity (<10 ng/mL midpoint). Fig. 96.2 shows 
the strong correlation between the wheal size that is observed 
in the same patients with Dpt allergy receiving the same dust
mite extract by a single puncture skin test and a midpoint ID 
skin test titration. The maximal diameter and the midpoint 
perpendicular diameter are averaged to generate an index.  
A permanent record of the skin reaction can be made by apply
ing adhesive cellulose tape over the whealandflare skin area, 
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FIG. 96.1 Relationship between immunoglobulin E (lgE) anti–
Dermatophagoides pteronyssinus (Dpt) measurements in skin 
(x-axis, intradermal [ID] skin test titration; ng/mL of Dpt required to 
produce an 8-mm wheal) and in the serum (y-axis, ng/mL of IgE 
anti-Dpt as measured by IgE antibody serology; sensitivity = 2 ng/
mL). These results were obtained by testing the skin and serum 
of 30 individuals with dust-mite allergy and varying degrees of 
clinical sensitivity by using the same Dpt extract in both IgE 
antibody serology assay and the ID skin test titration study.  
A lower “titer” of antigen required to induce an 8-mm wheal (e.g., 
higher degree of skin sensitivity) was strongly correlated (r = 0.77;  
P < .001) with a higher serum IgE antibody level in individuals with 
the higher level of skin sensitivity (<10 ng/mL midpoint). Less sensi-
tive patients (titers >10 ng/mL Dpt) had lower levels of serum anti-
body (2 to 15 ng/mL) that did not relate well with skin sensitivity.
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which has previously been outlined with a felttip or ballpoint 
pen. Using a single concentration of allergen, the ID skin test 
can be graded according to one of several reported systems 
(Table 96.1).18 Alternatively, a midpoint titer can be interpolated 
from a skin test titration, including 3 to 10fold serial dilu
tions of the allergen extract. The strong relationship between 
the size of the intradermal erythema and wheal observed with 
the mean of 304 duplicate skin tests is shown in Fig. 96.3. This 
relationship is useful to know because the erythema is difficult 
to assess in many darkskinned subjects.

Conjunctival, Bronchial, and Nasal Provocation Tests
Conjunctival, bronchial, and nasal provocation challenges are 
performed primarily as research procedures to identify a rela
tionship between allergen exposure and a change in the patient's 
ocular, bronchial, or nasal physiology. Along with puncture skin 
tests, they are more specific but less sensitive than ID skin tests.

Bronchoprovocation studies with methacholine or histamine 
are the most commonly performed, particularly in the diagnosis 
of difficult cases of asthma. The bronchoprovocation procedure 
involves the administration of either methacholine or histamine 
via a calibrated nebulizer, starting at doses of 0.03 to 0.1 mg/mL 
and doubling the concentration up to 10 to 25 mg/mL. Pulmo
nary function is monitored after each dose. A positive response 
is typically defined as the concentration of agonist that results 
in a drop in the forced expiratory volume per second (FEV1) 

Intradermal skin test titration
(ng/mL Dpt at midpoint of 8-mm wheal)
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FIG. 96.2 The wheal size in millimeters at a single dose of  
Dermatophagoides pteronyssinus (Dpt) allergen administered in 
a puncture skin test compared with the titer or nanogram per 
milliliter (ng/mL) of the same Dpt allergen obtained in an intra-
dermal (ID) skin test titration on the same 26 dust mite–allergic 
patients to produce an 8-mm wheal. These data indicate that 
the wheal size obtained with a single dose of allergen by the 
less labor-intensive puncture skin test is as predictive (r2 = 0.72; 
P < .001) of relative patient sensitivity as the more technically 
complex ID skin test titration study, which involves the adminis-
tration of seven increasing concentrations of the same allergen 
into different skin sites.

FIG. 96.3 Correlation plot of the mean wheal (x-axis) and  
erythema (y-axis) in millimeters for the mean of 304 duplicate 
intradermal (ID) skin tests to dust mite (Dermatophagoides ptero-
nyssinus) obtained in a population of individuals with sensitivity to 
dust mites. The relationship is highly correlated (r  = 0.82; P < .001)  
in grades 0 to 3+, indicating that either can be used to judge 
the degree of ID skin sensitivity. In highly allergic individuals 
(>35 mm erythema); however, the slope declines dramatically, 
indicating that wheal size may be more discriminating than 
 erythema.
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TABLE 96.1 Grading System for Puncture 
and Intradermal Skin Testing Using Histamine 
as a Referencea

Grade or Class Wheal Size (mm)
Erythema 
Size (mm)

Skin Testing Grading Systema

0 No discernible wheal
1+ ≤3 histamine wheal
2+ >3 histamine and <13 histamine 

wheal
3+ =size of histamine wheal ± 1 mm
4+ >13 histamine wheal and <23 

histamine wheal
5+ >23 histamine wheal

Alternative Skin Test Grading System for Intradermal Skin 
Testing Only Involving Interpretation of Wheal and 
Erythema Responsesa

0 <5 <5
+/− 5–10 5–10
1+ 5–10 11–20
2+ 5–10 21–30
3+ 10–15 31–40
4+ >15 with pseudopods 41–50

aPrick/puncture histamine (3–10 mg/mL); intradermal histamine (100 µg/mL).
Modified from Norman PS. Skin testing. In: Middleton E, Ellis EF, Reed CE, eds. 
Allergy: Principles and Practice. 2nd ed. St. Louis: CV Mosby; 1982, with permission 
from Elsevier.
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of 20% or more from the baseline. A baseline value >70% of  
predicted needs to occur to obtain a valid interpretation.23

Nasal provocation involves the controlled administration of 
buffer (human serum albumin–saline) or increasing concentra
tions of allergen into one or both sides of a washed nasal passage.  
The symptoms (e.g., itching, number of sneezes, rhinorrhea, 
and nasal conjugation) induced and/or concentration of mast
cell and basophil degranulation markers (e.g., histamine, trypt
ase, prostaglandin D2, and cysteinyl leukotrienes) and cytokines 
(interleukin4 [IL4], IL5, IL10, and IL13) released into nasal 
lavage fluids after each allergen dose indicates the relative level 
of sensitivity of the individual to that allergen. Nasal airway 
resistance is a less satisfactory endpoint because of high intrin
sic variations.24

Oral Food Challenge Tests
Oral food challenges remain the definitive test for food hyper
sensitivity, since in vitro and other in vivo diagnostic methods 
suffer from suboptimal diagnostic specificity.25 They are per
formed to establish an accurate diagnosis of food allergy or when 
skin tests are not possible because of atopic dermatitis or allergic 
GI disease or to assess the development of tolerance to a food. 
Passing a direct food challenge ideally permits reintroduction 
of the food into the patient's diet. Foodinduced GI reactions 
(e.g., nausea, colic, vomiting, and diarrhea) can occur minutes 
to hours after the consumption of food allergens by a sensitized 
individual. Commonly eaten foods that contain potent allergens 
include cow milk, chicken egg white, cereal grains (wheat, rye, 
barley, oats), legumes (peanut, soybean, white bean), tree nuts, 
and fish and seafood.

Diagnosis of food allergy begins with a medical history, 
which includes an assessment of diet diaries and elimina
tion diets. Skin tests and serological tests for IgE antibody to 
extracted food allergens and open food challenges with fresh 
and cooked foods are used to confirm sensitization to suspected 
foods. No evidence is available to indicate that foodspecific 
IgG or IgG4 antibody levels have any diagnostic value.26 The 
doubleblind placebocontrolled food challenge (DBPCFC) is 
considered the definitive diagnostic test for food allergy.25 The 
open food challenge is useful as a firstline challenge procedure 
because it is easier than DBPCFCs. Moreover, it is especially 
useful when the probability of a negative challenge is high, 
since a negative open challenge result can obviate the need for 
a DBPCFC and it reduces anxiety and the risk of bias in infants 
and young adults. An extensive discussion of open challenges, 
DBPCFCs, and variables that influence their outcome is pre
sented elsewhere.25

In 2001, prospectively collected sera from 100 children 
and adolescents who had been previously evaluated by a skin 
test and DBPCFC were analyzed for foodspecific IgE anti
body.27 Levels of IgE antibody specific for egg (7 kUa/L), milk 
(17 kUa/L), peanut (14 kUa/L), and fish (20 kUa/L) were iden
tified, above which clinical reactivity could be predicted with 
more than 95% certainty. The study concluded that by mea
suring the concentration of foodspecific IgE antibody, a sub
set of children who were highly likely (>95% probability) to 
experience a clinical reaction to egg, milk, peanut, or fish could 
be identified. This study and others subsequently have shown 
that judicious use of quantitative serological measurements for 
foodspecific IgE antibody may be able to eliminate the need 
for timeconsuming DBPCFCs in children who are suspected 
of having food allergy.

IN VITRO TESTING
Clinical immunology laboratories worldwide offer serological 
tests that are useful in the diagnosis and management of human 
allergic disease. Diagnostic analytes commonly measured in 
these laboratories include the total serum IgE, IgE antibodies 
to hundreds of allergen specificities, and mastcell tryptase. IgG 
antibody measurements to allergens have not been shown to be 
predictive of protection. Basophil mediator and activation tests, 
although rarely offered as clinical tests because of the require
ment for fresh blood, are useful investigational methods.

Total Serum Immunoglobulin E
Total serum IgE is currently the only diagnostic allergy ana
lyte regulated under the US Clinical Laboratory Improvement 
Amendment of 1988 (CLIA88). The minimum detectable 
concentration of commercial total serum IgE assays is 0.5 and 
1 µg/L. The intermethod agreement of the different commer
cial IgE assays is excellent (e.g., intermethod coefficients of 
variation [CVs] typically <15%).12,28 Nonatopic ageadjusted 
reference intervals for total serum IgE must be used for norma
tive interpretation.5

Total Immunoglobulin E Measurements After Therapeutic 
Anti– Immunoglobulin E Administration
Omalizumab (antiIgE) is used as a fourth therapeutic modality 
to supplement avoidance, pharmacotherapy, and immunother
apy in the management of persistent asthma and urticaria, and 
offlabel for other IgEmediated states (e.g., allergic broncho
pulmonary aspergillosis, pretreatment of food allergy patients 
receiving immunotherapy). Since its conception, clinicians have 
desired to quantify total and “free” (uncomplexed) IgE levels in 
antiIgE treated patients as a rationale for treatment failures or 
to justify modification of a patient's dosing regimen to maxi
mize treatment success. A systematic evaluation of the impact 
of therapeutic antiIgE on the performance of clinically used 
total IgE assays showed variable interference that resulted in a 
1.9% to 51.9% reduction in accuracy, depending on the assay.29 
Accurate quantitation of the level of uncomplexed or “free” 
IgE in the serum of treated patients has been more technically  
difficult and thus is not recommended.40

KEY CONCEPTS
Immunoglobulin E (Reaginic) Antibody Detection

• Allergen-specific immunoglobulin E (IgE) can be detected by the skin
test using a puncture or intradermal (ID) administration of allergen or
in the serum by laboratory-based immunoassays.

• In general, the ID skin test is more analytically sensitive than a punc-
ture skin test, which is roughly comparable to the best in vitro meth-
ods for IgE antibody detection in serum.

• ID skin tests are the diagnostic procedure of choice in the work-up of
patients with suspected Hymenoptera venom and drug allergy, while
both in vitro an in vivo assay methods are complementary for evaluat-
ing aeroallergen-related disease.

• Serological analyses of IgE antibody specific for food allergens are often 
favored over extract-based skin test analyses in part because of more
enhanced reagent quality control and pediatric acceptance. However,
the double-blind placebo-controlled food challenge (DBPCFC) remains
the gold standard for definitive diagnosis of food allergies.

• IgE antibody to allergenic molecules (components and epitopes) can
in some cases (e.g., peanut and hazelnut) provide clarity in terms of
the specificity of the patient's sensitization profile (genuine vs. cross-
reactivity) and relative risk for mild vs. serious systemic reactions.
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Allergen-Specific Immunoglobulin E
Laboratories in the United States that perform clinical diag
nostic allergy testing use assays that have been through rig
orous validation, and have achieved unsurpassed intraassay  
precision, interassay reproducibility, and a high degree of 
quantification.12 Their basic design can be traced to the first IgE 
antibody assay, the RAST, reported by Wide et al. in 1967.11

Allergen
The most highly variable component of the IgE antibody assay is 
the allergencontaining reagent. Allergens are mixtures of mole
cules, typically proteins, glycoproteins, lipoproteins, or protein
conjugate chemicals or drugs that have been solubilized from 
a defined source, a portion of which can elicit an IgE antibody 
response in exposed and genetically predisposed individuals. 
They possess common properties of stability to heat and diges
tion because of multiple cysteine linkages. Allergens tend to be 
abundant in nature, form aggregates or polymers, commonly 
interact with lipid structures, and serve to defend their bio
logical source. Crosstabulation of the protein family (PFAM) 
database (n = 16,230 protein families) with the Structural Data
base of Allergenic Proteins (SDAP) identified 130 PFAMs in the 
Allergenic Family database of allergenic proteins. Thus, impor
tantly, allergens comprise a small fraction of protein families 
with particular structures and biological functions.30 The Clini
cal Laboratory Standards Institute (CLSI) has an established 
international guidance document that defines the expected  
performance characteristics of allergenic materials used in 
immunological assays for human IgE antibodies.12 It provides a 
compendium of the genus and species of the allergen specifici
ties of clinical interest, subdividing them into extract and com
ponent allergens. They are categorized based on their source, 
into weed pollen, grass pollen, tree pollen, animal dander, mold, 
house dustmite fecal material, parasites, insect venoms, occu
pational allergens, foods, and drugs. Except for drugs, these 
extracts are complex heterogeneous mixtures that contain both 
nonallergenic and allergenic proteins. Some allergens share 
structural similarity or crossreactive epitopes, and others pos
sess unique IgE antibodybinding determinants. Extensive aller
genic crossreactivity has also been documented within pollen 
groups, such as the grasses (June, Brome, Timothy, Perennial 
Rye, Fescue, Orchard, Red Top, Salt, Sweet Vernal, Velvet). Con
versely, other grass pollens, such as those produced by Bermuda 
Grass, Johnson Grass, and cultivated corn, oat, and wheat, are 
minimally crossreactive (allergenically distinct). Variations in 
the allergenic content of extracted source materials, the extrac
tion process from the raw source material, allergenreagent 
manufacturing methods, differential binding to various allergo
sorbent supports, instability during storage, heterogeneity of 
internal reference allergen standards, and differences in charac
terization procedures (antisera, assays) make the production of 
reproducible allergens for in vitro use a challenge.

Crossreactivity has also been shown at the allergen component 
level. There are 10 principal allergen families that show structural 
similarity and extensive crossreactivity (Table 96.2).31,32 The most 
prominent allergen component family is the  pathogenesisrelated 
(PR)–10 family of allergens, also known as the Bet v 1 homo-
logues. These are small (17kDa) proteins in many plant species 
that transport steroids and exhibit low stability at high pH and 
in the presence of digestive enzymes. The first allergen in this 
family was identified from birch pollen (Bet v 1). Others with 

high amino acid sequence homology include Cor a 1hazelnut, 
Mal d 1apple, Pru p 1peach, Gly m 4soybean, Ara h 8peanut,  
Aln g 1alder, Act d 8kiwi, Api g 1celery, and Dau c 1carrot. 
Other componentbased crossreactivity groups include the pro
filins, nonspecific lipid transfer proteins, tropomyosins, serum 
albumins, polcalcins, lipocalins, parvalbumins, storagebinding 
proteins, and carbohydrate crossreactive determinants (CCDs) 
(see Table 96.2). Each of these crossreactive allergen families is 
extensively discussed in the Handbook on Molecular Allergology.32

Calibration
The second attribute that varies among commercially available 
allergenspecific IgE antibody assays is their calibration algo
rithm and methodology. Since no internationally recognized 
polyclonal human IgE antibody reference preparation exists, 
autoanalyzers in current commercial use employ a heterolo
gous interpolation procedure in which allergenspecific IgE 
antibody response data are interpolated from a total serum IgE 
calibration curve. This procedure is valid as long as the total 
IgE calibrators and the patient's allergenspecific IgE antibody  
levels dilute out in parallel so that parallelism is maintained. The 
assays report IgE antibody levels in kUa/L units, using internal 
total IgE calibrators that are crossverified and traceable to the 
World Health Organization (WHO) third IgE international ref
erence preparation. This calibration system allows interpolation 
of IgE antibody results from a limit of quantitation of 0.1 kUa/L 
to 100 kUa/L levels of IgE antibody. In terms of quantitation, 
at least one of the IgE antibody autoanalyzers (ImmunoCAP) 
has demonstrated equivalence in which 1 kUa/L of chimeric  
allergenspecific IgE antibody was shown to be equivalent to 
1 kU/L (2.4 ng/mL) of total serum IgE.33

Single-Plex, Multiallergen, and Multiplex Assays
The autoanalyzers in worldwide clinical use are singleplex 
assays in which one analyte is measured in a single analysis. In 
contrast, a multiplex antibody assay allows many specificities of 
a single antibody isotype to be individually detected and semi
quantified in a single analysis. These are distinguished from a 
multiallergen screening assay, which is a form of singleplex 
analysis that involves the use of a mix of multiple allergens that 
is immobilized on the same allergosorbent. The purpose of the 
multiallergen assay is to simultaneously screen a serum for IgE 
antibody to a concise number (e.g., 10 to 15) allergens either of 
the same allergen source type (e.g., foods: chicken egg, cow's 
milk, peanut, soybean, cod fish) or diverse sources (e.g., respira
tory allergens as an aeroallergen mix: pollen from select trees, 
grasses, weeds, pet epidermals, dust mites, molds).34 A qualita
tive result (positive or negative) is generated, and it serves as an 
efficient single analysis to assess the general atopic status (IgE 
positivity) of an individual. Clinically, the multiaeroallergen 
screening assay has a high negative predictive power and thus is 
used to rule out IgEmediated allergic disease where the suspi
cion based on the clinical history is weak.

The availability of unlimited quantities of molecular allergens 
has made it possible to develop multiplex chipbased microar
rays for diagnostic allergy confirmatory testing. The present
day microarray for semiquantification of IgE antibody involves 
a preactivated glass slide (chip) on which 112 purified allergens 
are each immobilized in triplicate microdot arrays.35 IgE anti–
cow's milk components as measured in the multiplex immune 
solid phase chip or ISAC has agreed well with those obtained in 
a singleplex autoanalyzer using the same allergen specificities.36  
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TABLE 96.2 Principal Allergen Families and Their Associated Biological Functions

Family Function Diagnostic Utility and Clinical Features Examples

Profilins Actin-binding proteins involved in the 
dynamic turnover and restructuring 
of the actin cytoskeleton. Highly 
conserved, extremely cross-reactive 
and ubiquitous proteins in pollen 
and plant foods

Positive skin test and immunoglobulin E (IgE) responses to 
(nonrelated) pollen species (often including grasses) and 
plant food extracts are indicative for IgE cross-reactivity to 
profilins. After proof of sensitization to one profilin, pollen 
and plant food extracts are of no further use because of 
their subsequent lack of analytical specificity

Bet v 2 (birch);
Phl p 12 (Timothy Grass);
Hev b 8 (Natural Rubber 

Latex);
Mal d 4 (apple)

Serum 
albumins

Highly cross-reactive plasma protein 
carriers involved in transport of 
hormones, enzymes, hemin, and 
fatty acids. Also maintains oncotic 
pressure

Positive skin test and IgE responses to furred animals indi-
cate IgE cross-reactivity to mammalian serum albumins. 
Proof of sensitizations to one serum albumin can explain 
clinical symptoms to rarely or uncooked meat (“cat-pork-
syndrome”)

Fel d 2 (cat);
Can f 3 (dog),

Pathogenesis-
related 
proteins 
family 10 
(PR-10), Bet 
v 1- homolog

Plant defense proteins; Bet v 1 is a 
quercetin-3-O-sophoroside-binding 
molecule (17 kDa); inflammation 
response proteins

Positive Bet v 1-specific IgE reflects sensitization to fagales 
tree pollen (i.e., hazel, alder, birch, beech, oak). Thermo 
and digestion labile Bet v 1-homologs in fruits, legumes, 
and vegetables. Bet v 1-sensitized individuals can cause 
predominantly oropharyngeal symptoms after consumption 
of raw food items (i.e., pip fruits, stone fruits, tree nuts, 
carrots, soy).

Bet v 1 (birch);
Cor a 1 (hazelnut);
Mal d 1 (apple);
Gly m 4 (soy)

Polcalcin Cross-reactive, ubiquitous calcium-
binding proteins in pollen; involved 
in calcium regulation

Positive skin test and IgE responses to (nonrelated) pollen 
species are indicative for IgE cross-reactivity to polcalcins. 
After proof of sensitization to one, polcalcin pollen extracts 
are of no further use because of their subsequent lack of 
analytical specificity

Phl p 7 (Timothy Grass);
Bet v 4 (birch);
Amb a 10 (Short Ragweed)

Nonspecific 
lipid transfer 
proteins 
(nsLTP, PR-
14)

Inflammation response proteins; 
responsible for shuttling phospho-
lipids and other fatty acids between 
cell membranes

Primary food allergen after sensitization to peach lipid transfer 
protein (LTP) (possibly through the skin?); predominantly 
found in the Mediterranean subjects; variable degree of 
cross-reactivity between the thermally stable LTPs in fruits 
and vegetables frequently causing oropharyngeal and some-
times systemic symptoms (i.e., exercise-induced)

Pru p 3 (peach);
Ara h 9 (peanut);
Cor a 8 (hazelnut)

Lipocalins A highly heterogeneous group of 
extracellular proteins within various 
subfamilies involved in transport 
of small hydrophobic molecules, 
such as steroids, bilins, retinoids, 
and lipids

Positive skin test and IgE responses to more than one or 
many furred animals are indicative for IgE sensitization and 
subsequent serological cross-reactivity to lipocalins of a 
certain subfamily. As a consequence, animal extracts are of 
no further use because of their subsequent lack of analytical 
specificity

Fel d 4, 7 (cat);
Can f 1, 2, 4, 6 (dog)

Parvalbumins Calcium-binding proteins; localized in 
fast-contracting muscles and being 
involved in calcium signaling

Thermostable and digestion-stable major fish allergen with 
fairly high, but not complete cross-reactivity and high 
abundance in almost all fish species. Only limited sequence 
homology and no cross-reactivity between fish and shellfish 
calcium-binding proteins

Gad c 1 (cod);
Cra c 4, 6 (shrimp)

Tropomyosins Integral components of actin filament 
that play a role in regulating muscle 
contraction. Also regulate actin fila-
ment stability in nonmuscle cells

Thermostable and digestion-stable major shellfish allergen 
with broad cross-reactivity and high abundance in all shell-
fish species. IgE sensitization is associated with allergic 
reactions to various panels of shellfish species

Der p 10 (dust mite);
Pen m 1 (shrimp)

Seed storage 
proteins

Heterodimeric, stable and highly 
abundant proteins involved in 
nutrient storage: e.g., 2S albumins, 
7/8S globulins (vicilins), 11S globulin 
(legumins)

Thermostable and digestion-stable important primary food 
allergens in legumes (peanut, soy), tree nuts (hazelnut), 
capsule fruits, and seeds with limited cross-reactivity within 
the subfamilies of different species; primary sensitiza-
tion starts in early childhood and can persist lifelong; high 
allergen-specific IgE levels are associated with systemic 
allergic reactions

Ara h 2 and 1 and 3 (peanut);
Cor a 14 and 11 and 9 

(hazelnut)

Modified from the I/LA20 Guidance Document from the Clinical Laboratory Standard's Institute. Hamilton RG, Matsson PNJ, Chan S, et al. Analytical Performance Characteristics, 
Quality Assurance and Clinical Utility of Immunological Assays for Human Immunoglobulin E (IgE) Antibodies of Defined Allergen Specificities. 3rd ed. I/LA20-A3, International CLSI-
Guideline. Wayne, PA: Clinical Laboratory Standards Institute; 2016.

Other groups have tried alternative multiplexing technologies 
to detect IgE antibodies that have included immobilizing aller
gen extracts on chips by using Luminex bead–based suspension 
arrays, employing nanotechnology biosensors, detecting surface 
plasmon resonance, and using plates equipped to produce elec
trical pulse–generated chemiluminescence. Singleplex systems 
have the advantage of greater analytical sensitivity or a lower limit 
of quantitation, greater precision and accuracy, more established 
internal and external quality control, and wider global availability 
of technology. In contrast, multiplex systems provide increased 

speed of analysis with reduced turnaround times, conservation 
of sample volume, greater simplicity, and reduced technical and 
reagent costs.12

The quality of allergenspecific IgE antibody results reported 
from clinical diagnostic allergy laboratories is not uniformly 
equivalent. In addition to the variability of results for a given 
serum between assays from different manufacturers as a result 
of allergen and calibration variance, the positive thresholds 
used for the same assay by different laboratories varies (e.g., 
0.1, 0.35, and 0.7 kUa/L). Physicians requesting IgE antibody  
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testing thus bear some responsibility for determining the qual
ity of the results they receive. In the United States, testing should 
be performed in a clinical laboratory that is federally licensed 
for highly complex immunology clinical testing under CLIA88 
(verified by requesting a copy of the federal laboratory license). 
The requesting physician should inquire about the assay method 
used, the source of its reagents, and how assays are quality con
trolled by the laboratory. As part of the formal record, the assay 
method used in patient analysis should be indicated on the final 
report.

Allergen-Specific Immunoglobulin G
Allergen immunotherapy is known to enhance the production 
of specific IgG “blocking” antibodies.37 Quantitative measure
ments of allergenspecific total IgG or IgG subclass antibodies 
in studies of allergic rhinitis have not correlated with the con
trol of clinical symptoms in individual patients. However, clini
cally successful immunotherapy is usually accompanied by high 
serum levels of allergenspecific IgG (typically IgG1 and IgG4) 
blocking antibodies. Despite a decrease to preimmunotherapy 
baseline levels after 2 years of immunotherapy discontinua
tion, overall functional inhibitory activity, as measured by an 
IgEdependent facilitated allergen binding assay, appears to be 
maintained.37 For patients with Hymenoptera venom allergy, 
specific IgG antibody measurements have been used as an indi
cator of effective immunotherapy. Quantitative venomspecific 
IgG antibody levels may be useful in individualizing the dose 
and frequency of injections while maximizing the protective 
effects. However, their clinical utility may be restricted to the 
first 4 years of venom immunotherapy.38 In contrast, the pres
ence or levels of IgG antibodies specific for food antigens have 
shown no correlation with the results of positive DBPCFCs, and 
they are not indicated in the diagnostic workup of a patient 
with suspected food allergy.26

tryptase compared with mast cells, elevated tryptase levels in 
serum are considered a relatively specific indicator of mastcell 
involvement in a clinical reaction. Unstimulated tissue mast 
cells continually secrete immature protryptase into the tissue, 
and it diffuses into the circulation to provide a measure of total 
mastcell number. αProtryptase and βprotryptase represent 
the bulk of the immature tryptase in nonanaphylactic sera. 
αProtryptase remains enzymatically inactive, whereas some 
of βprotryptase is autoprocessed from the proform within the 
mast cell into the mature enzyme by a dipeptidase where it is 
stored in granules. Only upon activation of mast cells are both 
the pro and mature forms of tryptase secreted in parallel with 
prestored histamine and newly generated vasoactive mediators. 
Total tryptase in serum from healthy humans ranges from 1 to 
11.4  µg/L (average 3 to 5  µg/L). Mature tryptase is normally 
undetectable (<1 µg/L) in serum from healthy individuals who 
have no history of anaphylaxis during the preceding hours. 
Elevated levels of total tryptase (>11.4  µg/L) can be detected 
in serum 1 to 4 hours after the onset of systemic anaphylaxis 
with hypotension. Baseline levels of >20 µg/L are detected in 
most individuals with systemic mastocytosis. Recommended 
serum collection times for tryptase quantification range from 
30 minutes to 4 hours after the onset of an acute event. Because 
serological tests for mature tryptase are not widely available, 
it is important to compare an acute event total tryptase level 
(within 4 hours) with a baseline total tryptase 24 hours after 
all signs and symptoms of the event have subsided. Reported 
mature tryptase levels in postmortem cases of fatal anaphylaxis 
have ranged from 12 to 150 µg/L in all nine fatalities caused by 
Hymenoptera venom and in six of eight foodinduced fatalities.

CLINICAL PEARLS
Immunoglobulin G Antibody Measurements

• Clinically successful aeroallergen immunotherapy is almost always ac-
companied by high serum levels of allergen-specific immunoglobulin
G (IgG; predominantly the IgG1 and IgG4 subclasses).

• Quantitative venom-specific IgG antibody levels can be of value in
individualizing venom doses and frequencies for patients on venom
immunotherapy for up to 4 years.

• Food-specific IgG and IgG4 assay results do not correlate with the
results of double-blind placebo-controlled food challenges and are not
clinically indicated.

Mast-Cell Tryptase
Mast cells have been identified in skin, respiratory, and digestive 
tract connective tissues and distinguished on the basis of the 
neutral proteases present in their secretory granules. One group 
of mast cells contains only tryptase, whereas the other contains 
both tryptase and chymase.39 Mastcell tryptase (MW 134 kDa) 
is a serine esterase with four subunits, each having an enzymati
cally active site. A resting mast cell contains 10 to 35 picograms 
(pg) of tryptase that is stored attached to heparin. When dis
sociated from heparin, it rapidly degrades into its monomers 
and loses enzymatic activity. As basophils have ~500fold less 

ON THE HORIZON
New trends in laboratory methodology for the assessment of human 
allergic diseases include the following:
• Although there is a transition from the use of crude allergen extracts

to allergenic components and epitopes in immunoglobulin E (IgE) anti-
body serological assays, extracts remain the principal allergen reagent 
source for the foreseeable future because of their comprehensive
nature.

• Multiplexing platforms are being increasingly developed to allow rapid 
simultaneous detection of IgE antibodies to many allergenic com-
ponents using microliter quantities of serum. However, due to their
semiquantitative nature, fixed panel of specificities, and lower analyti-
cal sensitivity, single-plex assays will remain the most cost-effective
and widely used assay format for the foreseeable future.

• Qualitative “point of care” IgE antibody assays to rapidly assess sen-
sitization to aeroallergens during the patient's visit will be slow to be
adopted because of their limited/fixed allergen menus, lower diagnos-
tic sensitivity, and concern about potential patient misinterpretation of 
results.

The presence of IgE antibody whether detected by in vivo or 
in vitro assays is simply a confirmatory measurement for sensi
tization. Evidence of sensitization supports a patient's medical, 
family, and environmental histories of a temporal association 
between allergic symptoms and allergen exposure. For patients 
with allergies to inhaled allergens, both in vivo and in vitro 
diagnostic assays have equivalent utility in identifying sensiti
zation. However, for those facing lifethreatening anaphylactic 
reactions caused by venom and drug allergens, in vivo IDST 
and provocation methods are favored. In cases where antihis
tamines, βreceptor stimulants, or highdose steroids reduce 
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an in vivo provocation test's measured response, as well as in 
 children, pregnant women, and older patients, in whom skin 
testing may not be well tolerated and when dealing with allergens 
(e.g., foods, molds) where commercial extracts can be highly 
variable or labile, serological methods have distinct advantages. 
Above all, the presence of allergenspecific IgE antibody is nec
essary, but not sufficient, to identify an atopic state and is thus 
 considered only one of the important risk factors that must be 
considered in the diagnosis of human allergic disease.
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Selected CD Molecules and 
Their Characteristics

Thomas A. Fleisher

1

CD Molecule Predominant Distribution Identity/Function

CD1a–e Thymocytes, subset of lymphocytes, 
antigen-presenting cells

MHC class I–like molecules; presentation of nonpeptide antigens to T cells; thymic T-cell 
development

CD2 T cells Binds to LFA-3; receptor for CD48; T-cell activation; adhesion
CD3 T cells T-cell signaling complex; associated with TCR
CD4 T-cell subset TCR coreceptor; interacts with MHC class II molecules on antigen-presenting cells; 

identifies T cells with helper function; signal transduction
CD5 Most T cells, thymocytes, B-cell subset Binds to CD72; regulation of cell proliferation/activation; identifies B-1 B-cell subset
CD6 Thymocytes, T cells, B-cell subset Binds CD166 (ALCAM); adhesion; mediates binding of developing thymocytes with thymic 

epithelial cells; thymic development; T-cell activation
CD7 Pluripotent hematopoietic cells, 

thymocytes, T cells
T-cell and NK-cell development

CD8 T-cell subset TCR coreceptor; interacts with MHC class I molecules on antigen-presenting cells; identifies 
T cells with cytotoxic function

CD10 B cells Neutral endopeptidase; enkephalinase; B-cell development; common acute lymphoblastic 
leukemia antigen (CALLA), neutrophils

CD11a Leukocytes α-chain of LFA-1; pairs with CD18; interacts with ICAM; adhesion and cellular migration
CD11b Monocytes, granulocytes, NK cells α-chain of complement receptor type 3 (CR3); pairs with CD18; adhesion molecule
CD11c Monocytes, granulocytes, NK cells α-chain of complement receptor type 4 (CR4); pairs with CD18; adhesion molecule
CD13 Hematopoietic stem cells, immature 

and mature myeloid and monocyte 
elements

Appears before CD33 during myeloid differentiation

CD14 Granulocytes, monocytes/macrophages Receptor for LPS/LPB complex; myeloid differentiation antigen; cell activation
CD15 Neutrophils, eosinophils, monocytes, 

basophil subset
Sialyl Lewis X antigen, plays a role in cell adhesion, defective in leukocyte adhesion defi-

ciency type 2
CD16a,b NK cells, monocytes/macrophages, 

neutrophils
FcγRIIIA and FcγRIIIB (low-affinity IgG receptors-type III); phagocytosis; ADCC

CD18 Leukocytes β-chain of β2-integrin molecules, including LFA-1, CR3, and CR4; pairs with CD11a, b, and c
CD19 B cells BCR coreceptor; signal transduction; complexes with CD21, expressed pre-B cells
CD20 B cells Role in B-cell activation/differentiation
CD21 B cells; follicular dendritic cells Complement receptor type 2 (CR2): C3d receptor; B-cell coreceptor subunit; EBV receptor
CD22 B cells Associates with BCR; signaling; regulation of B-cell activation; adhesion
CD23 B cells, macrophages, eosinophils, 

platelets, follicular dendritic cells
FcεRII; (low-affinity IgE receptor), activated B cells

CD24 Leukocytes Heat-stable antigen; costimulation; adhesion
CD25 Activated T cells and B cells α-chain of IL-2 receptor, low-affinity IL-2 binding; signaling for cell proliferation/differentiation
CD26 Activated T cells and B cells; 

macrophages
Dipeptidyl peptidase; role in extracellular adhesion; cell activation

CD27 T cells; B-cell subset Costimulation; T-cell proliferation, memory B cells
CD28 T cells Binds B7-1 (CD80) and B7-2 (CD86); T-cell costimulation; signal transduction
CD29 Leukocytes Integrin β1-chain; pairs with CD49a-CD49f to form VLA-1-VLA-6 integrins, respectively; 

adhesion; signal transduction; development
CD30 Activated B cells and T cells Binds to CD153; T-cell activation/regulation/differentiation, Reed–Sternberg cells
CD31 Monocytes, granulocytes, platelets, 

endothelial cells, B cells
Recent thymic emigrants

PECAM-1; binds to CD38; adhesion; signal transduction

CD32 B cells, monocytes/macrophages, 
granulocytes, eosinophils

FcgRII (low-affinity IgG receptor-type II) phagocytosis; ADCC; B-cell regulation

CD33 Myeloid progenitors, granulocytes Binds sialic acid
CD34 Hematopoietic progenitor cells;  capillary 

endothelium
Mucosialin; binds to CD62L; adhesion

A P P E N D I X 

Continued
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CD Molecule Predominant Distribution Identity/Function

CD35 Leukocytes; erythrocytes Complement receptor 1 (CR1); C3b and C4b receptor; phagocytosis
CD36 Monocytes/macrophages; endothelium; 

platelets
Binds oxidized LDL; scavenger receptor; binds apoptotic cells; adhesion and endocytic 

receptor; GPIIIb; platelet adhesion and aggregation
CD38 NK cells; T-cell and B-cell subsets; 

monocytes
Binds CD31; cyclase; hydrolase; cell activation

CD40 B cells; antigen-presenting cells Binds CD154 (CD40 ligand); B-cell proliferation, differentiation, and survival; T-cell costimulation
CD41 Megakaryocytes/platelets Glycoprotein IIb; a IIb integrin chain; binds fibronectin, fibrinogen, von Willebrand factor, 

thrombospondin; extracellular adhesion; platelet aggregation
CD43 Leukocytes (except resting B cells) Leukocyte sialoglycoprotein; may bind CD54; signal transduction; adhesion; antiadhesion
CD44 Leukocytes; memory T cells; 

erythrocytes
Binds hyaluronan (H-CAM), collagen, fibronectin, laminin, osteopontin; extra- and 

intercellular adhesion; T-cell costimulation; leukocyte homing
CD45 Leukocytes (pan-leukocyte marker) Protein tyrosine phosphatase; cell differentiation; lymphocyte signal transduction and activation
CD45RA Naive T-cell marker (in conjunction with 

CD62L); B cells, monocytes
CD45 isoform

CD45RB B-cell and T-cell subsets, monocytes/
macrophages, granulocytes

CD45 isoform

CD45RO Memory and activated T cells; B cells, 
monocytes/macrophages

CD45 isoform

CD46 Hematopoietic cells Membrane cofactor protein (MCP); binds to C3b and C4b and regulates complement pathway
CD47R Leukocytes; endothelium Integrin-associated protein (IAP); leukocyte migration, extravasation, and activation
CD48 Leukocytes (not neutrophils) Binds CD2; adhesion; costimulation
CD49a–f Various distributions Integrin a1-6 chain; binds to CD29 to form VLA-1 to VLA-6; binds extracellular matrix 

components such as fibronectin, laminin, collagen (CD49D binds VCAM-1, fibronectin, 
MAdCAM-1, invasin); lymphocyte homing; extracellular adhesion; embryonic development

CD50 Thymocytes, B cells, T cells, 
monocytes, granulocytes

ICAM-3; adhesion

CD51 Platelets/megakaryocytes, 
granulocytes, monocytes, T cells

Integrin α-chain; associates with CD61; binds vitronectin, fibronectin, fibrinogen; extracellular 
adhesion; T-cell costimulation; epithelial inflammatory response

CD52 Leukocytes GPI linked, signaling, defined by CAMPATH-1
CD54 Broad distribution; increased on 

activated leukocytes
ICAM-1; binds LFA-1; adhesion; leukocyte transendothelial migration, rhinovirus receptor

CD55 Hematopoietic cells and some 
nonhematopoietic cells

Decay accelerating factor (DAF); binds complement fragment C3b; regulation of complement 
activation

CD56 NK cells, NK-T cells NKH-1; adhesion
CD57 NK cells, T-cell subset, B cells, 

monocytes
Oligosaccharide expressed on cell surface glycoproteins

CD58 Hematopoietic cells and 
non-hematopoietic cells

LFA-3; binds CD2; adhesion; lymphocyte coactivation

CD59 Hematopoietic cells and 
non-hematopoietic cells

Binds complement components C8 and C9 and regulates assembly of complement membrane 
attack complex

CD61 Platelets/megakaryocytes, 
macrophages

Integrin β3 subunit; associates with CD41 or CD51

CD62E Endothelium ELAM-1 or E-selection; binds sialyl-Lewis X; adhesion; mediates rolling interaction of neutrophils 
on endothelium and neutrophil extravasation

CD62L B cells, T cells, monocytes, NK cells LECAM-1, LAM-1 (or L-selectin); binds CD34 and GlyCAM; adhesion; mediates rolling 
interactions with endothelium and call extravasation

CD62P Platelets/megakaryocytes, endothelium P-selectin; binds sialyl-Lewis X; mediates interaction of platelets with neutrophils and 
monocytes; mediates rolling interaction of neutrophils with endothelium

CD64 Monocytes/macrophages, mature 
neutrophils

FcγR1 (high-affinity IgG receptor)

CD65 Neutrophils, eosinophils, basophils 
monocyte subset, CD56 bright NK 
cells

During myeloid differentiation, it appears after myeloperoxidase, appears to be the ligand for 
CD62L

CD66c Differentiating myeloid cells peaks at 
promyelocyte stage, subpopulation of 
monocytes

Member of the carcinoembryonic antigen (CEA) family

CD68 Monocytes/macrophages Macrosialin; early activation antigen; role in phagocytic activity
CD69 Activated T cells, B cells, macrophages, 

NK cells
Early activation antigen; costimulation

CD70 Activated B cells and T cells; 
macrophages

Binds to CD27; costimulation

CD71 Activated leukocytes, erythroid 
precursors

Transferrin receptor; cell activation

CD72 B cells Ligand for CD5; B-cell activation and differentiation; costimulation
CD73 B-cell and T-cell subsets Ecto-5′ nucleotidase; allows nucleoside uptake
CD74 MHC class II expressing cells MHC class II–associated invariant chain; involved in antigen processing and peptide 

presentation in antigen-presenting cells
CD77 Germinal center B cells Entering apoptosis



1237APPENDIX 1 Selected CD Molecules and Their Characteristics

CD Molecule Predominant Distribution Identity/Function

CD79a,b B cells Iga, Igb; components of BCR complex that mediate signal transduction
CD80 Monocytes/macrophages, dendritic 

cells, activated B cells
B7-1; ligand for CD28 and CTLA-4; T-cell interaction with antigen-presenting cells; costimulation

CD81 Lymphocytes Associates with CD19 and CD21 to form B-cell coreceptor complex; costimulation; adhesion
CD86 Monocytes, activated B cells B7-2; ligand for CD28 and CTLA-4; T-cell interaction with antigen-presenting cells; costimulation
CD87 Granulocytes; monocytes/macrophages, 

activated T cells
Urokinase plasminogen activator receptor

CD88 Granulocytes, macrophages, mast cells Complement component fragment C5a receptor
CD89 Monocytes/macrophages, granulo-

cytes, B-cell and T-cell subsets
FcαR (IgA receptor)

CD91 Monocytes α2-macroglobulin receptor
CD94 NK cells, T-cell subset Inhibits killing
CD95 Broad distribution Fas or APO-1; induces apoptosis after being bound by Fas ligand
CD97 Activated B and T cells, monocytes, 

PMN
Activation antigen

CD102 Resting lymphocytes, monocytes, 
endothelial cells

ICAM-2; binds LFA-1 (CD11a/CD18); adhesion; T-cell costimulation

CD103 Intraepithelial lymphocytes, T-cell 
subset

αE integrin; T-cell development and costimulation

CD104 Epithelial cells, Schwann cells β4-integrin; epidermal adhesion to basement membrane
CD105 Endothelial cells, bone marrow cell 

subset, activated macrophages
Endoglin; adhesion

CD106 Endothelial cells VCAM-1; ligand for VLA-4; lymphocyte adhesion; embryonic development
CD107a,b Epithelial cells, subsets of monocytes, 

granulocytes, and lymphocytes
LAMP-1 and LAMP-2; adhesion

CD110 Hematopoietic stem cells, 
megakaryocytes, platelets

Thrombopoietin receptor; megakaryocyte proliferation and differentiation

CD114 Granulocytes G-CSF receptor; regulates granulopoiesis
CD115 Monocytes/macrophages M-CSF receptor; cell differentiation
CD116 Monocytes, neutrophils, eosinophils GM-CSF a chain receptor; cell differentiation
CD117 Hematopoietic progenitors, mast cells c-kit; stem cell factor (SCF) receptor; hematopoietic cell differentiation
CD118 Broad distribution Type 1 interferon (interferon-α/β) receptor
CD119 Broad distribution Interferon-γ receptor
CD120a Hematopoietic cells, nonhematopoietic 

cells, myeloid cells
TNF receptor-type I signal transduction; apoptosis

CD120b Hematopoietic cells, nonhematopoietic 
cells, myeloid cells

TNF receptor-type II; signal transduction; apoptosis

CD121a Thymocytes, T-cell subset, fibroblasts, 
epithelial cells, and brain cells

IL-1 receptor-type I; signal transduction

CD121b T-cell subset, myeloid cell subsets IL-1 receptor-type II
CD122 NK cells, T-cell and B-cell subset IL-2 and IL-15 receptor β chain; signal transduction; regulation of lymphocyte development, 

differentiation, activation, and proliferation
CD123 Bone marrow stem cells, granulocytes, 

monocytes, megakaryocytes
IL-3 receptor α chain; cell development and differentiation

CD124 Mature B cells and T cells, 
hematopoietic precursor cells

IL-4 receptor; signal transduction; lymphocyte development, activation, differentiation, and 
proliferation

CD125 Eosinophils, basophils, B-cell subset IL-5 receptor; eosinophil and B-cell growth and differentiation
CD126 Activated B cells, plasma cells, 

T cells, granulocytes, monocytes/
macrophages; also expressed 
on epithelial cells, fibroblasts, 
hepatocytes, and neural cells

IL-6 receptor α chain; regulation of B-cell and T-cell differentiation and function; hematopoiesis

CD127 Bone marrow lymphoid precursors, 
pro-B cells, T-cell precursors, T-cell 
subset, monocytes

IL-7 receptor α chain; signal transduction; B-cell and T-cell proliferation and differentiation

CD128 Neutrophils, basophils, T-cell subset IL-8 receptor; neutrophil activation and migration
CD129 T cells IL-9 receptor α chain; T-cell proliferation
CD130 Broad distribution IL-6 receptor β chain (with CD126); signal transduction
CD131 Lymphocytes, granulocytes, monocytes IL-3, IL-5, and GM-CSF receptor; common β chain; signal transduction; see CD123 and 

CD125
CD132 Lymphocytes Common γ chain of high-affinity receptor for IL-2 (with CD25 and CD122), IL-4 (with CD124), 

IL-7 (with CD127), IL-9 (with CD129), and IL-15 (with CD122) receptors; signal transduction
CD134 Activated T cells OX-40 antigen of TNFR superfamily (binds OX-40 ligand); T-cell–B-cell interaction and T-cell 

costimulation
CD135 Lymphoid and myeloid cell progenitor 

subsets
Flt3 ligand receptor; development of myeloid and lymphoid progenitors

CD137 Activated T cells 4-1BB; binds 4-1BB ligand and extracellular matrix components; T-cell–B-cell interaction and 
T-cell costimulation; extracellular adhesion; signal transduction

Continued



1238 APPENDIX 1 Selected CD Molecules and Their Characteristics

CD Molecule Predominant Distribution Identity/Function

CD138 B-cell subset, plasma cells, 
epithelial cells

Syndecan-1; binds interstitial matrix proteins; B cell–matrix interactions

CD140a,b Endothelial cells PDGF receptor α and β chain; embryonic development; signal transduction; chemotaxis
CD141 Endothelium Thrombomodulin (binds thrombin); regulates coagulation
CD142 Endothelium Tissue factor; binds plasma factors VII/VIIa; hemostasis, coagulation, and angiogenesis
CD143 Endothelium Angiotensin-converting enzyme (ACE); binds angiotensin 1; regulates blood pressure
CD144 Endothelium VE-cadherin; cell–cell adhesion; maintenance of endothelium integrity
CD146 Activated T-cell subset Mel-CAM, adhesion molecule during development
CD150 T-cell and B-cell subsets Surface lymphocyte activation marker (SLAM); B cell–T cell interaction; costimulation
CD151 Not defined PETA-3; regulates platelet aggregation and mediator release
CD152 Activated T cells CTLA-4; binds B7-1 (CD80) and B7-2 (CD86); T-cell costimulation–negative signal
CD153 T cells CD30 ligand; T-cell activation, differentiation, and regulation
CD154 Activated T cells CD40 ligand; T-cell costimulation
CD156a Leukocytes, B cells Transmembrane glycoprotein; disintegrin and metalloproteinase domain (ADAM) family 

member; leukocyte adhesion and protease function; infiltration of myelomonocytic cells
CD156b Broad distribution TNF-α-converting enzyme (TACE); disintegrin and metalloproteinase domain (ADAM) 

family member; cleaves TNF and transforming growth factor-α from cell surface, thereby 
releasing soluble form

CD158 NK cells Killer immunoglobulin-like receptors (KIR); family of molecules that inhibit NK cytotoxic 
activity

CD159a NK cells NKG2A (killer cell lectin-like receptor)
CD161 NK cells Natural killer cell receptor-P1; target cell recognition; NK cell activation
CD162 Granulocyte and T-cell subsets P-selectin glycoprotein ligand-1 (PSGL-1); adhesion
CD166 Activated T cells, B cells ALCAM; binds CD6; T-cell activation; thymocyte development
CD167a Epithelial cells Discoidin domain receptor 1 (DDD1); tyrosine kinase receptor; binds to collagen; cell–cell 

contact and adhesion
CD178 Activated T cells; various tissue cells FAS ligand (ligand for CD95); binding to FAS triggers apoptosis
CD179a Pro-B and pre-B cells VpreB; forms surrogate light chain with CD179b; early B-cell differentiation
CD179b Pro-B and pre-B cells λ5; forms surrogate light chain with CD179a; early B-cell differentiation
CD180 B cells RP105; toll-like receptor family; regulates B-cell recognition and signaling of LPS
CD183 Effector/memory T cells, NK cells, 

eosinophils
CXCR3 receptor for interferon-inducible chemokines IP10, Mig, and I-TAC; chemotactic 

migration of effector T cells into areas of inflammation
CD184 Leukocytes; hematopoietic progenitors CXCR4 receptor for chemokines such as stromal cell-derived factor 1 (SDF-1) (fusin); 

chemotaxis; HIV-1 coreceptor
CD195 Broad distribution; myeloid cells, lym-

phocytes, T lymphocytes, neurons, 
epithelium, endothelium

CCR5 receptor for chemokines such as macrophage inflammatory proteins, MIP-1a and 
MIP-1b, and RANTES; chemotaxis; HIV-1 coreceptor

CDw197 Lymphoid tissues, B cells, T-cell subset CCR7 chemokine receptor; chemotaxis; T-cell homing and migration
CD201 Endothelial cells Protein C receptor; coagulation
CD203c Mast cells, basophils Member of the ectonucleotide pyrophosphatase/phosphodiesterase enzymes
CD204 Myeloid cells, monocytes/macrophages Macrophage scavenger receptor-1 (MSR1); mediates binding, internalization, and processing 

of various negatively charged macromolecules
CD206 Dendritic cells, macrophages, myeloid 

cells, endothelial cells
Mannose receptor, C-type 1; binds microorganisms; phagocytosis

CD207 Dendritic cells, Langerhans cells Langerin; mannose receptor; phagocytosis and internalization of antigen for processing
CD208 Dendritic cells DC-LAMP
CD209 Dendritic cells DC-SIGN
CDw210 Broad distribution I1-10 receptor α and β chain
CD212 T cells, NK cells IL-12 receptor β1 chain
CD213a1, a2 Lymphocytes, bronchial epithelial and 

smooth muscle cells
IL-13 receptor α1 and α2 chains

CDw217 Activated T-cell subset IL-17; cytotoxic T-lymphocyte–associated serine esterase 8; stimulates cell activation; 
induces osteoclast differentiation factor (ODF)

CD220 Broad distribution Insulin receptor; stimulates glucose uptake
CD221 Broad distribution Insulin-like growth factor 1 receptor; cell signaling; activation, and differentiation
CD222 Broad distribution Mannose-6-phosphate receptor; insulin-like growth factor 2 receptor
CD226 NK cells, platelets, monocytes, T-cell 

subset
Platelet and T-cell activation antigen 1 (PTA1); adhesion

CD233–241 Erythrocytes Various erythrocyte membrane antigens, including blood group–associated glycoproteins
CD242 Erythrocytes ICAM-4
CD246 T cells TCR or CD3 ζ chain; associated with TCR and CD3; couples TCR recognition with T-cell 

signaling
CD247 T cells T cells ζ chain of the TcR
CD252 Activated B cells OX40 ligand
CD253 Activated T cells TRAIL, death receptor
CD254 Activated T cells, LN and BM stroma RANK ligand
CD256 Monocytes, macrophages APRIL, binds TACI and BCMA
CD257 Activated monocytes BLyS, BAFF, binds TACI, BCMA, BAFFR, induces B-cell proliferation
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CD261 Activated T cells, peripheral leukocytes TRAIL-R2, DR5, death receptor
CD262 Peripheral lymphocytes TRAIL-R1, DR4, death receptor
CD263 Peripheral lymphocytes TRAIL-R3, DcR1, death receptor
CD264 Peripheral lymphocytes TRAIL-R4, DcR2, death receptor
CD265 Broad distribution RANK
CD267 B cells, activated T cells TACI
CD268 B cells BAFFR, binds BLys, mature B-cell survival
CD269 Mature B cells BCMA, binds APRIL and BAFF, B-cell survival and proliferation
CD275 B cells, dendritic cells, monocytes ICOSL, costimulation, cytokine production
CD278 Activated T cells ICOS, T-cell costimulation

ADCC, Antibody-dependent cellular cytotoxicity; ALCAM, activated leukocyte cell adhesion molecule; APRIL, a proliferation-inducing ligand; BCMA, B-cell maturation antigen; 
BCR, B-cell receptor for antigen; DC, dendritic cell; CTLA, cytotoxic T lymphocyte antigen; EBV, Epstein-Barr virus; ELAM, endothelial leukocyte adhesion molecule; G-CSF, 
granulocyte–colony-stimulating factor; GM-CSF, granulocyte macrophage–colony-stimulating factor; GPI, glycosyl-phosphatidylinositol; HIV, human immunodeficiency virus; ICAM, 
intercellular adhesion molecule; ICOS, inducible T-cell costimulator; Ig, immunoglobulin; IL, interleukin; LAM, leukocyte adhesion molecule; LAMP, latent membrane protein; LDL, 
low-density lipoproteins; LECAM, lymphocyte endothelial cell adhesion molecule; LFA, lymphocyte function antigen; LPB, lipopolysaccharide binding protein; LPS, lipopolysaccharide; 
MAdCAM-1, mucosal addressin cell adhesion molecule-1; M-CSF, macrophage colony-stimulating factor; MHC, major histocompatibility complex; NK cells, natural killer cells; PDGF, 
platelet-derived growth factor; PECAM, platelet endothelial cell adhesion molecule; PETA, platelet-endothelial cell tetraspan antigen; PMN, polymorphonuclear neutrophil; SIGN, 
specific intercellular adhesion molecule–grabbing nonintegrin; TACI, transmembrane activator and CAML interactor; TCR, T-cell receptor for antigen; TNF, tumor necrosis factor; 
TNFR, tumor necrosis factor receptor; TRAIL, TNF-related apoptosis inducing ligand; VCAM, vascular cellular adhesion molecule; VLA, very late antigen.
This list was adapted from the results of the Eighth International Workshop on Human Leukocyte Differentiation Antigens (HLDA8) held in Adelaide, Australia, in December 2004 
(Proceedings of the 8th International Workshop on Human Leukocyte Differentiation Antigens. December 12–16, 2004. Adelaide, Australia. Cell Immunol. 2005;236[1–2]:1–187). 
Engel P, Boumsell L, Balderas R, et al. CD nomenclature 2015: human leukocyte differentiation antigen workshops as a driving force in immunology. J Immunol. 2015;195:4555–4563.
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TABLE A2.2 Total Serum IgE (IU/mL)

Age Gender Geometric Mean
Upper 95% 
Confidence Limit

6–14 years M 42.7 527
F 43.3 344

15–24 years M 33.6 447
F 18.6 262

25–34 years M 16.8 275
F 16.6 216

35–44 years M 21.7 242
F 19.3 206

45–54 years M 19.2 254
F 13.3 177

55–64 years M 21.3 354
F 11.7 148

65–74 years M 21.2 248
F 11.5 122

>75 years M 18.4 219
F 9.2 124

6–75 years all M 22.9 317
all F 14.7 189

Data were generated using individuals with negative skin prick tests (i.e., house dust 
mite, Bermuda grass, tree mix, weed mix, mold mix).
From Barbee RA, Halonen M, Lebowitz M, Burrows B. Distribution of IgE in a 
 community population sample: correlations with age, sex, and allergen skin test 
reactivity. J Allergy Clin Immunol. 1981;68(2):106–11, with permission.

Surface Antigens Percent Positive Cells/MM3

T cells
CD3 55.3–87.7 651–2804
CD3/TcR alpha/beta 53.0–83.6 585–2716
CD3/TcR gamma/delta 0.6–16.6 11–288

CD3/CD4 27.9–55. 370–1336
CD3/CD8 13.6–46.2% 185–1024
CD4/CD8 ratio 0.81–4.00
CD3/CD4−/CD8− TcR alpha/beta 0.2–1.2 3–36
CD3/CD4−/CD8− TcR gamma/

delta
0.6–12.6 10–202

CD3/CD4/CD45RO 12.0–34. 231–668
CD3/CD4/CD45RA 5.0–31.4 66–914
CD3/CD4/CD62L+/CD45RA+ 6.2–26.9 87–796
CD3/CD4/CD62L+/CD45RA− 9.1–28.6 166–544
CD3/CD4/CD62L−/CD45RA− 3.7–12.9 80–262
CD3/CD4/CD62L−/CD45RA+ 0.1–5.5 1–132
CD3/CD4/CD31/CD45RA 2.6–25.3 47–527
CD3/CD4/CD45RS-/CXCR5+ 1.3–6.6 28–123
CD3/CD4/CD25/FOXP3 1.3–5.5 27–122
CD3/CD8/CD45RO 2.2–14. 19–309
CD3/CD8/CD45RA 2.7–18.0 45–564
CD3/CD8/CD62L+/CD45RA+ 2.3–18.2 37–484
CD3/CD8/CD62L+/CD45RA− 1.2–7.6 19–175
CD3/CD8/CD62L−/CD45RA− 2.0–12.4 47–383
CD3/CD8/CD62L−/CD45RA+ 0.9–13. 17–274
CD3/CD56+ or CD16 2.1–18.0 56–448

B cells
CD19 3.8–18 79–399
CD20 3.8–18 79–399
CD20/CD27 0.8–4.8 18–120
CD20/CD27/sIgM+ 0.3–2.5 6–65
CD20/CD27/sIgM− 0.3–2.2 6–49
CD20/CD38 3.2–16. 66–358
CD20/CD10 0.1–2.6 1–64

NK cells
CD56+ or CD16/CD3− 7.3–33.4 126–641

Data generated in the Flow Cytometry Section, Immunology Service, DLM, CC, NIH, 
Bethesda, MD. The 95% confidence interval for the WBC is 4300–9200/mm3.

Surface Antigens Percent Positive Cells/MM3

TABLE A2.3 Lymphocyte Immunophenotype 
(see Chapter 93): Adult Reference Range 
Expressed as 95% Confidence Intervals

TABLE A2.1 Immunoglobulin Levels (Age-Related Reference Ranges; see Chapter 5)

AGE OF HEALTHY 
DONORS

IGG 
G/L

IGG1 
G/L

IGG2 
G/L

IGG3 
G/L

IGG4 
G/L

IGA 
G/L

IGA1 
G/L

IGA2 
G/L

IGM 
G/L

0 to <5 months 1.0–1.34 0.56–2.15 ≤0.82 0.07.6–8.23 ≤0.198 0.07–0.37 0.10–0.34 0.004–0.055 0.26–1.22
5 to <9 months 1.64–5.88 1.02–3.69 ≤0.89 0.119–0.740 ≤0.208 0.16–0.50 0.14–0.41 0.015–0.062 0.32–1.32
9 to <15 months 2.46–9.04 1.60–5.62 0.24–0.98 0.173–0.637 ≤0.220 0.27–0.66 0.20–0.50 0.028–0.070 0.40–1.43
15 to <24 months 3.13–11.70 2.09–7.24 0.35–1.05 0.219–0.550 ≤0.230 0.36–0.79 0.24–0.58 0.039–0.077 0.46–1.52
2 to <4 years 2.95–11.56 1.58–7.21 0.39–1.76 0.170–0.847 0.004–0.491 0.27–2.46 0.16–1.62 0.013–0.311 0.37–1.84
4 to <7 years 3.86–14.70 2.09–9.02 0.44–3.16 0.108–0.949 0.008–0.819 0.29–2.56 0.17–1.87 0.011–0.391 0.37–2.24
7 to <10 years 4.62–16.82 2.53–10.19 0.54–4.35 0.085–10.26 0.010–1.087 0.34–2.74 0.21–2.21 0.014–0.480 0.38–2.51
10 to <13 years 5.03–15.80 2.80–10.30 0.66–5.02 0.115–10.53 0.010–1.219 0.42–2.95 0.27–2.50 0.026–0.534 0.41–2.55
13 to <16 years 5.09–15.80 2.89–9.34 0.82–5.16 0.200–10.32 0.007–1.217 0.52–3.19 0.36–2.75 0.047–0.551 0.45–2.44
16 to <18 years 4.87–13.27 2.83–7.72 0.98–4.86 0.313–0.976 0.003–1.110 0.60–3.37 0.44–2.89 0.066–0.543 0.49–2.01
≥18 years 7.67–15.90 3.41–8.94 1.71–6.32 0.184–10.60 0.024–1.210 0.61–3.56 0.50–3.14 0.097–1.560 0.37–2.86

Immunoglobulin (Ig) levels were assessed in serum by nephelometry, and data were statistically analyzed for the mid-95% confidence interval. For total IgG and IgG subclass quan-
titation, data from 156 pediatric and 92 adult donors were used; for total IgA quantitation, data from 201 pediatric and 99 adult donors were used; for IgA subclasses, data from 119 
pediatric and 99 adult donors were used; and for IgM quantitation, data from 212 pediatric and 401 adults were used at Mayo Medical Laboratories.
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Additional pediatric lymphocyte reference intervals can be 
found in the following references:
• Piatosa B, Wolska-Kusnierz B, Pac M, et al. B cell subsets

in healthy children: reference values for evaluation of B cell 
maturation process in peripheral blood. Cytometry B Clin 
Cytom. 2010;78(6):372–381.

• Schatorje EJH, Gemen EFA, Driessen GJA, et al. Paediatric
reference values for the peripheral T cell compartment. Scan
J Immunol. 2012;75(4):436–444.

• van Gent R, van Tilburg CM, Nibbelke EE, et  al. Refined
characterization and reference values of the pediatric T- and
B-cell compartments. Clin Immunol. 2009;133(1):95–107.

TABLE A2.4 Age-Dependent Lymphocyte Immunophenotype Reference Range 
(80% Confidence Interval)

Age

T CELLS

CD3 CD4 CD8

Percent positive Cells/mm3 Percent positive Cells/mm3 Percent positive Cells/mm3

0–3 months 53–84 2500–5500 35–64 1600–4000 12–28 560–1700
3–6 months 51–77 2500–5600 35–56 1800–4000 12–23 590–1600
6–12 months 49–76 1900–5900 31–56 1400–4300 12–24 500–1700
1–2 years 53–75 2100–6200 32–51 1300–4300 14–30 620–2000
2–6 years 56–75 1400–3700 28–47 700–2200 16–30 490–1300
6–12 years 60–76 1200–2600 31–47 650–1500 18–35 370–1100
12–18 years 56–84 1000–2200 31–52 530–1300 18–35 330–920

Age

CD4 T-CELL SUBPOPULATIONS

CD4/CD45RA CD3/CD4/CD45RO CD4/HLA-DR

Percent CD4 
positive Cells/mm3

Percent CD3/
CD4 positive Cells/mm3

Percent CD4 
positive Cells/mm3

0–3 months 64–95 1200–3700 2–22 60–900 2–6 40–180
3–6 months 77–94 1300–3700 3–16 120–630 2–10 60–280
6–12 months 64–93 1100–3700 5–18 160–800 2–11 50–260
1–2 years 63–91 1000–2900 7–20 210–850 2–11 70–280
2–6 years 53–86 430–1500 9–26 220–660 3–12 50–180
6–12 years 46–77 320–1000 13–30 230–630 3–13 40–120
12–18 years 33–66 230–770 18–38 240–700 4–11 30–100

Age

CD8 T-CELL SUBPOPULATIONS

CD8/CD45RA CD3/CD4−/CD45RO CD8/HLA-DR

Percent CD8 
positive Cells/mm3

Percent CD3/
CD4-positive Cells/mm3

Percent CD8 
positive Cells/mm3

0–3 months 80–99 450–1500 1–9 30–330 2–20 20–160
3–6 months 85–98 550–1400 1–7 30–290 3–17 30–170
6–12 months 75–97 480–1500 1–8 40–330 4–27 40–290
1–2 years 71–98 490–1700 2–12 60–570 6–33 60–600
2–6 years 69–97 380–1100 4–16 90–440 7–37 70–420
6–12 years 63–92 310–900 4–21 70–390 6–29 40–270
12–18 years 61–91 240–710 4–23 60–310 5–25 30–180

Age

B CELLS AND NK CELLS

CD19 CD3−/CD16−56+

Percent positive Cells/mm3 Percent positive Cells/mm3

0–3 months 6–32 300–2000 4–18 170–1100
3–6 months 11–41 430–3000 3–14 170–830
6–12 months 14–37 610–2600 3–15 160–950
1–2 years 16–35 720–2600 3–15 180–920
2–6 years 14–33 390–1400 4–17 130–720
6–12 years 13–27 270–860 4–17 100–480
12–18 years 6–23 110–570 3–22 70–480

Data generated by Shearer WT, Rosenblatt HM, Gelman RS, et al. Lymphocyte subsets in healthy children from birth through 18 years of age: the Pediatric AIDS Clinical Trials Group 
P1009 study. J Allergy Clin Immunol. 2003;112(5):973–980.
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